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ABSTRACT: Density-driven steric seawater changes are a leading-order contributor to global mean sea level rise. How-
ever, intermodel differences in the magnitude and spatial patterns of steric sea level rise exist at regional scales and often
emerge during the spinup and preindustrial control integrations of climate models. Steric sea level results from an eddy-
permitting climate model, GFDL CM4, are compared with a lower-resolution counterpart, GFDL-ESM4. The results from
both models are examined through basin-scale heat budgets and watermass analysis, and we compare the patterns of ocean
heat uptake, redistribution, and sea level differ in ocean-only [i.e., Ocean Model Intercomparison Project (OMIP)] and
coupled climate configurations. After correcting for model drift, both GFDL CM4 and GFDL-ESM4 simulate nearly
equivalent ocean heat content change and global sea level rise during the historical period. However, the GFDL CM4
model exhibits as much as a 40% increase in surface ocean heat uptake in the Southern Ocean and subsequent increases in
horizontal export to other ocean basins after bias correction. The results suggest regional differences in the processes
governing Southern Ocean heat export, such as the formation of Antarctic Intermediate Water (AAIW), Subpolar Mode
Water (SPMW), and gyre transport between the two models, and that sea level changes in these models cannot be fully
bias-corrected. Since the process-level differences between the two models are evident in the preindustrial control simula-
tions of both models, these results suggest that the control simulations are important for identifying and correcting sea
level–related model biases.
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1. Introduction

Sea level rise presents one of the most existential challenges
to coastal communities resulting from anthropogenic climate
change. Steric expansion and freshwater mass increases domi-
nate decadal- and centennial-scale sea level trends further
modulated by spatially varying patterns of vertical land mo-
tion (Hamlington et al. 2020). The density and mass changes
also alter ocean circulation, which drives additional dynamic
sea level changes. Long-term sea level trends over the past
century}both globally and locally}are evident in tide gauge
records and will likely accelerate through the twenty-first cen-
tury depending on the ultimate trajectory of future climate
change (Fox-Kemper et al. 2021). The observed global mean
sea level has risen 0.12 m over the presatellite era from 1901
to 1990, with a likely range of 0.07–0.17 m. This change is
equivalent to an average rate of ;1.35 mm yr21, which has
more than doubled to 3.16 mm yr21 during the satellite altim-
etry period from 1993 to 2015 (Fox-Kemper et al. 2021).
High-frequency events such as storm surges and tidal anoma-
lies superimposed on this background trend of sea level rise

provide more imminent threats to coastal communities on
weather to seasonal time scales (e.g., Yin et al. 2020).

Thermosteric sea level rise accounts for approximately half
of the observed global mean sea level rise, while mass contri-
butions of melting glaciers and land ice account for nearly the
other half (Fox-Kemper et al. 2021). Numerical ocean models
can represent changes in ocean heat content and local steric
effects (Griffies and Greatbatch 2012). However, other physi-
cal processes that ocean models do not yet represent influence
sea level rise. For example, most models consider a fixed ge-
oid and do not include the localized effects of vertical land
motion changes from glacial isostatic adjustment and ground-
water extraction (Griffies et al. 2014), which can also influence
ocean circulation through gravity changes and ocean mass
redistribution. The most significant uncertainty in future pro-
jections of sea level rise stems from poorly constrained esti-
mates of glacial meltwater contributions from Greenland and
Antarctica (Fox-Kemper et al. 2021; Sweet et al. 2022). The
development of dynamic ice sheet models coupled with physi-
cal ocean and climate models will progress over the coming
decade (Fox-Kemper et al. 2019) and provide critical bound-
ary conditions for future sea level projections. In the meantime,
idealized perturbation studies and model intercomparison ef-
forts aim to assess the impact of meltwater on ocean circulation
(Swart et al. 2023; Gregory et al. 2016). Offline and probabilisticCorresponding author: John P. Krasting, john.krasting@noaa.gov
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frameworks (e.g., Kopp et al. 2023, 2014) that account for
vertical land motion and ice sheet melt are used to bridge the
gap between numerical model output and future climate pro-
jections. These frameworks, however, still rely on coupled
climate model projections for their ocean and climate re-
sponse to forcing.

The kinematic sea level equation represents many key fac-
tors contributing to sea level and has proven to be a useful
framework for diagnosing ocean model simulations:
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According to this relation, the local time tendency of sea level
(h) is determined by the addition or removal of massQm, at the
ocean surface, the convergence of the depth-integrated volume
flux at a given location (2= ? U), and the column-integrated
material time changes in seawater in situ density (r) that lead
to steric expansion or contraction. Derivation of this relation-
ship and examples of its application to ocean model simula-
tions are detailed in Griffies and Greatbatch (2012) and
Griffies et al. (2014).

Ocean model “spinup” aims to achieve a steady state, or
“quasi-equilibrium” with the climate boundary conditions,
with the ventilation time scales of the deep ocean dictating
the length of this process (Stouffer et al. 2004). Equilibration
time scales to surface radiative forcing vary from days for the
surface layer to millennia for the oldest waters in the deep
Pacific Ocean (Sarmiento and Gruber 2006; Stouffer and
Manabe 1999). Throughout this adjustment process (i.e.,
spinup), internal process-level biases, which vary in nature
among ocean models, imprint themselves on the diagnosed
terms of this kinematic sea level framework. There are vari-
ous sources of bias, including models’ dynamical formulations
and their representation of ocean physics (Fox-Kemper et al.
2019). The convolution of these biases with the multicenten-
nial equilibration process leads to model-dependent spatio-
temporal patterns in preindustrial control simulations that are
typically performed follow the models’ spinup. Further, differ-
ences in this background ocean state can influence climate
models’ transient climate response to anthropogenic forcing,
including ocean heat uptake (e.g., Newsom et al. 2023) and
subsequent sea level rise.

Preindustrial control simulations are typically conducted
under fixed preindustrial radiative forcing and provide a back-
ground climate state. This reference state serves as the initiali-
zation point for historical and future simulations of sea level
rise. A common assumption is that these model biases are rel-
atively stationary in time and that trends in sea level rise
obtained from the long control runs can be removed from
the historical and future projections in a process called
“dedrifting” to yield more appropriate depictions of the mod-
els’ response to climate forcing. While dedrifting is a standard
and often necessary step in analyzing climate model output,
examining the drift present in the preindustrial control simu-
lations provides essential information about the underlying
processes relevant to sea level as ocean models advance in
complexity and resolution.

It is common for ocean models to have some degree of tem-
perature drift. This drift can occur in localized regions or
depths and when considering the ocean’s global volume mean
temperature (Irving et al. 2021). Although sea level is mea-
sured as a surface quantity, it is an integral of many different
processes throughout the water column and is influenced by
these local drift processes. The causes of these temperature
drifts vary but are often associated with parameterized and
resolved mixing and ventilation processes. These temperature
drifts also are important for the baseline ocean state for future
climate projections as nonlinearities in the equation of state for
seawater are nonnegligible sources of differences among future
sea level projections (Hallberg et al. 2013). Current generation
models are less susceptible to spurious temperature drift than
previous generations [e.g., Ocean Model Intercomparison Pro-
ject (OMIP2); Griffies et al. 2009, Tsujino et al. 2020], although
this drift must still be taken into account when diagnosing ther-
mosteric sea level.

The refinement of horizontal grid spacing, sufficient to ad-
mit transient mesoscale eddies, poses new challenges in
modeling sea level rise. Mesoscale eddying ocean models can
directly resolve more features at shorter horizontal length
scales, reducing the dependence on subgrid-scale parameter-
izations. However, current resolutions in global climate mod-
els are still insufficient to fully resolve these features at high
latitudes (e.g., Hallberg 2013). Eddying ocean models must
accurately represent water mass features and the ocean circu-
lation correctly, especially in cases where ventilation is critical
to changing the density of seawater and steric sea level prop-
erties. Choices regarding the vertical coordinate (z*, isopyc-
nal, hybrid, etc.) and resolution are also important for global
circulation and representing interior water mass properties.

This study’s objective is to analyze sea level drift, and rele-
vant underlying processes, in reanalysis-forced ocean-only
and fully coupled preindustrial control simulations in two
models with differing horizontal resolution developed by
NOAA’s Geophysical Fluid Dynamics Laboratory (NOAA-
GFDL). Section 2 describes the baseline configuration of the
two models and the differences in their formulation. Section 3
describes the results of ocean-only and coupled model simula-
tions performed with both models. Using basinwide heat
budgets and water mass analyses, we examine the drivers of
the steric sea level changes and investigate how preindustrial
control run drifts lead to biases that potentially explain differ-
ences in the historical (1850–2014) heat budgets and sea level
trends. Section 4 provides a summary and discussion of these
results.

2. Materials and methods

a. Models and experimental design

The Ocean Model version 4 (OM4, Adcroft et al. 2019) de-
veloped at NOAA-GFDL is used in this study to evaluate the
impact of model resolution on the preindustrial control sea
level simulation. There are two configurations of OM4 with
different nominal horizontal grid spacings: 0.258, which was
used in the formulation of the GFDL CM4 coupled model
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(Held et al. 2019), and 0.58, which formed the basis of the
GFDL-ESM4 (Dunne et al. 2020a). Although ocean-only and
coupled simulations exist for each ocean model resolution,
the configurations are referred to by their coupled model
names throughout this study.

The Modular Ocean Model version 6 (MOM6) code is the
basis for the ocean component of CM4 and ESM4 (Adcroft
et al. 2019). GFDL’s Sea Ice Simulator version 2 (SIS2) and
Lagrangian iceberg model (Martin andAdcroft 2010; Stern et al.
2016) complete the representation of the ocean–cryosphere sys-
tem. The higher-resolution CM4 model is considered “eddy-
permitting” and can explicitly represent the effects of mesoscale
eddies in the tropics and some of the midlatitudes. However, in-
sufficient resolution of the first baroclinic Rossby deformation
radius (Hallberg 2013) limits high-latitude eddy activity in CM4.
The mesoscale eddy kinetic energy parameterization (Jansen
et al. 2015) represents the effects of eddy mixing throughout the
global ocean in the lower-resolution ESM4 model. CM4 and
ESM4 include a parameterization for the restratification effects
of submesoscale eddy activity (Fox-Kemper et al. 2011). This
parameterization was tuned to be slightly stronger in the ESM4
configuration to improve ventilation in the Southern Ocean
(Dunne et al. 2020a).

CM4 and ESM4 share the same 75-level hybrid z*-isopycnal
vertical coordinate (Griffies et al. 2020). This coordinate has
finer resolution at depth levels in the upper portion of the wa-
ter column and transitions to isopycnal coordinates in the
ocean interior. The z* regime improves the representation of
weakly stratified regions, while the isopycnal coordinate ex-
cels in preserving high-latitude and deep-water mass struc-
tures. The models are run with the Boussinesq approximation
(see section 2b), and the global steric effects of sea level
change must be inferred through offline analysis. However,
the model includes a nonlinear free surface layer that re-
sponds to freshwater fluxes between the ocean and the rest of
the climate system. The total sea level change over a given
time frame is thus a combination of the dynamic sea surface
height that the model directly simulates and a global steric ad-
justment diagnosed offline. Unlike CM4, the ESM4 model
also includes a neutral diffusion parameterization. CM4 and
ESM4 employ a parameterization for the mixing effects of in-
ternal tides (Melet et al. 2013). An energetics- based plane-
tary boundary layer (ePBL) scheme (Reichl and Hallberg
2018) is used as well as a bottom boundary layer scheme
based on Legg et al. (2006). Both models also include a geo-
thermal heat flux at the bottom of the ocean that induces a
buoyancy effect at the bottom boundary.

The CM4 model features a 100-km grid spacing, 33-level
atmosphere model (AM4, Zhao et al. 2018) with a simplified
atmospheric chemistry scheme. The land model (LM4.0) rep-
resents land surface hydrology, river routing, and soil and veg-
etative processes. CM4 includes the Biogeochemistry with
Light, Iron, Nutrients, and Gas (BLING) reduced complexity
biogeochemical model (Dunne et al. 2020b). BLING’s effects
are purely diagnostic and do not feed back onto the physical
climate. The ESM4 model incorporates updates to the 100-km
atmosphere (Horowitz et al. 2020), including an enhanced ver-
tical resolution to 49 levels and a fully prognostic atmospheric

chemistry scheme. Hydrological updates and a new interactive
vegetation scheme with the climate system are part of an up-
dated land model component (LM4.1) in ESM4. In terms of
ocean biogeochemistry, ESM4 employs the Carbon, Ocean
Biogeochemistry, and Lower Trophic (COBALT) model (Stock
et al. 2020), which incorporates 33 tracers and represents the ef-
fects of changing ocean biogeochemistry feedback on the model’s
climate. The trade-offs between reduced ocean resolution and
increased atmospheric chemistry and ocean biogeochemical trac-
ers yield similar computational performance between the two
models.

The ocean–sea ice components of CM4 and ESM4 partici-
pated in the Ocean Model Intercomparison Project (Griffies
et al. 2016) as part of GFDL’s contributions to the phase 6 of
the Coupled Model Intercomparison Project (CMIP6; Eyring
et al. 2016). Present-day temperature and salinity fields from
World Ocean Atlas version 2013 (WOA13, Levitus et al. 2014)
provided the initial hydrographic conditions and the Coordi-
nated Ocean-ice Reference Experiments, phase II (CORE-II)
reanalysis (Large and Yeager 2009; Dai and Trenberth 2002;
Dai et al. 2009) under the OMIP1 protocol derived from obser-
vational datasets provides the surface boundary conditions
spanning the period 1948–2007. The model spinup consisted of
cycling the forcing 5 times, with the last cycle being the focus of
analysis in this study.

Most of this study focuses on the fully coupled preindustrial
control runs of both models. Similar to their ocean-only con-
figurations, CM4 and ESM4 use WOA13 temperature and sa-
linity fields as their initial conditions. Constant 1850 climate
forcing provides the surface boundary conditions used to spin
up both coupled models, consistent with the CMIP6 protocol
(Eyring et al. 2016). The forcing includes fixed concentrations
of well-mixed greenhouse gases, aerosols, background volca-
nic forcing, and a fixed solar constant. Given its relatively
high computational cost, the CM4 coupled model was spun
up for only 150 years until reaching a stable global sea surface
temperature. To accommodate the longer time scales of the
coupled carbon cycle, the ESM4 model’s ocean component
was spun up separately for 400 years before the first year of
the coupled preindustrial control run began. The equilibration
targets for ESM4 prior to the start of the preindustrial control
were that the net radiation at the top of the atmosphere
(TOA) stabilized to within 0.1 W m22 of zero and that the net
100-yr smoothed air–sea CO2 flux was less than 0.01 GtC (Orr
et al. 2017).

b. The Boussinesq approximation and steric sea level

The OM4 ocean model employs a Boussinesq approximation
in its formulation of the tracer and momentum equations and
the physical parameterizations. The net effect is that the ocean
velocity is assumed to be nondivergent; i.e., the flow is incom-
pressible, so the model conserves volume rather than mass.

When considering global mean sea level, however, density var-
iations cannot be ignored, as the thermal expansion of seawater
is a dominant driver of contemporary and future change. The
Boussinesq ocean model can simulate changes in ocean heat con-
tent, and therefore, local density changes that can impact ocean
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circulation are simulated. However, the global steric effect in a
Boussinesq model must be diagnosed offline, and we follow the
approximation detailed by Greatbatch (1994), Griffies and
Greatbatch (2012), and Griffies et al. (2014):

hB
diag(t) ’ hB(t) 1 V0

A
ln

hri0
hr(t)i

[ ]
: (2)

Here, hB
diag(t) is the adjusted, diagnosed sea level in a Boussi-

nesq model at time t, hB(t) is the unadjusted sea surface
height diagnostic from the Boussinesq model, V 0 is the initial
reference volume of the global ocean, A is the global surface
area of the ocean, hri0 is the initial global mean density, and
hr(t)i is the global mean density at time t. When considering
global changes, this approximation is used throughout the
manuscript to diagnose the steric, thermostatic, and halosteric
contributions to global sea level. This calculation represents
the global mean steric expansion. When this global adjust-
ment is added to the models’ dynamic sea level “zos,” which
by construction has a global mean of zero (Griffies et al.
2016), the result is a representation of thermodynamic sea
level change that is more comparable to observations, espe-
cially on climate (decadal to centennial) time scales.

While the model does not explicitly resolve global steric
changes, it is important to note that the local steric effects are
represented. As the seawater density changes in a particular
location or region, the influence of those changes on the circu-
lation and dynamic sea level is experienced. While the Boussi-
nesq approximation assumes the flow is incompressible, the
ocean still experiences a spatially varying density field result-
ing from changes in temperature and salinity that influence
dynamics at the local scale. In this manuscript, where we ex-
amine the spatial patterns of steric sea level change, we calcu-
late the change in in situ density relative to a known reference
state. Using a common reference density, we then convert the
density difference to an effective steric height.

c. Dedrifting processes

Throughout this study, model drift is calculated and often
removed from the analysis. In all cases, the drift is defined as
the linear least squares fit to the 500-yr preindustrial control
simulation following the initial model spinup (see the materi-
als and methods section). For global mean steric sea level, the
relevant products are first generated based on the methods
described in section 3b from the raw temperature and salinity
fields. Then, the linear trend is calculated from the control
simulation (and removed from the historical simulations, if
applicable). For all other fields, including the local steric ef-
fects, temperature time series, and heat budget terms, dedrift-
ing is performed at the gridpoint level. The only exceptions to
this protocol are the analysis of potential vorticity in section 3b
and the analysis of northward heat transport in section 3c where
we retain the full unadjusted fields to better highlight the model
differences.

It is important to note that all the results based on ocean-
only simulations presented in section 3a are not de-dedrifted.
The OMIP experimental design (Griffies et al. 2016) does not

specify a control simulation protocol for the reanalysis-forced
ocean-only simulations. This makes dedrifting an OMIP simu-
lation somewhat ill-posed.

d. Analysis code

An open-source Python-based package named “momlevel”
contains the sea level analysis routines used in this study. This
package aims to curate and standardize sea level analysis tools
to support a broader community using MOM6 output. The
momlevel package contains routines for diagnosing steric and
dynamic sea level and supports data extraction at tide gauge
locations. The simulations described in this study use the
Wright (1997) equation of state, for which momlevel provides
a Python implementation that includes vertical density gradi-
ent derivatives as well as thermal expansion and haline con-
traction coefficients. The code’s modular design allows for
future integration of other equation of state formulations and
can be adapted to accommodate other ocean model output in
the future (see the data availability statement for references).

3. Results and discussion

a. Reanalysis-forced response

The atmospheric reanalysis provides a prescribed atmo-
spheric state to drive the ocean simulation in ocean–sea ice
configurations. This framework allows for more direct com-
parison among ocean models in their ability to simulate an-
thropogenic heat uptake and the associated sea level rise by
eliminating biases that may arise from coupling to an atmo-
spheric model.

The patterns of steric sea level trends from the reanalysis-
forced simulations performed with CM4 and ESM4 (Figs. 1a,c)
are comparable with the previous generation CMIP5 CORE-II
ensemble mean (Griffies et al. 2014). The global mean steric
trend is removed from all models to allow for a better compari-
son of the patterns. The dominant feature is an east–west dipole
in steric sea level across the tropical Pacific Ocean characterized
by increases in the western part of the basin and decreases in
the eastern part. Although a forced response to climate change
cannot be ruled out, decadal variability likely plays a significant
role in this pattern (e.g., Meehl et al. 2011; England et al. 2014;
Delworth et al. 2015) as this pattern has reversed over the sec-
ond half of the altimeter record (2006–19; Hamlington et al.
2021). Both models also show increases in steric sea levels in
the deep convection regions of the North Atlantic and the
Labrador Sea. Increases in these regions may indicate changes
in rates of North Atlantic Deep Water formation and ventila-
tion associated with the Atlantic meridional overturning circu-
lation (AMOC) (Yin et al. 2009; Krasting et al. 2016). The
richness of the eddy field resolved by CM4 is also evident by
the patchy nature in the western boundary currents of the
Gulf Stream and Kuroshio and along the northern front of the
Antarctic Circumpolar Current (ACC).

The patterns of the total steric level trends are dominated
by the upper-ocean thermosteric component (Figs. 1b,d), but
CM4 and ESM4 differ from the observationally based esti-
mates for the 0–700-m thermosteric sea level trend pattern
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from World Ocean Atlas (Levitus et al. 2012; Fig. 1f) in sev-
eral regions. The equatorial cold bias in the eastern tropical
Pacific is prominent in both models. CM4 and ESM4 exhibit
weaker sea level trends in the subtropical regions of the North
Atlantic. Both models also exhibit larger than observed ther-
mosteric sea level rise in the western South Pacific off the
coast of Australia. Both models significantly underrepresent
the observed rise in the globally averaged steric level when
forced with reanalysis. The upper ocean (0–700 m) trends in
thermosteric sea level over the period from 1993 to 2007 in
CM4 (0.52) and ESM4 (0.57 mm yr21) represent approxi-
mately 74%–80% of the global steric change in these models
(Fig. 2). However, the observed trend (1.04 mm yr21) from
Levitus et al. (2012) is nearly double the trend of the models.

Revised estimates from Domingues et al. (2008) indicate that
this estimate from Levitus et al. (2012) may be biased low
based on how infilling is performed in data-sparse regions
(i.e., the Southern Ocean) and the global 0–700-m thermo-
steric sea level trend over this same period may be as high as
1.6 mm yr21. Regardless of which observational benchmark is
used, CM4 and ESM4 underestimate the amount sea level
rise due to thermal expansion over this period when forced
with atmospheric reanalysis.

Underestimation of heat uptake by ocean models forced
with reanalysis is a known issue with the OMIP experimental
design. Griffies et al. (2014) discuss these issues in more de-
tail, broadly falling into two categories. First, the reanalysis-
derived boundary forcing helps eliminate biases arising from

FIG. 1. Patterns of steric sea level trends between years 1993 and 2007 under CORE-II forcing. Steric sea level in-
cludes both thermosteric and halosteric components. Linear trends are calculated at each grid point (mm yr21).
Pattern correlations (r2) are noted for (a) CM4 and (c) ESM4 compared with the (e) CORE-forced ensemble mean
of CMIP5 models from Griffies et al. (2014). Thermosteric sea level trends calculated between the surface and
700 m are shown (b),(d) for the same models and compared with observational estimates from (f) World Ocean Atlas
(Levitus et al. 2012).
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coupling with imperfect atmospheric models. While this facilitates
a cleaner comparison among ocean models for many features, it
eliminates feedback processes with the atmosphere. These cou-
pled Earth system feedbacks play an important role in ocean heat
uptake and are partly responsible for the underestimation seen
here. Second, the repeat-cycle experiment design further dampens
the rate of ocean heat uptake over the late twentieth century.
This is demonstrated by considering the long-term trend of
volume-mean potential temperature across the cycles, commonly
used to diagnose “model drift.” As described in Adcroft et al.
(2019), CM4 and ESM4 exhibit minimal temperature drift under
CORE-II forcing, with the volume-mean potential temperature
drift being 0.00068 for CM4 and 0.0088C century21 for ESM4,
both of which are notably lower compared to previous generation
global ocean models (Griffies et al. 2009). Compared to the mag-
nitude of the anthropogenic global ocean heat content increase
between 1971 and 2018 [329–463 ZJ or ;0.138–0.188C century21;
Fox-Kemper et al. (2021), where 1 ZJ5 1021 J], the magnitude of
this drift is small.

While the time series of volume-mean potential tempera-
ture from the models appear stationary in Adcroft et al.
(2019), there is a notable decadal structure when plotted over
a smaller range of temperatures (Fig. 3). Both models show
an increase in temperature over the first three cycles and a de-
cline over the remaining two cycles. As described in the mate-
rials and methods section, the models are initialized with
observations of temperature and salinity that represent a
mean over the period 1955–2014. There is an initial cooling as
the warmer ocean in the model adjusts to the CORE bound-
ary forcing that begins in 1948. There is also a cooling adjust-
ment at the start of each new cycle of the CORE forcing. The
cooling signal dominates the first several decades of each cy-
cle before the anthropogenic warming signal emerges in these
models beginning in the 1990s. To state more simply, through-
out each cycle, the anthropogenic warming is offset by the
cooling response at the start of each cycle. However, the dif-
ferences in radiative forcing are not symmetric as the ocean

stratification structure makes the ocean more effective at
cooling than warming (Pudig et al. 2023). This leads to the
overall cooling trend that emerges over the repeat cycles of
CORE-II forcing.

The temporal evolution of the horizontally averaged annual
temperature anomalies relative to year 1993 (Figs. 4a–c) at
each depth level is in reasonable agreement with observations
in the upper ocean (above 200 m) where the model is more
strongly influenced by the surface boundary conditions that
are imposed from reanalysis. The effects of the 1997/98 El
Niño event, and subsequent La Niña event, are evident in
both models along with a period of sustained warming after
year 2000. When the anomalies are plotted relative to 1961,
however, strong biases emerge in both models below 200 m.
The aforementioned processes leading to long-term cooling
resulting from the cyclic OMIP experimental design are

FIG. 2. Global steric sea level rise between years 1993 and 2007 under CORE-II forcing (a) for CM4 (blue) and
ESM4 (orange). Steric sea level includes both thermosteric and halosteric components (mm). Global upper ocean
(0–700 m) thermosteric sea level rise (b) for both models are compared with observations from World Ocean Atlas
(Levitus et al. 2012). Shading denotes 1s range for both models and observations.

FIG. 3. Global volume mean potential temperature (8C) (10-yr
smoothed) in CM4 (blue) and ESM4 (orange) over five repeat
cycles of CORE-II interannual forcing.
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operating just below the boundary layer in both CM4 and
ESM4 and are offsetting a significant amount of the 0–700-m
warming taking place over the late twentieth century.

b. Coupled model drift

The volume-mean potential temperature drift expressed as
a linear trend over the preindustrial control simulation is
larger in the coupled version of CM4 (0.0598C century21)
than in the coupled version of ESM4 (0.0178C century21).
This difference is likely related to differences in the length of
ocean spin-up time from the initial present-day temperature
and salinity state (400 years for ESM4, 150 years for CM4).
After 400 years into the preindustrial control run of CM4, the
volume-mean potential temperature is approximately equal
to year 1 of the ESM4 preindustrial control simulation
(3.78C), thus highlighting a decelerating drift as the model
spinup time lengthens. On millennial time scales, the coupled
climate system will achieve a quasi–steady state (Krasting
et al. 2018). However, this state will differ between the two
models based on their different atmospheric formulations and
ocean model configurations. As demonstrated in both obser-
vations and the ocean-only simulations, sea level changes as-
sociated with ocean heat content changes (i.e., thermosteric)
in the coupled models dominate the total steric sea level rise
throughout the control simulations. The volume-mean poten-
tial temperature (Fig. 5d) is consistent with more steric sea

level drift in CM4 than ESM4 as most of the sea level increase
is due to thermosteric effects (Figs. 5a,b).

The global halosteric effect is minimal relative to the ther-
mosteric and may be ignored. Using a conceptual framework
of homogenizing two buckets of seawater}one with fresh-
water and one with salty water}(Gregory et al. 2019 appendix
2) demonstrates that the resulting thickness change is almost
entirely barystatic (i.e., related to the change in mass). To rein-
force this concept and for completeness, the global halosteric
sea level drift is shown for both coupled models (Fig. 5c). Plot-
ted on the same scale as the thermosteric drift, the halosteric
drift is essentially zero. When plotted on an adjusted vertical
axis, the magnitude of the global halosteric drift is slightly
larger in ESM4 than in CM4. This is likely due to a coupled
equilibration as the amount of snow on land increases during
the control run in response to a minor perturbation to the
near-infrared albedo of snow on ice that was introduced to ad-
dress a warm bias over the Southern Ocean and improve deep
water formation in this region (Dunne et al. 2020a; Zhang et al.
2020). While the global halosteric effect can be ignored, local
trends in halosteric sea level can be considerable}especially
in cold regions and high latitudes where the haline contrac-
tion coefficient (b) has a relatively greater effect than the low
latitudes (e.g., Stewart and Haine 2016; Griffies et al. 2014).
Large halosteric trends are especially evident in the Mediter-
ranean Sea, where future model projections of salinity vary

FIG. 4. Horizontally averaged annual mean potential temperature (8C) anomaly relative to (a)–(c) 1993 and (d)–(f) 1961 for World Ocean
Atlas (Levitus et al. 2012), and the CORE-II forced CM4 and ESM4. Note the differing time axis for the top and bottom rows.

K RA S T I N G E T AL . 656915 DECEMBER 2024

Brought to you by PRINCETON UNIVERSITY LIBRARY | Unauthenticated | Downloaded 08/07/25 02:43 PM UTC



considerably as the changes in freshwater balance and net
salt transport through the Strait of Gibraltar are uncertain
(Soto-Navarro et al. 2020). The Sea of Japan/East Sea is an-
other region where most CMIP6 models simulate negative
salinity trends inconsistent with observations (Jin et al. 2023).

Consistent with the model differences in global mean steric
sea level drift, the magnitudes of the regional patterns are
larger in CM4 than in ESM4 (Fig. 6). The thermosteric trends
dominate the regional drift patterns in both models and are
relatively uniform globally, with a few notable exceptions.
The regional patterns of thermosteric sea level show consider-
able drift in deep water regions. The signals of steric drift are
less pronounced along the coastal shelf regions where total sea
level trends are dominated by mass redistribution (Landerer
et al. 2007; Yin et al. 2010; Griffies et al. 2014). In CM4, there is
also a region of enhanced thermosteric sea level drift (Fig. 6c)
accompanied by halosteric contraction (Fig. 6e) centered be-
tween approximately 408 and 308S in the South Pacific Ocean.

Both models exhibit multicentennial-scale variability in the
Southern Ocean deep convection (Held et al. 2019; Dunne
et al. 2020a). The periodic release of built-up subsurface heat
through full-column convection drives this mode of variabil-
ity. The signature of the growth of this heat reservoir over
time is most apparent in the steric and thermosteric drift pat-
terns of ESM4, particularly in the vicinity of the Ross and
Amundsen Seas, where deep convection occurs (Fig. 6d).
There is less signal in the halosteric component of sea level

(Fig. 6f) as this is primarily a thermally driven process. Both
models also show substantial drift in a few of the marginal
seas, most notably the Sea of Japan/East Sea, the Mediterra-
nean Sea, and portions of the Caribbean Sea and Gulf of
Mexico. While the underlying processes driving these trends
are unclear, they have little impact on the global mean values
of sea level drift, given their small surface area relative to the
global ocean. However, these regions are of significant inter-
est in rising sea levels due to other factors, such as vertical
land motion in the case of the Gulf of Mexico. These coastal
regions also include major population centers and warrant
further investigation.

The in situ density drift throughout the water column high-
lights the depths at which changes drive the overall drift in
steric height (Fig. 7). Most density decreases occur in the
abyssal ocean in CM4 below 3000 m, consistent with declines
in dense shelf water and Antarctic Bottom Water demon-
strated in Tesdal et al. (2023). A few notable regions in CM4
with enhanced drift include the deep Southern Hemisphere
tropics below 4000 m and in the Arctic basin. A pronounced
tongue in CM4 in the southern Pacific Ocean between 500-
and 1000-m depth is present at the boundary between the
subtropical and subpolar waters. Several key water masses in-
teract in this region. At higher latitudes, warm Circumpolar
Deep Water (CDW) is cooled and freshened as it migrates
equatorward to form Subpolar Mode Water (SPMW) and
more dense Antarctic Intermediate Water (AAIW). Between

FIG. 5. Time series of steric sea level drift in preindustrial control simulations. (a) Global steric sea level drift is de-
composed into the (b) thermosteric and (c) halosteric components (mm). CM4 is shown in blue, ESM4 is shown in
orange. (d) Total ocean volume mean potential temperature drift is shown for comparison.
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408 and 308S, these waters are further influenced by the broad
basin-scale subtropical gyre circulation. The reasons for this
signal in CM4 are complex, and we leave the exact details for
future studies; however, there are two key processes that may
be responsible. First, this result may be indicative of the
higher-resolution model’s inability to faithfully represent
SPMW and AAIW formation. Both of these water masses de-
liver relatively cool, freshwater below to the subsurface. With-
out this ventilating water, the existing water column grows
warmer and saltier. This lack of ventilation leads to relative
warming of the water column, which manifests as an increase
in the thermosteric sea level. Similarly, the lack of freshwater
input increases the salinity over time, increasing the seawater
density in this region and leading to halosteric contraction.
Second, the higher-resolution model has more resolved trans-
port from mesoscale eddies, leading to an intensification of
the subtropical gyre circulation in the South Pacific. A more
intensified gyre circulation is consistent with a downward trans-
fer of heat from the warm ocean surface to deeper layers.

Zonally averaged buoyancy contributions to potential vor-
ticity (PV*) can be used to identify these water mass struc-
tures in the South Pacific (McCarthy and Talley 1999) and
highlight a distinct difference in the representation of SPMW
and AAIW between CM4 and ESM4 (Fig. 8):

PV* 5
fN2

g
, (3)

where f is the local Coriolis parameter, N2 is the vertical strat-
ification represented by the square of the Brunt–Väisälä fre-
quency, and g is the gravitational constant. Note that
potential vorticity also includes contributions from relative
vorticity, but they are omitted from this analysis. For AAIW
to form, upwelled (CDW) is modified by sea ice melt, precipi-
tation, and heat fluxes north of the main ACC region and sub-
ducts underneath the relatively lower PV SPMW closer to the
surface. In ESM4, AAIW is represented by a tongue of rela-
tively higher PV water greater than 60 cm21 s21 penetrating
to approximately 1000-m depth in the South Pacific Ocean. In

FIG. 6. Patterns of steric sea level drift in preindustrial control simulations. (a),(b) Steric sea level drift is decomposed
into the (c),(d) thermosteric and (e),(f) halosteric components (mm yr21). (left) CM4. (right) ESM4.
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contrast, this PV signature of AAIW is absent and overly
thick layers of SPMW are evident in the CM4 model. En-
hanced eddy restratification is necessary to weaken near-
surface mode water and allow intermediate water to subduct

underneath it. This lack of eddy-induced restratification coin-
cides with latitudes poleward of which CM4 experiences limita-
tions in its ability to resolve mesoscale eddy activity explicitly
(Hallberg 2013).

FIG. 7. Basin-averaged depth vs latitude sections of in situ density drift over the preindustrial control simulations
for (left) CM4 and (right) ESM4 (kg m23 century21.). Patterns are shown for the (a),(b) Atlantic 1 Arctic basins,
(c),(d) Pacific1 Indian basins, and (e),(f) global domain.
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To highlight the dependence of the drift on potentially un-
derrepresented eddy processes, the steric sea level drift at
each grid point in both models was binned according to the
first surface baroclinic mode Rossby radius of deformation
(Fig. 9):

Rd 5 c/f , (4)

c 5
1
p

�0

2H
Ndz, (5)

where c is the wave speed of the first baroclinic mode based
on the vertical integral of the buoyancy frequency, N

(Chelton et al. 1998). Maps of the deformation radius for
first surface baroclinic mode highlight a meridional gradient
of large values in the tropics (Fig. 10). The Rd decreases
with latitude, where smaller-scale processes have a larger in-
fluence on ocean dynamics. High resolution is required in
ocean models to resolve the combined influence of the Coriolis
effect and vertical stratification on ocean dynamic processes in
these regions.

Examining drift in the context of the Rossby deformation
radius facilitates a comparison of the sea level drift rates to
the models’ ability to represent stirring and mixing due to
explicitly resolved eddy activity in CM4 and to the parame-
terized transport in ESM4. Remarkably, both models con-
sistently exhibit drift rates of about 0.03 mm yr21 for length
scales greater than their nominal grid spacing (Dx), which
are denoted by vertical lines in Fig. 9. A value of twice the
nominal grid spacing (2Dx) represents a theoretical limit of
the models’ ability to resolve smaller length-scale features
(Hallberg 2013). Both models show an increase in the mag-
nitude of drift at shorter length scales, indicating amplified
sea level drift in regimes where models rely on parameter-
ized mixing schemes (ESM4) or cannot explicitly resolve
eddy activity (CM4). The importance of accurately repre-
senting the effects of mesoscale eddies is relevant to a mod-
el’s ability to simulate sea level rise, particularly when that
eddy activity plays an essential role in establishing ventilat-
ing water masses critical for delivering cooler, fresher water
to the ocean interior. Further investigation is needed to
completely understand the interplay between mesoscale
eddy effects and high-latitude ventilating water masses.

c. Historical sea level

1) GLOBAL MEAN STERIC CHANGE

The process level differences between CM4 and ESM4
identified in the previous section lead to the question of how
well the models agree on their response to anthropogenic

FIG. 9. Steric sea level drifts binned by the first baroclinic
Rossby radius of deformation (mm yr21). CM4 is shown in blue,
and ESM4 is shown in orange. The dashed vertical lines denote
each model’s nominal horizontal grid spacing (Dx, CM4 5 0.25 ’
28; ESM4 5 0.5 ’ 55 km), while the dotted lines denote 2Dx
values.

FIG. 8. Buoyancy contribution to potential vorticity (PV*) aver-
aged over South Pacific sector (1008W81808) for years 1–500 of the
preindustrial control simulation of (a) CM4, (b) ESM4, and
(c) gridded ARGO climatology (Roemmich and Gilson 2009).
AAIW is represented as the tongue of locally higher subsurface po-
tential vorticity (greater than 60 cm22 s21) between 608 and 308S,
while SPMW is the bolus of slightly lower PV (30–60 cm22 s21)
located just below the ocean surface layer. Note the nonmonotonic
color scale used to highlight the potential vorticity structure of
AAIW vs SPMW. The PV* is calculated using Eq. (3) using the
raw (i.e., not dedrifted) model output.

K RA S T I N G E T AL . 657315 DECEMBER 2024

Brought to you by PRINCETON UNIVERSITY LIBRARY | Unauthenticated | Downloaded 08/07/25 02:43 PM UTC



forcing over the historical period (1850–2014). In this section,
both models are dedrifted using the linear trends in global
mean steric, thermosteric, and halosteric sea levels calculated
from the 500-yr preindustrial control simulations. The global
mean historical sea level time series are shown for the CM4
and ESM4 model ensemble means and ranges (Fig. 11). The
base period of 1995–2014 is used for the anomalies to align
with Jevrejeva et al. (2020), which did not include either
GFDL coupled models.

The global mean thermosteric sea level is driven by ocean
heat content changes since the preindustrial era. The raw
ocean heat content change (i.e., not accounting for drift) is
nearly twice as large for the CM4 ensemble mean compared
to ESM4 (Fig. 12, dashed lines). The difference between the
models’ raw heat content reflects the imprint of the stronger
drift in CM4 diagnosed from the preindustrial control runs
(section 3b) compared with ESM4. Once adjusted for drift,
there is better agreement between CM4 and ESM4. Com-
pared to CM4, ESM4 has more climate warming (and by ex-
tension ocean heat uptake) in the early twentieth century
which could be related to its more sophisticated land model rep-
resentation of land-use and land-cover changes. Differences be-
tween CM4 and ESM4 also emerge in the post-Pinatubo period
that are possibly related to differences in the treatment of aero-
sols and atmospheric chemistry (Dunne et al. 2020a).

Like the CORE-II simulations (section 3a), warming-
induced thermosteric sea level rise dominates the total steric
response over the historical period (Fig. 11). Both models
also agree with representing the late twentieth-century global
thermosteric sea level increase consistent with the rest of the
CMIP6 ensemble mean shown in Jevrejeva et al. (2020). The
record includes a marked increase in global mean sea level
rise beginning in the early 1990s that has been previously
linked to a reduction in atmospheric aerosol burdens (Slangen
et al. 2016) that were partially offset by the cooling effects of
the Mt. Pinatubo volcanic eruption in 1991 (Fasullo et al.
2016; Church et al. 2005). The most considerable difference
between the global mean response of both models occurs

during the first half of the twentieth century, where ESM4
produces more thermosteric sea level rise than CM4, and the
ensemble spread also increases. These sea level differences
are consistent with the models’ different responses in global

FIG. 10. Rossby deformation radius for first baroclinic mode for (a) CM4 and (b) ESM4. Note the nonmonotonic
color scale used to emphasize midlatitude and high-latitude values. White contours denote where the Rossby defor-
mation radius is equal to the horizontal grid spacing for CM4 (25) and ESM4 (50 km).

FIG. 11. (a) Global steric and (b) thermosteric sea level anoma-
lies relative to 1995–2014 baseline for CM4 (blue) and ESM4
(orange) (mm). Shading represents the ensemble range, and solid
line represents the ensemble mean (n5 3 for both models). As de-
tailed in appendix 2 in Gregory et al. (2019), global steric sea level
is dominated by global thermosteric sea level, with the global hal-
osteric sea level tiny by comparison. As a result, the two panels are
nearly identical.
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mean surface air temperature (Dunne et al. 2020a) and
likely reflect differences in the treatment of other coupled
processes, such as aerosol forcing or land use and vegetation
properties.

Much of the historical warming response over this period
occurs in the upper ocean. The drift-adjusted 0–700-m heat
content anomalies (1955–2006 base period, Fig. 13) are very
similar between both models and are comparable to observa-
tionally based estimates (Levitus et al. 2012). For most of the
historical period, the ensemble ranges overlap between CM4
and ESM4 except when they diverge in the early 2000s. The
observed ocean heat anomalies in the early 2000s are consis-
tent with the ensemble spread of ESM4 but are below the en-
semble spread of CM4. Also, the models tend to overestimate
the ocean heat content increase in the early 2000s.

The overestimation of heat content increase occurs in
both models between the surface and 100 m in the early 2000s
(Fig. 14). Both models are overly stratified with respect to
temperature and do not represent the relatively stronger
trends evident in the observations below 100 m. It is possible
that some of the processes leading to subsurface cooling (e.g.,
parameterized restratification by submesoscale eddies) in the
OMIP simulations (Fig. 4) may also be present in the histori-
cal simulations. Overall, the drift-adjusted historical simula-
tions show better agreement with observations from 1961 to
2014 than their OMIP counterparts.

2) REGIONAL PATTERNS OF OCEAN HEAT

CONTENT CHANGE

The previous section 3c(1) demonstrates the need for de-
drifting when interpreting the global and regional historical
sea level and ocean heat content changes from the GFDL
CM4 and ESM4 models. After accounting for drift, the global
mean ocean heat content change (Fig. 13) and thermosteric
sea level agree very closely between both models. However,
section 3b establishes that the ventilation pathways are differ-
ent between both models, especially in the southern and

South Pacific Oceans (Fig. 8). This section explores how the
basin-scale patterns of drift-corrected historical heat content
change differ between the two models while still resulting in
similar global mean responses.

To answer this question, we consider the vertically inte-
grated heat budget in the models, which is given by

dQ
dt

5 F 2 r0Cp

�h

2H
=z ? (uu)dz 1 residual: (6)

The vertically integrated total heat content tendency (dQ/dt)
equals the net surface (plus a much smaller geothermal) heat
flux (F) plus the vertically integrated horizontal convergence
of temperature advection at each grid point. These terms are
diagnosed online in MOM6 as “opottemptend_2d,” “hfds,”
and “T_advection_xy_2d,” respectively. The ESM4 model in-
cludes a parameterization for the effects of neutral diffusion,
and this term (“opottemppmdiff”) is added into Eq. (6) for this
model. This analysis has a residual term accounting for subgrids-
cale processes, but this term is minimal on the basin-integrated
scale and is not shown. In summary, this budget breaks apart the
total heat tendency into the local component (i.e., surface heat-
ing) and the remote effects (i.e., import and export through circu-
lation). Consistent with the rest of this study, these terms are
drift-corrected by subtracting the linear trend of the time integral
of each term based on the 500-yr control simulation.

It is important to note that this approach does not distin-
guish between the added anthropogenic heat versus internally
redistributed heat considered by Todd et al. (2020), Gregory et al.
(2016), and Zika et al. (2021), with the former term referring to
the time integral of a surface heat flux anomaly relative to some
unperturbed reference state}such as a preindustrial control
simulation}when considering models. Instead, the analysis con-
siders the changes at each model grid point, which can either re-
sult from heat directly added from an anthropogenic source or
through passive advection. Thus, changes in the local heat con-
tent result from heat exchange with the atmosphere, moving ex-
isting heat into or out of the grid box, or a combination of both.

FIG. 12. Global ocean heat content change relative to 1850 for
CM4 (blue) and ESM4 (orange) (ZJ). Solid lines represent the de-
drifted values based on removing linear trends from the corre-
sponding preindustrial control simulations, while the dotted lines
represent the raw model output.

FIG. 13. Upper ocean (0–700 m) heat content anomaly relative
to a 1951–2000 baseline for CM4 (blue), ESM4 (orange), and ob-
servations (black, Levitus et al.) (ZJ). Shading represents the en-
semble range, and the solid line represents the ensemble mean
(n 5 3 for both models). Historical simulations from both models
were dedrifted based on linear trends from their corresponding
preindustrial control simulations.
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Figure 15 contains the ensemble-mean (n 5 3) time-
integrated terms of the vertically integrated heat budget
integrated globally and by basin. Dedrifting relative to the
preindustrial control was performed at the basin-integral
scale. The error bars denote the ensemble range for each
term. The global integrals confirm heat conservation in the
models and indicate that the global net change in ocean
heat content results from surface heating (i.e., the conver-
gence term contribution vanishes). Comparing this term
with the results of Fig. 13 indicates that nearly half of the
anthropogenic heat uptake occurs in the upper 700 m of the
ocean in both models, approximately 200 ZJ versus 400 ZJ
based on Figs. 12 and 13 and consistent with previous stud-
ies (e.g., von Schuckmann et al. 2020).

The Southern Ocean exhibits the most significant increase
in heat content over the entire historical period (1850–2014)
through surface heating among the major ocean basins
(CM4 5 350–420, ESM4 5 250–350 ZJ). The enhanced surface
heating in CM4 is consistent with its colder initial state from be-
ing spun up for a shorter time than ESM4. Despite CM4’s more
extensive surface heating, both models retain approximately
100 ZJ in the net gain in the Southern Ocean. The horizontal
divergence works to export the excess surface heating out of
the basin in both models. The similarity of the models in the
net heat content change likely reflects the heat accumulation

in the upper ocean and their similar time scales of heat ex-
change with the deep ocean. When examining the patterns of
net heat accumulation across the Southern Ocean, more heat
is accumulating near the continental shelves near the Antarctic
coastline in CM4 compared to ESM4 (Fig. 16c), particularly
close to the Ross and Weddell Seas. The enhanced heat accu-
mulation on the continental shelves in CM4 may be related
to a more vigorous and better-resolved Antarctic Slope Cur-
rent that isolates the shelf regions from the open oceans
(Beadling et al. 2022) and reduced production and export of
dense shelf water and Antarctic bottom water (Tesdal et al.
2023).

The Southern Ocean is the region of the most substantial
intermodel differences in the heat budget. Although both
models accumulate roughly 100 ZJ of heat in the basin, CM4
exhibits considerably more compensation between surface
heating (400 ZJ) and convergence (2300 ZJ) compared to
ESM4 (300 ZJ heating balanced by 2200 ZJ convergence). It
was noted in section 3b that the Southern Ocean is likewise a
region of considerable differences between the two models in
the preindustrial control drift, specifically in the representa-
tion of watermass formation, with CM4 exhibiting overly ex-
tensive SPMW formation and diminished AAIW. Differences
in the models’ representation of SPMW and AAIW are evi-
dent in the northward heat transport (Fig. 17) in the Pacific

FIG. 14. Ensemble mean (n 5 3) upper ocean (0–700 m) heat content anomaly relative to (a)–(c) 1993 and (d)–(f) 1961 for World
Ocean Atlas (Levitus et al. 2012), CM4, and ESM4 historical simulations from both models were dedrifted at each grid point based on lin-
ear trends from their corresponding preindustrial control simulations (8C).
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sector at the end of the historical simulations. In the subpo-
lar region, poleward of 408S, the vertical gradient of heat
transport is weaker in CM4 than in ESM4. This result is con-
sistent with the broader and deeper influence of SPMW in
the CM4, as demonstrated in the previous section with the
potential vorticity analysis (Fig. 8). ESM4 has more near-
surface northward heat transport away from the main ACC
region, which is critical for forming SPMW and AAIW.
North of 408S, CM4 has stronger northward heat transport
at the surface and a sharper vertical gradient with depth.
The enhanced heat transport is consistent with a stronger
subtropical gyre circulation in the higher-resolution CM4
model than in ESM4, which exports more heat out of the
Southern Ocean, as demonstrated by the basin-scale heat
budget decomposition.

The differences in the processes by which heat is exported
from the Southern Ocean identified between CM4 and ESM4

demonstrate the complexities between ventilating water
masses and gyre circulations. First, model resolution and its
influence on lateral mixing play an important role in stirring
the near-surface SPMW and preventing overly thick mode
water layers at the expense of deeper ventilating intermediate
waters. This is a case where the improved performance in
ESM4 might be related to its parameterization of these pro-
cesses. Model vertical resolution may also be important to
consider in this region. Second, similar or even stronger
northward meridional heat transport can be maintained by
an enhanced subtropical gyre circulation that potentially
offsets mode and intermediate water biases in coupled
models.

The net heat changes in the Atlantic and Pacific basins are
comparable to the Southern Ocean. However, the primary
source for Atlantic and Pacific heat changes is the horizontal
convergence of heat that comes about through transport from

FIG. 15. Basin-integrated, time-integrated terms of the dedrifted vertically integrated heat budget. Terms are inte-
grated over the period 1850–2014 (ZJ) for (a) CM4 and (b) ESM4. Black bars denote the range across the three-mem-
ber ensemble performed with each model.
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the rest of the global ocean, primarily from the Southern
Ocean (Figs. 15 and 16). In both models, there is a net heat
loss through the surface from the ocean to the atmosphere in
the Pacific basin (CM4 5 8–15, ESM4 8–10 ZJ). The western
boundary currents, western tropical Pacific, and portions
of the Maritime Continent are regions of greatest heat loss
(Figs. 16d,e). Conversely, heat gains occur in regions of typi-
cally colder sea surface temperatures such as the eastern trop-
ical Pacific, upwelling zones off the coast of South America,
and locations north of the Kuroshio. The amplitudes of the
heat gain are stronger in the eastern tropical Pacific in CM4

since the model is colder from being spun up for less time and
has a more substantial cold tongue bias (Held et al. 2019).

In both models, the Atlantic exhibits ocean heat loss to the
atmosphere near the Gulf Stream (Figs. 16d,e). Due to its
finer resolution and improved bathymetry, CM4 has better
Gulf Stream separation from the coastline of North America
near Cape Hatteras compared to ESM4 (Adcroft et al. 2019).
In ESM4, the surface heat loss signal extends farther north
along the continental shelf regions adjacent to New England
and Nova Scotia. CM4 also has a strong ocean heat loss signal
in the Labrador Sea region associated with the diabatic cooling

FIG. 16. Spatial patterns of the time-integrated terms of the vertically integrated heat budget. Terms are integrated over the period
1850–2014 (J m22). (a)–(c) The vertically integrated heat tendency at each grid cell is balanced by the (d)–(f) net heat flux across the
ocean surface and (h),(i) net horizontal heat convergence. Results are shown for (left) CM4, (middle) ESM4, and (right) model
difference.
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of surface ocean waters and the formation of North Atlantic
Deep Water. These processes are better represented in CM4
compared to ESM4 (Adcroft et al. 2019). Across the rest of
the Atlantic basin, broad areas of heat gain in the tropics and
subtropics dominate the basin-wide net accumulation of heat
(Figs. 16a,b).

The remaining ocean basins have minimal net heat changes
over the historical period. In the case of the Arctic Ocean,
surface heat loss is balanced by the convergence of heat, al-
though the magnitude of each of these terms is slightly larger
in ESM4 versus CM4. Compared with the magnitude of the
terms in the other basins, the balance of terms is similar in the
Indian Ocean for both models. CM4 exhibits slightly reduced
horizontal divergence, leading to more net heat accumulation
in the Indian basin. The remaining seas worldwide contribute
relatively little to the total ocean heat uptake.

4. Summary and conclusions

This study examines steric sea level in two climate models
that differ primarily in their ocean horizontal grid spacing.
The GFDL CM4 and ESM4 coupled climate models are
based on the OM4 ocean model and have nominal grid spac-
ings of 0.258 and 0.58, respectively. Using both reanalysis-
forced and fully coupled simulations, this study focuses on
assessing the impacts of model drift and ventilation pathways
on sea level. Both models in their reanalysis-forced ocean–sea
ice configurations (Adcroft et al. 2019) agree well with previ-
ous generation CMIP5 ocean models in their patterns of late-
twentieth-century steric sea level trends but underestimate

the observed thermosteric sea level rise, particularly below
200 m.

Both models have minimal temperature drift in their rean-
alysis-forced configuration. However, this drift is not trivial
when comparing ocean heat content and sea level change
with the observational record. We show that the temperature
drift results from a complex interaction of warming from sur-
face boundary forcing and a cooling trend that becomes
apparent over successive OMIP cycles. While the OMIP pro-
tocol generally provides a framework that is suitable for com-
paring output from ocean models with each other and to
observations, there are specific challenges when using this ex-
perimental design to assess ocean heat content changes, and
thus steric sea level, over the late twentieth century.

In both CM4 and ESM4, the ocean potential temperature
drift in coupled configurations is larger compared to the rean-
alysis-forced configurations. The magnitude of the drift is also
larger in CM4 compared to ESM4 and may be related to the
CM4 model having a shorter spin-up time and more acceler-
ated drift than the ESM4 counterpart. Over 500 years of pre-
industrial control forcing, differences in the steric sea level
drift patterns emerge between the models. We examine the
drift as a function of the local Rossby radius of deformation,
which is used as a proxy for the length scales at which one
would expect the model to fully resolve the effects of explicit
ocean dynamics. In both models, the magnitude of the steric
sea level drift is greatest at small Rossby length scales, which
are typically found at higher latitudes. In the ESM4 model,
this could indicate an imperfect parameterization of the ef-
fects of mesoscale eddies. In the CM4 model, which can

FIG. 17. Northward heat transport (PW) for the Pacific sector (1808–1008W) in (a) GFDL CM4 and (b) GFDL-
ESM4. The heat transport in each figure is integrated from the ocean bottom vertically to each model level and then
summed horizontally across the region. Results are shown for the ensemble mean (n 5 3) for each model averaged
from 2000 to 2014. Model results were not dedrifted to preserve their native structure.
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explicitly resolve at least some of the mesoscale eddy effects
at these resolutions, this result suggests insufficient horizontal
resolution in these regions. In the CM4 model, a lack of eddy
restratification at high latitudes is linked to a pronounced bias
in the model’s ability to represent the subsurface ventilating
SPMW and AAIWwater masses in the South Pacific. Without
the presence of these colder water masses, there is a tendency
for the middepths of the ocean to warm in the basin. Exacer-
bated by a potentially invigorated subtropical gyre circulation,
this warming in CM4 leads to a positive steric sea level drift in
this region.

It is typical}and necessary}to remove the effects of tem-
perature drift when analyzing historical and future projections
of sea level using coupled models. Once corrected for this
drift, ESM4 and CM4 produce remarkably consistent global
integrated heat content changes over the historical period
that align well with the late-twentieth-century observational
estimates. When considering this global agreement in the con-
text of demonstrated biases in some high-latitude ventilating
water masses, such as SPMW and AAIW in CM4, important
pattern differences of ocean heat content change are evident
between the two models. A vertically integrated, basin-scale
heat budget analysis reveals that the CM4 and ESM4 models
accumulate approximately the same amount of heat over the
historical period. Still, there is approximately a 30% increase
relative to ESM4 in the surface flux of heat into the Southern
Ocean in the CM4 model. A comparable increase in the hori-
zontal heat export from the Southern Ocean to the remainder
of the ocean basins balances this enhanced uptake.

The offsetting mechanisms of heat transport mean that
both CM4 and ESM4 have a similar amount of heat uptake in
the Southern Ocean (Fig. 15), despite their markedly distinct
stratification established by the unique patterns of drift during
the model’s preindustrial spin-up (Fig. 8). This result slightly
contrasts the findings of Newsom et al. (2023). They note that
across the CMIP5 and CMIP6 ensembles, intermodel differ-
ences in preindustrial stratification, particularly in the thermo-
cline and mode waters of the Southern Ocean, are an overall
good predictor of ocean heat uptake efficiency. The relative
insensitivity of ocean heat uptake in CM4 and ESM4}once
corrected for drift}to the Southern Ocean stratification high-
lights an important subtlety in the framework presented by
Newsom et al. (2023)}the relationship between stratification
and heat uptake efficiency becomes less clear when examining
the details of individual, drift-corrected models

Overall, the results of the present study highlight the im-
portance of using coupled preindustrial control runs to under-
stand the nature of biases present in the pathways of oceanic
heat, particularly in the case of high-latitude ventilating water
masses that play an essential role in setting the thermal struc-
ture of the interior ocean. Since the temperature drift also de-
pends on the length of the model spin-up, it argues for the
need for a sufficient length of spin-up that is on the order of
several centuries for the ocean to achieve some form of quasi-
equilibrium to the climate forcing at the surface. This simulation
length becomes an increasingly challenging task as the resolu-
tion and complexity of models increase. The computational

demands of running such long simulations motivate reduc-
ing the time required for model spin-up.

The 0.258 grid is problematic for ocean modeling since it
aims to bridge the gap between fully mesoscale eddy-resolving
models and those requiring mesoscale eddy parameterizations
(Hewitt et al. 2020; Griffies et al. 2015). For most of the global
ocean, the 0.258 grid spacing reasonably captures the effects of
eddy restratification and other benefits, including improved
boundary currents and topographic representation, which con-
tinue to be advantageous at this resolution. At high latitudes,
however, ocean models at this intermediate resolution could
benefit from some form of eddy parameterization to account
for the unresolved processes. Improvements in scale-aware
mesoscale eddy parameterizations should continue to be a pri-
ority for the community even as higher horizontal resolutions
are pursued (Hewitt et al. 2020).

While this manuscript focuses on the steric sea level drift
and bias at the higher latitudes, additional areas in the mid
and lower latitudes should be explored in more detail. These
areas also include the Mediterranean Sea and the Sea of
Japan/East Sea, which are complex regions for global models
to simulate. There are also local steric effects simulated by
the models that arise from the changes in density that have
not been explored in much detail in this manuscript aside
from the basin-scale heat budget presented here. Additional
work is needed to understand how these biases that emerge
through the long-term integration of model drift impact local
and regional circulation patterns and manifest in dynamic
sea level changes. Additionally, the length of integration for
model spinup influences the mean baseline state of the ocean
from which historical and future scenario simulations are per-
formed. Nonlinearities in the seawater equation of state have
been shown to substantially impact future sea level projec-
tions (Hallberg et al. 2013) and should be revisited in newer
classes of ocean models.

The demand for products and services to inform coastal
planning, mitigation, and adaptation efforts is increasing, and
future projections of coastal sea level rise are germane to
these efforts. In addition to statistical and dynamical down-
scaling techniques already employed to translate global model
output to specific locations, output from eddying global ocean
models will increasingly be used directly for decision-making
purposes. While ocean models generally capture the global
mean ocean heat content changes and steric sea level changes,
biases remain at the regional and local levels. Leveraging the
information of drift throughout a long control simulation pro-
vides a valuable source of information for interpreting the his-
torical and future sea level responses from climate models.
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