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ABSTRACT
Transformer-based retrieval and reranking models for text doc-
ument search are often re!ned through knowledge distillation
together with contrastive learning. A tight distribution match-
ing between the teacher and student models can be hard as over-
calibration may degrade training e"ectiveness when a teacher does
not perform well. This paper contrastively reweights KL divergence
terms to prioritize the alignment between a student and a teacher
model for proper separation of positive and negative documents.
This paper analyzes and evaluates the proposed loss function on
the MS MARCO and BEIR datasets to demonstrate its e"ectiveness
in improving the relevance of tested student models.
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1 INTRODUCTION
Learned sparse representations [5, 6, 8, 16, 19] , dual-encoder dense
models with single vector representation (e.g. [7, 17, 23, 30, 33])
and multi-vector representations (e.g. [12, 14, 15, 22, 24]) are pop-
ular neural information retrieval methods. These methods have
been developed as simpli!cations of expensive cross-encoder neu-
ral ranking architectures (e.g., BERT [5]) for faster online inference.
To boost the relevance of these simpli!ed neural models, knowledge
distillation [9] has been shown to be critical to transfer knowledge
from a powerful teacher model during training through behav-
ior imitation. KL divergence is a commonly used training loss for
knowledge distillation in document ranking [17, 23, 24, 28, 29].
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This paper explores opportunities to further improve the KL-
divergence loss function based knowledge distillation in document
ranking. One limitation of KL-divergence loss in ranking is its
demand for a tight distribution match in each document, lacking
prioritization. This can lead to over-calibration issues, particularly
when the teacher model performs incorrectly. Prior research has
incorporated the weighted sum of a contrastive loss with KL di-
vergence as a regularization to mitigate over!tting, including a
recent study [31] named BKL to regularize KL divergence with
an entropy and L1-norm based loss. This BKL regularization still
behaves incorrectly in several cases and our work will improve the
KL divergence loss while avoiding the misbehavior of BKL.

The contribution of this paper is to propose an easy-to-implement
modi!cation of KL-divergence loss called contrastively-weighted
KL divergence (CKL). Instead of following the aforementioned regu-
larization approach, this new formula guides knowledge distillation
in ranking by di"erentiating the role of positive and negative docu-
ments in each query through weighting. Speci!cally it prioritizes
important alignments between a student model and a teacher model
and allows dynamic weight adjustment for KL-divergence terms
based on relative performance of teacher and student’s models in
scoring a positive or negative document. This paper gives a design
justi!cation on weight prioritization choices and provides an eval-
uation with MS MARCO and BEIR datasets in improving student
ranking models for two-stage search and dense retrieval.

2 BACKGROUND
Problem de!nition. Given query 𝐿 , document search on a col-
lection of 𝑀 text documents (i.e., D = {𝑁𝐿 }𝑀𝐿=1 ) !nds top 𝑂 results,
whose ranking primarily determined by query-document similar-
ities. Let D+ be the subset of all positive documents for query 𝐿 ,
and D↑ be a subset containing all negative documents for this
query. The top one probability distribution over these documents
is de!ned as: 𝑃 (𝑁𝐿 |𝐿,D+,D↑,!) = exp(𝑁(𝑂,𝑃𝐿 ,!))∑𝑀

𝑁=1 exp(𝑁(𝑂,𝑃 𝑁 ,!))
, where ! is

the vector of neural parameters involved. 𝑄(𝐿,𝑁𝐿 ,!) is a scoring
function that captures the semantic similarity of a document with
query. Knowledge distillation is a training methodology that guides
the re!nement of a neural student model using a teacher model.
Let 𝑅𝐿 or 𝑆𝐿 denote 𝑃 (𝑁𝐿 |𝐿,D+,D↑,!) where 𝑅𝐿 and 𝑆𝐿 refer to the
teacher’s and student’s prediction, respectively.

To train a ranking model, the standard loss function includes
the negative log likelihood or its variation: ↑∑

𝑃 𝑁 ↓D+ log𝑆 𝑄 . KL-
divergence de!ned below measures a distance between teacher’s
and student’s distributions, and has become a dominating choice
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for knowledge distillation for ranking model re!nement as seen in
the recent studies [23, 24, 26, 28, 34]. LKL = ∑

di ↓D+↔D↑ pi ln
pi
qi .

KL divergence does not di"erentiate the role of positive and
negative documents in a training query and forces a student model
to closely match the teacher scoring in all documents. In practice,
it is not easy for a student to imitate the behavior of a teach model
perfectly in all cases. When a teacher does not perform as good as
a student, KL divergence still accumulates the discrepancy between
the student and the teacher as a loss without detecting and depriori-
tizing such a case. Thus the key weakness of knowledge distillation
is that it lacks a prioritization and can lead to over calibration.
While the BKL loss [31] improves this, its regularization formula
over-corrects the behavior of KL divergence and incorrectly lets
the student model deviate from or follow teacher’s ranking score in
a wrong learning direction for several important cases as discussed
in Section 3.2 (Figure 2).

3 METHOD PROPOSED
3.1 Contrastively-weighted KL-divergence
To address the above limitation of KL divergence loss, our design
introduces a weight for each divergence term 𝑅𝐿 log

𝑅𝐿
𝑆𝐿

to explic-
itly prioritize the separation of positive and negative documents
through weight adjustment. We down-weight positive documents
ranked high on the top positions, and negative documents ranked
low at the bottom positions by a student model. Speci!cally for a
positive document 𝑁 𝑄 , the goal is to have student score 𝑆 𝑄 as large
as possible towards 1, and thus we use (1 ↑ 𝑆 𝑄 )𝑇 as the weight.
Here 𝑇 is a !xed exponent hyperparameter controlling the scale
of weight and we set 𝑇 ↗ 1. For a negative document 𝑁𝐿 , the goal
is to have student score 𝑆𝐿 as small as possible towards 0, and we
use (𝑆𝐿 )𝑇↑𝑈𝐿 as the weight. The bias term 𝑈𝐿 in the exponent adds
another control to !ne-tune the weight for a negative document.
We require 𝑇 ↑ 𝑈𝐿 ↗ 1.

The proposed contrastively-weighted KL-divergence (CKL) is:

LCKL =
∑

𝑃 𝑁 ↓D+
(1 ↑ 𝑆 𝑄 )𝑇𝑅 𝑄 ln

𝑅 𝑄
𝑆 𝑄

+
∑

𝑃𝐿 ↓D↑
(𝑆𝐿 )𝑇↑𝑈𝐿𝑅𝐿 ln

𝑅𝐿
𝑆𝐿

.

For negative document 𝑁𝐿 , exponent weight bias

𝑈𝐿 = 𝑉
#$
%

1
𝑊 (𝑋)

↑ 1
|D+ |

∑
𝑃 𝑁 ↓D+

1
𝑊 ( 𝑌 )

&'
(
.

Here 𝑊 (𝑋), 𝑊 ( 𝑌 ) are the rank of negative document 𝑁𝐿 and positive
document 𝑁 𝑄 respectively. Bias 𝑈𝐿 represents the importance of
correcting the ranking position of negative document 𝑁𝐿 , compared
against the harmonic average position of positive documents. The
above use of a rank position is motivated by the previous work
which considers the relevance gain by swapping two documents in
a ranked order, e.g. LambdaMART [1] and CL-DRD [32].

Figure 1 depicts the weight of KL-divergence terms where 𝑍 axis
lists documents in a descending order of their top one probability.
Let 𝑎 = |D+ | and𝑏 = |D↑ |. Without loss of generality, let D+ =
{𝑁1, · · · ,𝑁𝑉 }, and D↑ = {𝑁𝑉+1, · · · ,𝑁𝑉+𝑊}, and let 𝑆 𝑄 ↗ 𝑆 𝑄+1 for all
positive examples 1 ↘ 𝑌 < 𝑎 ↑ 1 and 𝑆𝐿 ↗ 𝑆𝐿+1 for all negative
examples 𝑎 + 1 ↘ 𝑋 < 𝑎 +𝑏.

q1 qsqs+1 qs+2 qs+m

D+

D-

…
…

Weight

1 0…

Figure 1: The weights of CKL terms, sorted in a descending
order of student’s predictions

• For all positive documents 𝑁 𝑄 where 1 ↘ 𝑌 < 𝑎 , because (1 ↑
𝑆 𝑄 )𝑇 ↘ (1 ↑ 𝑆 𝑄+1)𝑇 , a low-scoring positive document is weighted
more than a high-scoring positive document, which represents
our design priority for the boundary separation of positive and
negative documents.

• Among negative documents, assuming 𝑆𝐿 > 𝑆𝐿+1, document 𝑁𝐿
is ranked before 𝑁𝐿+1. 1

𝑋 (𝐿) > 1
𝑋 (𝐿+1) . Thus 𝑈𝐿 > 𝑈𝐿+1. We have

(𝑆𝐿 )𝑇↑𝑈𝐿 ↗ (𝑆𝐿 )𝑇↑𝑈𝐿+1 ↗ (𝑆𝐿+1)𝑇↑𝑈𝐿+1 . High-scoring negative docu-
ments are weighted more.

• For any positive and negative document pair 𝑁 𝑄 and 𝑁𝐿 where
1 ↘ 𝑌 ↘ 𝑎 and 𝑎 + 1 ↘ 𝑋 ↘ 𝑎 +𝑏, we discuss their relative weight.
– When 𝑈𝐿 ↘ 0, this negative document 𝑁𝐿 is ranked lower than
the harmonic average position of positive documents. The de-
gree of importance to learn from the teacher in scoring align-
ment for this document decreases. Thus (1 ↑ 𝑆 𝑄 )𝑇 ↗ (𝑆𝐿 )𝑇↑𝑈𝐿 .
Notice 1 ↑ 𝑆 𝑄 ↗ 𝑆𝐿 and 𝑇 ↘ 𝑇 ↑ 𝑈𝐿 .

– When 𝑈𝐿 > 0, negative document 𝑁𝐿 is ranked too high com-
pared to the harmonic average position of positive documents.
Correcting the rank of this negative document becomes impor-
tant. CKL upweights the corresponding negative document,
and narrows its priority gap to a positive document. The light
blue area in each weight bar of a negative document in Figure
1 depicts such an e"ect with up or down arrows.

3.2 Additional Justi!cations
We can prove the following properties of CKL.

LCKL ↗
∑

𝑃 𝑁 ↓D+ ⋃D↑
𝑅 𝑄 ln

𝑅 𝑄
𝑆 𝑄

+
∑

𝑃𝐿 ↓D↑
𝑅𝐿 (1 ↑ 𝑆𝑇↑𝑈𝐿𝐿 ) ln𝑆𝐿

+
𝑇

log 𝑐
∑

𝑃 𝑁 ↓D+
𝑆 𝑄 log𝑆 𝑄

(1)

The !rst component of the right hand side (RHS) is KL divergence.
The third component of RHS is negative entropy of positive doc-
uments. The sum of the !rst and second components in RHS ap-
proaches a constant lower bound, reached when 𝑅𝐿 = 𝑆𝐿 for all
positive documents and 𝑆𝐿 = 0 for all negative documents. The
third component of RHS is bounded by ↑ 2𝑇

𝑌 , approached when all
𝑆 𝑄 values are equal for all positive documents 𝑁 𝑄 . Thus CKL has a
constant lower bound below where 𝑅𝐿 values from the teacher’s
model are a constant.

L𝑍𝑎𝑏 ↗
∑

𝑃𝐿 ↓D↑
𝑅𝐿 (↑1 + ln 𝑅𝐿 ) ↑

2𝑇
𝑐
.
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• Loss minimization relationship with KL and entropy. This
result shows that minimizing CKL inherently provides a tradeo"
between minimizing KL divergence, maximizing entropy of pos-
itive documents (does not favor particular positive documents
over others) while favoring low scores of all negative documents.

• Bounded training target. The above result shows CKL loss has
a constant lower bound. If unbounded, trainingwould be unstable
and hard to converge. This property indicates CKL preserves the
bounded nature as KL-Divergence which has a lower bound 0
when 𝑅𝐿 = 𝑆𝐿 for all documents 𝑁𝐿 .
Relative gradient contributions. Let 𝑑 be the loss function 𝑑

where 𝑑 can be 𝑑𝑎𝑏 , 𝑑𝑍𝑎𝑏 or 𝑑𝑐𝑎𝑏 . 𝑑(𝑋) is the loss corresponds to
document 𝑋 . Let 𝑒 be a parameter used in the neural network that
maps the input features to score 𝑄(𝐿,𝑁𝐿 ,!) for each document 𝑁𝐿
under loss 𝑑. Then

𝑑𝑏

𝑑𝑒
=

∑
𝑂𝐿 ↓D+ ⋃D↑

𝑑𝑏(𝐿)
𝑑𝑆𝐿

𝑑𝑆𝐿
𝑑𝑁(𝑂,𝑃𝐿 ,!)

𝑑𝑁(𝑂,𝑃𝐿 ,!)
𝑑𝑒

,

where 𝑆𝐿 is the student score of document 𝑋 . We examine the
gradient contribution 𝑑𝑏(𝐿)

𝑑𝑆𝐿
from document 𝑁𝐿 in computing 𝑑𝑏

𝑑𝑒
during the SGD-based training. To understand the relative gradient
ratio between 𝑑𝑏𝑃𝑄𝑅

𝑑𝑒 and 𝑑𝑏𝑄𝑅
𝑑𝑒 , we compare the document-level

pairwise ratio of the gradient contribution between CKL and KL
losses. 𝑓𝑍𝑎𝑏 = 𝑑LCKL(i)

𝑑𝑆𝐿
/ 𝑑LKL(i)𝑑𝑆𝐿

.

Teacher is better 
than student

Teacher is worse, 
shouldn’t be 

followed

Teacher is better 
than student

Teacher is worse, 
shouldn’t be 
followed

Figure 2: Relative gradient contribution ratio 𝑓 of CKL in
blue triangle and BKL in red bullets

Figure 2 plots the value of gradient contribution ratio 𝑓𝑍𝑎𝑏
for CKL (𝑓𝑍𝑎𝑏) in a blue triangle, when 𝑅𝐿 and 𝑆𝐿 vary from 0
to 1. The x-axis is the ratio of teacher student prediction 𝑅𝐿

𝑆𝐿
. This

!gure also depicts relative gradient contribution ratio𝑓𝑐𝑎𝑏 of BKL’s
formula [31] in a red bullet: 𝑓𝑐𝑎𝑏 = 𝑑LBKL(i)

𝑑𝑆𝐿
/ 𝑑LKL(i)𝑑𝑆𝐿

. We !x 𝑇 =
5 and 𝑈𝐿 = 0 in this example for CKL and 𝑔 = 0.1 for BKL for
visualization purpose.

Figure 2 illustrates that for positive documents, when the teacher
performs better than the student with 𝑅𝐿

𝑆𝐿
> 1, 𝑓𝑍𝑎𝑏 > 0 or exceeds

1 and CKL allows the student to follow the teacher’s parameter
update direction. When the teacher underperforms with 𝑅𝐿

𝑆𝐿
< 1,

𝑓𝑍𝑎𝑏 become close to 0 or even negative, and the student does not
learn much from the teacher or its learning deviates from teacher’s
learning direction. In comparison, BKL still forces the student to
follow the teacher’s direction with 𝑓𝑐𝑎𝑏 > 0 or even > 1 in most
of cases when the teacher is worse.

Similarly for negative documents, when the teacher is better
with 𝑅𝐿

𝑆𝐿
< 1, 𝑓𝑍𝑎𝑏 > 0 and the student follows the teacher. But

𝑓𝑐𝑎𝑏 is close to zero and can be negative, meaning the student
model does not follow and even incorrectly deviates from teacher.
When the teacher is worse with 𝑅𝐿

𝑆𝐿
> 1, 𝑓𝑍𝑎𝑏 is close to 0 and

the student does not learn much from the teacher. But in this case,
𝑓𝑐𝑎𝑏 > 0, varying up to 1 and meaning that the student model still
follows the teacher, even conservatively.

In summary, CKL’s design corrects the misbehavior of BKL by
directly weighting KL divergence terms.

Discussion on 𝑈𝐿 . Exponent bias 𝑈𝐿 for negative document 𝑁𝐿
in CKL is updated based on its rank position immediately after
each training iteration where 𝑆𝐿 is recomputed, which makes the
loss function non-di"erentiable. Thus during training, we opt to
periodically update 𝑈𝐿 using the latest student’s model performance,
and the priority adjustment of each negative document is stable for
a block of training iterations. This design allows 𝑈𝐿 to be treated as a
constant in the loss function. This is a reasonable tradeo" as model
re!nement that addresses ranking accuracy for a negative document
takes a number of iterations and continuous 𝑈𝐿 adjustment for such
a document may not yield su#cient bene!ts. Hyperparameter 𝑉
controls the maximum 𝑈𝐿 value. We set 0 ↘ 𝑉 ↘ 𝑇↑1which ensures
that 𝑇 ↑ 𝑈𝐿 ↗ 1. It is easy to verify that |𝑈𝐿 |↘ 𝑉(1 ↑ 1

|D+↔D↑ | ) < 𝑉 .

4 EVALUATION RESULTS
Evaluation setup. To evaluate in domain performance, we use the
MS MARCO dataset with 8.8 million passages [2, 4]. The test query
sets include Dev with 6980 queries, and TREC DL 2019/2020 tracks
with 43 and 54 queries. To assess the zero-shot performance of
a trained student model, we use BEIR which contains 13 publicly
available datasets [27], including DBPedia, FiQA, NQ, HotpotQA,
NFCorpus, T-COVID, Touche, ArguAna, C-Fever, Fever, Quora,
Scidocs, and SciFact. CKL is applied to re!ne the following two stu-
dent models: 1) A two-stage search pipeline that combines ColBERT
re-ranking with a multi-vector representation [24] and Sparse !rst-
stage SPLADE retriever with a learned neural representation [5]. 2)
Dense single-vector retriever SimLM [28]. Two teachers are used:
1) MiniLM-l-6-v2 [21] with 0.407 MRR@10 on MS MARCO Dev on
top of SPLADE retrieval 2) a cross encoder from SimLM project [28]
with 0.438 MRR@10.

Training steps and con!gurations. We start training from
the o#cially released pretrained checkpoints. For SPLADE and
ColBERT, we follow some of the warm-up settings in SPLADE++ [5]
and ColBERTv2 [24]. The cross encoder teacher adopted is MiniLM-
l-6-v2 [21], which has been used by ColBERTv2 as its teacher. The
warm-up step uses margin-MSE [10] as the loss for knowledge
distillation for both SPLADE and ColBERT. The abovewarm-up step
allows the pipeline to deliver 0.399 MRR@10. For model re!nement,
we use the CKL loss for knowledge distillation or another loss
function to compare. We index the corpus using PISA [20]. For
SimLM, we compare KL Divergence, CKL or warm up with KL
followed by CKL re!nement. The teacher we use is the teacher
released by the SimLM paper. We use up to four NVIDIA V100
GPUs for model training. Learning rates 2e-5 and 1e-5 are used
in the warm-up step and the re!nement step, respectively. When
training the student retriever, to avoid the expensive re-indexing
time during this update, we re-evaluate the top 50 documents per
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training query as an approximation using the model checkpoint
saved after every 2000 batches. The above re!nement with CKL for
training takes less than 5 epochs to converge.

We use (𝑇,𝑉) = (5, 1) for the ColBERT, SPLADE pipeline and
(1,0) for SimLM. When comparing di"erent loss options during
training, we maintain the same setup in terms of negative samples,
the initial warm-up checkpoint, and the machine environment. For
the results presented in this section, we conduct paired t-tests at
the 95% con!dence level. We denote results that show statistically
signi!cant degradation fromCKLwith ‘†’. We do not perform t-tests
on DL’19 and DL’20 as these sets are relatively small.

Dev DL19 DL20 BEIR(Avg)
MRR@10 NDCG@10 NDCG@10 NDCG@10

SPLADE++ [5] 0.380 0.732 – 0.507
ColBERTv2 0.397 – – 0.499

SPLADE + top-1000 ColBERT re-ranking
KLDiv 0.406† 0.716 0.719 0.489

MarginMSE 0.406† 0.704 0.710 0.503
KLDiv_logL 0.405† 0.711 0.699 0.499

CL-DRD 0.406† 0.700 0.693 0.497
BKL 0.407 0.716 0.736 0.506
CKL 0.411 0.744 0.741 0.515

Table 1: Two-stage search with di"erent loss options

Two-stage student model SPLADE/ColBERT. Table 1 com-
pares the two-stage search trained under CKL and other distil-
lation loss options in terms of MRR@10 or NDCG@10. The col-
umn for BEIR lists the average NDCG@10 across 13 datasets. “KL-
Div_logL” is negative log likelihood loss on in-batch negatives
plus KL-divergence loss. Other losses include MarginMSE loss [10],
CL-DRD [32], and BKL [31]. CKL visibly outperforms other loss
options for MS MARCO passages, and also for BEIR zero-shot per-
formance. Overall speaking, CKL delivers a good relevance across
the tested datasets. This table also listed published SPLADE++ and
ColBERT performance as a reference. Notice that CKL’s perfor-
mance number for MS MARCO and BEIR exceeds or is competitive
to several state-of-the-art research studies on multi-vector repre-
sentations [14, 15, 22].

Model Dev DL19 DL20
MRR@10 NDCG@10 NDCG@10

SimLM w/o title anno. 0.344 0.650 0.641
Trained with KL 0.365 0.685 0.611

Trained with CKL 0.381 0.690 0.696
Trained with KL+CKL 0.391 0.708 0.706

Table 2: Re!ne dense retriever SimLM with CKL

Student dense retrieval model SimLM. CKL is applied to
train on a SOTA dense retrieval model SimLM [28] and Table 2
demonstrates the usefulness of CKL in SimLM. CKL delivers 0.391
in MRR@10 with a warmup using KL divergence. Without warmup,
CKL delivers 0.381. For dense retrievers, the released SimLM check-
point [3] gives 0.344MRR@10 using the standardMSMARCO. This
is below 0.411 reported in [3] which evaluates on the modi!ed MS
MARCO dataset with title annotation. Title annotation is consid-
ered unfair in [13] since the original dataset released doesn’t utilize
title information. The numbers reported from recent papers Rock-
etQAv2 [23], LexMAE [25], RetroMAE and RetroMAE-2 [18, 29]

were boosted by this title annotation. All experiments for CKL fol-
low the standard approach to use the original MS MARCO without
title annotation, and the CKL improvement in re!ning SimLM is
reasonable compared to KL.

Behavior characteristics of CKL. Figure 3 shows several be-
havior characteristics and di"erences when using CKL and KL dur-
ing model re!nement of two-stage search with ColBERT/SPLADE,
which re$ects our design consideration explained in Section 3. Fig-
ures 3(a) and (b) depict the di"erence between the lowest top one
probability of positive documents with the highest top one proba-
bility of negative documents in top 10 results predicted by a student
model during training and DL19/DL20 testing. This result re$ects
the design objective of CKL loss which tries to separate positive
documents from negative documents in terms of probability distri-
bution in each query. Figures 3(c) and (d) show Shannon’s entropy
among positive documents during training and during DL19 and
DL20 testing. This entropy value with CKL is higher than that of
KL, re$ecting the result of Expression (1): minimizing CKL implies
that the entropy among positive documents is maximized.

Figure 3: Behavior characteristics of CKL/KL during training

5 CONCLUDING REMARKS
The novelty of this work is an easy-to-implement and e"ective loss
modi!cation of KL-divergence for ranking model re!nement with
a justi!cation. The applicability of CKL is restricted to training
where two-level positive and negative labels are available per query.
That is common in practice because it is costly to build a large
training dataset for ranking with multi-level labels. The original
MS MARCO training dataset does not contain negative documents
labeled, and negatives are added algorithmically [11, 23, 30]. The
evaluation shows CKL can e"ectively boost the relevance of tested
student models, and achieve reasonably strong relevance numbers
compared to other recent ranking studies.
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