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Abstract—Human-centered techniques have become integral

towards the rapid adoption and interaction of dialog systems.

Despite this, most dialog system designs entail sparse human-

centered approaches in the development lifecycle. Furthermore,

no existing work has provided a holistic view on the recent ad-

vancements in dialog systems with human-centered techniques. In

this paper, we propose a holistic multi-layered system design for

human-centered dialog systems (HCDS) that considers human-

centered methods in every facet of the development lifecycle. We

first investigate the recent advancements on HCDS by proposing

a taxonomy that classifies relevant methods and concepts in

HCDS design. Next, we discuss open issues within our taxonomy

and propose design requirements for enabling human-centered

approaches to be distributed across end-to-end dialog system

architectures. We then use the design requirements to detail our

multi-layered system design in the aspects of data management,

model development, and end-user application on a publication

analytics platform for knowledge discovery. We exemplify our

design approach through an existing HCDS and conduct a

usability experiment that demonstrates the utility of the end-

user application. Lastly, we list future research directions on

emerging human-centered designs for increasing end-users’ trust

and enabling them to be more efficient in their decision-making

processes.

Index Terms—Dialog Systems, Human-Centered Design,

Human-Computer Interaction, Natural Language Processing

I. INTRODUCTION

Human-centered AI – which leverages human and machine
intelligence for synergistic interaction and alignment – has
been vital in the recent success of text-based dialog system
technologies (e.g., chatbots, LLMs) within various applica-
tions such as healthcare [1] and education [2]. Despite these
advancements, the majority of dialog system architectures
entail sparse human-centered approaches, which in turn can
compromise the safety of deployed chatbots when managing
users private information and the utility in managing end-user
goals in real-world applications. In addition, there is a lack
of existing work that holistically presents the recent advance-
ments on dialog systems with human-centered approaches.

This work is supported by the National Science Foundation under awards:
OAC-2006816 and OAC-2007100. Any opinions, findings, and conclusions
or recommendations expressed in this publication are those of the author(s)
and do not necessarily reflect the views of the National Science Foundation.

In this paper, we propose a holistic multi-layered system
design for human-centered dialog systems (HCDS). Herein,
we consider human involvement to be integral in the dialog
system design life cycle in the layers of data management,
model development, and end-user application. First, we survey
the recent advancements in HCDS design and propose a tax-
onomy that categorizes relevant methods/concepts under three
main categories: User-Centric Design, User Evaluation & Ex-
perience, and Governance. Next, we discuss open issues from
our proposed taxonomy and use these issues to create a set of
design requirements for enabling human-centered approaches
to be distributed across end-to-end dialog system architectures.
By considering the open issues and requirements, we then
detail our holistic multi-layered system design as a prototype
that utilizes relevant human-centered methods/concepts from
our proposed taxonomy. We detail how each component plays
a vital role in ensuring dialog safety and utility when applied
on a publication analytics application for knowledge discovery
over the COVID-19 pandemic viz., KnowCOVID-19 [3].

We exemplify our multi-system design through an existing
HCDS viz., Vidura Advisor [4] for question-answering tasks
and perform a KnowCOVID-19 usability experiment with
20 subjects on a set of clinical research tasks to test user
performance and user experience based on a set of quan-
titative metrics. Through our design approach, we perform
a comparative study that demonstrates how KnowCOVID-
19 assisted with Vidura improves the overall utility of the
application versus KnowCOVID-19 without Vidura. Lastly, we
discuss future research directions on emerging HCDS designs
for increasing end-users’ trust and enabling them to be more
efficient in their decision-making processes.

Our novel contributions are as follows:
• We propose a taxonomy that classifies relevant methods

and concepts in human-centered dialog systems to help
guide effective dialog system design approaches.

• We address open issues in our taxonomy and detail the
design requirements for building dialog systems with
distributed human-centered approaches.

• We detail our holistic multi-layered system design for
the Vidura chatbot on KnowCOVID-19 and perform a
usability experiment on the utility of KnowCOVID-19
via our design approach.979-8-3503-1579-0/24/$31.00 ©2024 IEEE



Fig. 1: Taxonomy of HCDS design: methods/concepts and
tools to incorporate User-Centric Design, User Evaluation &
Experience, and Governance.

Paper remainder is organized as follows: In Section II, we
propose a taxonomy in HCDS design and detail the state-
of-the-art methods/concepts within each taxonomy category.
Section III details open issues within each taxonomy cate-
gory along with each method/concept and proposes design
requirements. In Section IV, we detail our holistic multi-
layered system design approach for human-centered dialog
systems applied to KnowCOVID-19 for knowledge discovery
Finally, Section VI concludes the paper and lists future design
considerations.

II. RECENT ADVANCEMENTS IN HUMAN-CENTERED
DIALOG SYSTEM DESIGN

In this section, we survey the recent advancements in HCDS
design. In Fig. 1, we propose a taxonomy in the form of
a tree-diagram that encompasses User-Centric Design, User
Evaluation & Experience, and Governance and associated
methods/concepts. We show how this holistic perspective can
influence the necessary design requirements to involve humans
in every stage of dialog system design.

A. User-Centric Design

For user-centric chatbot design, it is essential to enable the
chatbot to adapt and provide personalized, transparent, and
user-driven interactions to enhance the overall user experience.
We explore methods in user-centric design including user
profiling, explainability and interpretability, and reinforcement
learning (RL).

1) User Profiling: User-centric Design is implemented as
the personalization of model responses by conditioning a
generative dialog model on two important factors: (i) the
respective user’s profile, and (ii) the conversation’s context
history [5]. Authors in [6] break down user profile information
into two categories of factual knowledge [7] and stylistic
modifiers [8] to better incorporate personalization. The second
factor in personalization is maintaining the context histories

of the user to understand user input in relation to prior
interactions [9].

2) Explainability & Interpretability: Building trustworthy
conversational agents is crucial for user-centric design, and one
of the key aspects of trustworthy AI is explainability and in-
terpretability. Incorporating explainability in chatbot responses
ensures transparency and guides to detect key drivers responsi-
ble for the decisions made by the AI system, and also to assess
potential levels of bias. Authors in [10] propose frameworks
for building human-centered algorithm-driven explainable AI
based on extensive reviews, study probes, and saliency tech-
niques. In recent times, Chain-of-Thought prompting in Large
Language Models (LLMs) [11] has become a breakthrough
in not just increasing interpretability, but also improving the
chatbot performance as a whole [12].

3) Reinforcement Learning: Reinforcement learning for
user-centric dialog system design involves training the system
to optimize responses based on feedback from domain ex-
perts or user interactions, improving overall performance and
adaptability [13]. Authors in [14] highlight the integration of
reinforcement learning in dialog systems, using human feed-
back as a reward mechanism to enhance model performance.
The work in [15] shows that it is possible to train an RL model
even from small amounts of fairly reliable human feedback in
tasks like German-to-English language translation. Using RL
for human feedback has shown success in aligning to human
preferences. For instance, authors in [16] improve LLMs by
incorporating reinforcement learning from human feedback in
the healthcare domain.

B. User Evaluation & Experience
In creating human-centered dialog systems that excel in

practical utility and align with user expectations, it is imper-
ative to integrate methods such as user satisfaction measure-
ment, which assess system performance against user expecta-
tions, user feedback collection for direct insights, and usability
testing to ensure real-world practicality.

1) User Satisfaction: User satisfaction in dialog systems,
a crucial metric of system usability and effectiveness, is
thoroughly examined in various studies. The work in [17]
emphasizes measuring and modeling user satisfaction to gauge
overall system performance. The approach detailed by [18]
involves human evaluators using these systems and rating their
experience, with data like task success rate and completion
time being pivotal for predictive modeling and system im-
provements. The PARADISE framework [19] offers a sys-
tematic methodology for evaluating dialog strategies through
user satisfaction metrics. Moreover, authors in [20] discuss
a dialog framework for task-oriented dialog systems that
focuses on efficient information structuring and system rea-
soning enhancements through module routers and Hierarchical
Argument Structures.

2) User Feedback: User feedback, essential for evaluating
system performance and user satisfaction, is gathered through
surveys, interviews, and direct comments. The work in [21]
emphasizes the importance of direct user feedback in refining



dialog systems’ learning processes. They focus on human-
centered evaluation, prioritizing user feedback on aspects like
naturalness and task completion in dialog systems. Authors
in [22] use the ChatEval toolkit for both automatic and hu-
man evaluations of conversational agents, enabling systematic
comparisons. The work in [23] introduces FEQA, a QA-based
metric for assessing faithfulness in summaries, comparing QA
model answers derived from summaries to the original source.

3) Usability Testing: Usability testing, involving real users
performing tasks under observation, is key for assessing sys-
tem utility. The works in [24], [25] conduct usability tests
using questionnaires to facilitate task completion, and using
metrics such as time, quality, and flexibility to correlate system
performance with usability. This method proved effective in
enhancing initial application usability. Authors in [3] evaluate
their chatbot framework through user performance and per-
ception, providing insights on the effectiveness and user ex-
perience of chatbot-enabled search systems versus traditional
search engines.

C. Governance
Recent human-centered methods have been incorporated

for the assurance of designing safe and responsible dialog
systems such as establishing ethical guidelines, transparency,
and privacy protection.

1) Ethical Guidelines: Recent studies consider establishing
or adopting ethical guidelines toward safe and robust dialog
system design. The works in [26], [27] discuss the control
of ethical design and must focus on eliminating data man-
agement biases and fairness and accountability in dialogue
conversations with users. Other works employ ethical design
principles in usability studies to study the effect that dialogue
conversation [28] and language style [25] have on user per-
ception. Ethical design considerations have also sparked the
initiative in building datasets and frameworks for designing
safe and responsible dialog systems that address ethical issues
such as social bias [29], and morality [30], [31].

2) Transparency: In the context of dialog system design
and governance, algorithmic techniques such as explainabil-
ity and interpretability have been key drivers toward dialog
system transparency. Authors in [32] propose the Algorithmic
Transparency Framework that enables users to receive context
from “black box” chatbot models that induce verifiable human
reasoning in decision-making applications. The work in [33]
proposes ChatrEx, to demonstrate how using explainable tech-
niques in chatbot interfaces can improve transparency and
trust. The work in [34] considers increasing transparency and
human-chatbot collaboration by enabling humans to have more
control in inspecting, chaining, and modifying LLM prompts
for improving the quality of various task outcomes.

3) Privacy Protection: Privacy in data management and
dialogue conversations is vital for ensuring governance in
dialog system design. These privacy concerns have led to the
investigation of potential risks such as data leakage in dialogue
conversations [35] and data storage [36]. The work in [37] re-
solves such concerns through a detection scheme that prevents

humans from being victims of social engineering. Authors
in [38] create a privacy-preserving dataset for conversational
breakdown detection and propose a scheme for the detection of
potential breakdowns. Other works such as in [39] propose a
dialog system architecture that preserves the privacy of users
via an argumentation framework and adopts data protection
regulations to limit the data processing of users’ information.

III. OPEN ISSUES & DESIGN REQUIREMENTS

In this section, we identify several open issues within our
taxonomy and associated methods and concepts. Using Table I,
we summarize the issues associated with each method and
concept linked to our taxonomy categories, the risks associated
with them, and a potential solution for each issue in the
requirements column. Following this, we elaborate on the
necessary design requirements in a dialog system that unify
the potential solutions from Table I for building an end-to-end
dialog system with distributed human-centered approaches for
all stages of the development lifecycle.

A. User-Centric Design
Building personalized dialog systems comes with challenges

in the data collection and in the model-building phases. The
datasets used might have used biased and/or faulty data
collection techniques along with misrepresentation of user
profile data which will negatively impact the dialog system
by producing harmful and biased responses [40]. In the model
development phase – which encompasses “human-in-the-loop”
internal feedback training of the model for improving its
performance, efficiency, and alignment (see Section IV-A)
– developers are tasked to strike the right balance between
response generalization and personalization. They might fail
to completely understand the end user’s preferences as they
are highly singular and volatile.

To solve the issue of data bias and misrepresentation, proper
data cleaning techniques must be used. To understand the level
of personalization preferred by end-users, feedback should be
incorporated internally within the model training by adding
human-in-the-loop feedback.

B. User Experience & Evaluation
In the development of dialog systems, privacy emerges

as a critical challenge, notably in crafting policies for the
development team on handling sensitive data. There is a
potential risk of misusing participant information, such as de-
mographics, which can lead to privacy breaches. Additionally,
user experience is at stake, as participants may inadvertently
become victims of social engineering [37] by sharing personal
information, compromising their privacy, and detracting from
the intended experience of the dialog system.

Developers must navigate the delicate balance of collecting
enough data to ensure a personalized experience while pro-
tecting user privacy, preventing the system from potentially
leveraging the full richness of user data for customization
and improvement. Dialogue systems must incorporate robust
privacy-preserving mechanisms that protect user data, even



TABLE I: Open Issues and potential risks of each method/concept that relate to User-Centric Design, User Evaluation &
Experience, and Governance for the development of human-centered dialog system applications.

METHOD ISSUE RISK REQUIREMENT

UCD

User Profiling Data imbalance of common user de-
mographics.

Model can learn to discriminate based
on demographics and preferences.

Proper data cleaning techniques must
be used.

Explainability &
Interpretability

“Black box” models make it difficult
for chatbots to be transparent.

Lack of transparency can result in the
chatbot misinterpreting user intent.

Model should be developed with ex-
plainability and traceability methods.

Reinforcement
Learning

Complex user feedback hinders model
from fully capturing their preferences.

Develops a generalized model that
overlooks user preferences.

Human-in-the-loop techniques should
be incorporated in model training.

UE/UX

User Satisfaction Personalized responses leaking per-
sonal user data during conversations.

Poor user experience and privacy risks
deter dialog system use among users.

Data collection methods must balance
personalization and user privacy.

User Feedback Recruitment bias may not represent
the full target user population.

Non-diverse feedback can cause chat-
bot to favor one group over others.

A system must incorporate large-scale
and diverse user feedback.

Usability Testing Diverse user expressions create input
ambiguity; dialog systems must adapt
for a smooth experience.

Over-scripted usability tests may not
mirror real-world user interactions,
masking spontaneous usage patterns.

Develop realistic scenarios for usabil-
ity testing, including feedback mech-
anisms for ongoing user insights.

Governance

Ethical
Guidelines

The lack of clear AI governance
ethics hinders policy adoption.

Unethical chatbots can produce harm-
ful and offensive responses to users.

Must form multi-disciplinary collabo-
ration on the ethics for HCDS design.

Data
Transparency

Companies do not always comply and
follow mandates truthfully.

Can cause poor personalization, data
misuse, and reduced trust in HCDS.

External audits must be performed to
provide an unbiased perspective.

Privacy
Protection

Leaking sensitive information on
users in the training dataset.

Violation of data protection laws and
data breaches.

Ensure HCDS compliance with data
protection laws and secure user data.

if users choose not to opt in for data sharing. This entails
creating a system that delivers a personalized experience
without relying on sensitive information, ensuring that the
system remains functional and user-friendly while adhering
to the highest standards of data protection and user trust.

C. Governance
While studies have exemplified governance techniques that

ensure safe and ethical practices of dialog system design, there
is a lack of uniform guidelines and standard practices that can
be adopted by practitioners and organizations. The adoption
of such standards towards governance in organizations is
scarce [41], and the adoption/establishment of safe and ethical
design practices among entities are siloed and lack uniformity.
Furthermore, bias in governance can arise when algorithmic
and data audits are performed internally, which can lead to a
loss of transparency and truthfulness in dialog system design
if organizations are not enacting ethical standards.

To avoid these open issues, entities and researchers from
different scientific fields must collaborate in establishing prin-
ciples that can be adopted by practitioners to ensure the ethical
design and development of dialog systems for real-world use
case scenarios. In addition, external audits must be performed
to provide an unbiased perspective on the development and
design practices done by organizations. As a result, ethical
guidelines can be put in place to help eliminate biases in data
management (e.g., collection, processing) and model training.

IV. DESIGN PROTOTYPE AND ITS APPLICABILITY TO
REAL-WORLD APPLICATIONS

This section employs the identified open issues and design
requirements to develop our holistic multi-layered system de-
sign. This architecture incorporates the methods and concepts
of HCDS from our proposed taxonomy, as depicted in Fig. 2.
We then demonstrate the practicality and effectiveness of
this design applied on a HCDS integrated for a real-world
application.

Fig. 2: Holistic multi-layered human-centered dialog system
architecture for human-centered dialog system architectures.

A. Multi-layered Design for Human-Centered Dialog Systems
Data Management Layer: The initial phase lays the

groundwork for the entire system. Here, data is meticulously
collected, adhering to strict ethical guidelines. An auditor’s
role is pivotal, ensuring compliance with these guidelines and
the safeguarding of data privacy. Simultaneously, developers
are tasked with enforcing stringent privacy protection measures
within the dataset to avoid data mismanagement and leakage.
This phase also encompasses meticulous cleaning of the data
to prepare it for the next stages, thus setting a high-quality
baseline for the model development.

Model Development Layer: Building on clean and ethi-
cally sourced data, the second phase involves the development
and rigorous testing of the model. A distinctive feature of
this stage is the integration of a human-in-the-loop technique,



where internal users, annotators, or domain experts actively en-
gage with the model to conduct interactions, testing responses,
and furnishing invaluable feedback. This iterative feedback
loop proves indispensable in optimizing the model’s perfor-
mance, efficiency and alignment with humans. Moreover, this
phase also places an emphasis on model transparency, ensuring
that the AI model’s decision-making processes are accessible
and comprehensible to stakeholders, thereby fostering trust and
reliability in the system for deployment.

Application Layer: In the final phase of deployment, the
focus shifts to user experience and evaluation. It involves the
end-users who interact with the system, providing feedback
based on their experience and satisfaction. This user feedback
is crucial for identifying areas of improvement and for further
refinement of the model. The deployment stage is not only a
culmination but also a continuous process where user experi-
ence and feedback become integral for iterative development,
ensuring model efficiency, user-friendly, and aligned with the
evolving needs and expectations of its users.

Fig. 3: Integration of the holistic muli-layered system design
on the KnowCOVID-19 application for knowedge discovery.

B. Prototype Implementation in a Real-World Application
We detail our proposed holistic multi-layered design frame-

work applied on a HCDS viz., Vidura Advisor [4], a question-
answering chatbot that guides domain-specific users for knowl-
edge discovery. In Fig. 3, we demonstrate the integration of
the Vidura chatbot on an application viz., KnowCOVID-19 [3]
that provides contextual guidance for medical users (e.g.,
researchers, clinicians, practitioners) on finding high quality
literature evidence from clinical queries through a hierarchical
framework called the Level of Evidence Pyramid [42]. In the
following, we exemplify the main components of our systems
design approach via Vidura integrated on KnowCOVID-19.

Data Management and Transparency: Prior to the devel-
opment and integration of Vidura Advisor on KnowCOVID-
19, we gathered a set of requirements from a group medical
researchers for improving medical literature search. These
include the following capabilities a HCDS must have: work-
flow automation, discerning user intentions for knowledge

discovery, handling complex research intents, and displaying
human-like responses. In the Data Management Layer, we
ensured that their information throughout this study was kept
confidential and used solely for the development of Vidura.

In the scope of medical literature, ensuring proper data
management techniques is crucial for increasing the perfor-
mance and transparency of your HCDS. In this context, we
collect, and clean roughly 10,000 papers from the COVID-
19 Open Research Dataset (CORD-19) [43]. CORD-19 is
a publicly available dataset with over 1,000,000 scholarly
articles surrounding the COVID-19 pandemic from notable
medical journals as well as pre-print servers. In addition, we
also gathered a set of drug and gene terms relevant to the
common COVID-19 questions on treatment, diagnosis, and
prevention. Our system design framework ensures that data
usage complies with legal and ethical standards, particularly
given the sensitive nature of medical information.

User Profiling and Model Development: The chatbot
model is developed with a focus on ensuring that it under-
stands and responds to the specific needs of different users,
such as clinicians, medical researchers, or even novice users
from different fields. Motivated by the works of [4], our
multi-layer system design profiles users by gathering their
background information (e.g. position title, research focus, and
areas of interest) from the KnowCOVID-19 website and enable
the Vidura chatbot to tailor its responses based on a given
user’s proficiency and interests.

Furthermore, our model development layer trains Vidura
using natural language understanding techniques with a focus
of discerning between different types of medical queries from
users, namely general information on the KnowCOVID-19
application, Levels of Evidence, the COVID-19 virus, or
scientific queries that returns medical literature archives. In
addition, we train the chatbot to comprehend and respond to
small-talk conversations to improve its likeness when convers-
ing with users. A human-in-the-loop annotator is incorporated
in the model development to provide internal feedback on
dialog conversations on knowledge discovery tasks and small
talk. This helps the model to learn human decision-making
processes and understanding, thereby increasing its usability
and effectiveness in real-world scenarios.

Usability Testing and Protocols: In the Application Layer,
our holistic multi-layered system design focuses on user
experience and evaluation, specifically incorporating feedback
from end-users to continually refine the model. Hence, we
leverage quantitative measurements based on user performance
and user perception to test its utility on KnowCOVID-19.
We adopt the Single Usability Metric (SUM) [44] score on
user performance. SUM aims to convert the raw performance
metrics of user input and standardize them in a single per-
centage score that measures their performance on each task
as well as the overall application. Specifically, our metrics for
each task based on previous work [3] include: user success
rate, completion time, difficulty score, and the number of
user actions performed on the application. In terms of user
perception (e.g., user experience and satisfaction), we adopt



the USE Questionnaire [45] that measures their perception
after the usability study. We utilize a 5-point Likert scale along
the following metrics: usefulness, ease of use, ease of learning,
and satisfaction. This stage also emphasizes usability protocols
privacy protection for both users and the Vidura chatbot,
ensuring secure and confidential information handling.

V. HUMAN-CENTERED DESIGN PERFORMANCE
EVALUATION

We present a usability experiment that tests our proposed
holistic multi-layered system design for human-centered di-
alogs. Specifically, we integrate the Vidura chatbot on the
KnowCOVID-19 application and perform a usability study
with 20 participants over clinical research tasks to capture their
performance and experience. In the following, we detail our
experimental setup and provide insights on the effectiveness
of our design approach through the results and discussion.

A. Experimental Setup

We set up our experiment by recruiting 20 human subjects
to participate in the KnowCOVID-19 usability study. The
participants were recruited from various fields such as the
medical domain, computer science, as well as media and
communications. To demonstrate the comparison between the
KnowCOVID-19 with and without our dialog-based system
design, we assign 10 participants to use the application without
the assistance of Vidura and the remaining 10 participants on
KnowCOVID-19 with the assistance of the chatbot.

We used Zoom to conduct and record all experiments,
as well as to record all experimental data for a post-hoc
analysis. We ensured the protection of user privacy by asking
participants for their consent to record over Zoom and keeping
any of their personal information confidential. Prior to the
experiment, we briefly introduced each participant to the
KnowCOVID-19 application and clinical methodologies such
as the Levels of Evidence that are helpful for performing
evidence-based literature search. Each participant was given
three literature research tasks based on COVID-19 clinical
questions. Each task varies by difficulty, namely easy, medium,
and hard, and participants were given a time limit of 3 minutes,
5 minutes, and 7 minutes, respectively. The three tasks are the
following:

• Easy Level Task: Find one article that is labeled as a
case-control study.

• Medium Level Task: Find the most recent information
regarding COVID-19 vaccine booster where lower level
of evidence was accepted.

• Hard Level Task: Find high level of evidence about
medicinal treatment of COVID-19 excluding vaccines.

We use the aforementioned usability metrics, SUM and
USE, to calculate user performance and user perception,
respectively, and compare our proposed multi-layered system
design for the Vidura chatbot on KnowCOVID-19 versus the
standalone KnowCOVID-19 application.

Fig. 4: The average SUM scores on user performance across all
participants for each task on the KnowCOVID-19 application.

Fig. 5: The average USE scores across all participants for each
metric in the questionnaire based on a 5-point Likert scale.

B. Results

The results on user performance are shown in Fig. 4. The
KnowCOVID-19 application assisted with Vidura showed a
higher SUM score on the whole application (53.34%) than
KnowCOVID-19 only (44.42%). Participants who were as-
signed on KnowCOVID-19 integrated with our multi-system
design for Vidura outperformed the participants using the
standalone application on the medium level and hard level
tasks by → 28 percentage points and → 5 percentage points,
respectively. Participants using only KnowCOVID-19 showed
a higher SUM score on the easy level tasks (58.13%) compared
to KnowCOVID-19 assisted with Vidura (51.96%). Based on
the recordings of the precipitants, we conclude that using the
Vidura chatbot on the easy level task may have slowed down
participants’ time completion, thus bringing their overall SUM
score by → 6 percentage points. On the other hand, as the
tasks had progressively gotten difficult, participants only using
KnowCOVID-19 performed significantly worse compared to
the subjects using the Vidura chatbot.

Fig. 5 shows the results on user perception using both
platforms. Across all USE metrics, participants using Vidura



on KnowCOVID-19 consistently showed higher average scores
compared to the subjects only using KnowCOVID-19. A
significant number of participants on the medium level and
hard level tasks did not finish in time, which brought down
the average score of the USE metrics, particularly ease of
use and satisfaction. While not all participants came from
a medical background, we observe that our human-centered
dialog, Vidura, enhanced their experience in performing ef-
fective literature tasks on the KnowCOVID-19 application.
Ultimately, we show how our multi-layered design for the
Vidura chatbot improves the overall utility of knowledge-
intensive applications such as KnowCOVID-19.

C. Discussion

Herein, we aim to provide a discussion that describes
how our KnowCOVID-19 usability study demonstrates the
effectiveness of holistic multi-system design. As previ-
ously mentioned, the Vidura chatbot aims to guide re-
searchers/practitioners in various knowledge intensive tasks.
A reason for why Vidura is effective on guiding users on
KnowCOVID-19 is largely due its ability to provide general-
ized knowledge while also tailor services to users given their
domain proficiency. This enables our approach, specifically in
the Model Development Layer, to balance between providing
necessary and common knowledge among users as well as
personalized responses. In terms of the Application Layer,
we have deployed our NLU component within the Model
Development Layer on the application to recognize friendly
and emotional user utterances and provide responses that use
human-like tone and empathize with the user.

Extensions of our work can involve studying crucial ex-
amples to improve the utility on various components within
our multi-layer system design through evaluation techniques.
Within the Data Management Layer, it is essential to test the
robustness of the chatbot by detecting data biases to prevent
biases in generated responses, as mentioned in previous works
such as [46]. From the perspective of the Model Development
Layer, establishing techniques or frameworks such as in [32],
[33] are crucial in enabling the dialog to be more transparent
in its predictive responses to mitigate users from blindly
following the model’s outcomes. In the Application Layer,
there presents a need to provide a human-centric evaluation
on generated responses that are also scalable in practice. For
example, authors in [47] show that using automated response
selection evaluation techniques on dialog generation better
correlates with human evaluation. Investigating these aspects
within our multi-system design can ultimately help foster a
robust and dependable HCDS in real-world applications.

VI. CONCLUSION

To conclude, we propose a holistic multi-layered system de-
sign that considers human-centered approaches in every facet
of the development lifecycle. We identified a taxonomy within
the HCDS design and surveyed common methods/concepts
among each category. We then identified open issues and

potential risks within taxonomy and detailed design require-
ments. Based on these requirements, we proposed our end-to-
end HCDS design in a real-world application for knowledge
discovery and performed a usability study that demonstrated
the utility of the application through improved user perfor-
mance and experience.

Future directions in the scope of the design of dialog
systems with a human-centered approach include safety evalu-
ation of datasets and model prompts [48], algorithmic auditing
tools to eliminate the misuse of unauthorized user data [49],
and standard guidelines for ethical and safe development
practices [41].
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