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Agricultural drought is a specific type of drought that impacts agricultural activities and crop yield by lower
precipitation and shortages in soil water content. Developing a drought prediction tool is crucial as it can aid
farmers and authorities in devising mitigation strategies like crop rotation and deficit irrigation. We developed a
long-term, large-scale drought prediction tool solely based on remote-sensing data where drought intensity was
measured by an enhanced combined drought index (ECDI) that utilized a weighted summation of four climatic
variables: precipitation, temperature, Normalized Differenced Vegetation Index, and soil moisture. The State of
Texas in the US is selected as our case study area. We trained a Long-Short Term Memory network with past 21
years of training data to predict the four climatic variables and calculated ECDI for the next 12 months. For
model evaluation, we compared results of predicted droughts from ECDI to actual drought events based on SPI-3
(Standardized Precipitation Index with a three-month time scale). Results showed that ECDI and SPI exhibit
similar spatial distribution of droughts but with different intensities. We also compared ECDI/SPI values to US
Drought Monitor (USDM) maps which show experts’ assessments of conditions related to dryness and drought.
ECDI results were similar to USDM in case of drought extent but yielded different intensities. Results of this study
showed that remote sensing data can be successfully used to predict future agricultural droughts for a longer
period (12 months) and for a large-scale area to assist farmers and policymakers with designing mitigation

measures.

1. Introduction

Agricultural drought refers to the impacts on agriculture by factors
such as rainfall shortages, soil water deficits, reduced groundwater or
reservoir levels needed for irrigation (National Weather Service, 2023).
Recently, there has been a rise in both the number and severity of
agricultural droughts in many parts of the world (Mishra & Singh,
2011). This increasing trend is because of higher temperatures due to
climate change, shift in precipitation patterns, and limited and more
competitive access to water resources (Damberg & AghaKouchak,
2014). Given that the changing climate condition is expected to
continually affect the intensity, duration, and frequency of droughts
(Parker et al., 2023), drought prediction becomes an even more complex
task than before under the non-stationary climate. In the following lines,
we explain the gaps in the literature that define the research question of
this manuscript.

The first objective of this study is to address the issue of short forecast
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horizon in current drought prediction tools. The core of every drought
prediction tool is the prediction module that forecasts climatic variables
for a period into the future called forecast horizon. A longer forecast
horizon is of crucial importance as it results in a longer lead time for
authorities and farmers for planning ahead. This can help them strate-
gize their plans for mitigation of drought impacts which can increase
agricultural resilience to adverse growing conditions (Bowles et al.,
2020). Current models use different approaches for the prediction
module including SARIMA (seasonal autoregressive integrated moving
average) (Kabbilawsh et al., 2022; Lu et al., 2018), and machine learning
methods like CNN (convolutional neural networks) or LSTM (Meydani
etal., 2022; Qiu et al., 2017; Sadeghi et al., 2019). However, the forecast
horizon in most of the current models is not long enough for efficient
implementation of crop management practices (Chang & Lin, 2019).
Some of the current models are “nowcasting” models that predict cli-
matic variables for the very near future (less than 24 h) which can only
be used for drought monitoring and not prediction (Agrawal et al., 2019;
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Shi et al., 2017). Other current models have a rather short forecast ho-
rizon (less than three months) with a focus on seasonal drought pre-
diction (Akbari Asanjan et al., 2018; Gamboa-Villafruela et al., 2021;
Luo et al., 2021; Meydani et al., 2021). These models cannot be applied
for long-term planning and, therefore, are less effective when used for
informing crop management mitigation practices such as crop rotation
and soil cultivation which usually require a longer lead time (preferably
twelve months or longer) (Chang & Lin, 2019). While some of the cur-
rent models use a longer forecast horizon (more than twelve months),
they emphasize on identifying trends in climatic variables without
directly pointing to water availability or droughts especially agricultural
droughts (T. Lee & Ouarda, 2010; Wang et al., 2022). To summarize, we
observe a knowledge gap in current models to predict agricultural
droughts in the distant future (at least twelve months) for early planning
against drought impacts.

Our second objective is to improve the applicability of drought
prediction tools for large-scale areas. Currently, most drought prediction
tools are applied to a small case study area with a relatively homogenous
climate (Kumar et al., 2021; Malik & Kumar, 2020; Nguyen et al., 2017).
While these models offer detailed insights into drought dynamics at a
local level (e.g., subbasin or county level), they are limited in meeting
specific needs of authorities operating at larger scales (e.g., state or
national level) (Mardian, 2022; Schwantes et al., 2018; Yazdandoost
et al., 2022). Policy development and resource management strategies
are achievable by large-scale models and the key to do so is by capturing
the spatial variability in larger areas (Chen et al., 2014a; Wilhite et al.,
2014). Spatial variability is shaped by multiple factors, including
climate variability, changes in land use and cover, infrastructure de-
velopments (e.g., reservoirs), water extraction, and broader human in-
terventions (Y. Li et al., 2024). These factors contribute to diverse
drought propagation patterns (Tian et al., 2023) that have different
impacts on various vegetation’s health (Y. Zhang, Liu, et al., 2023).
Therefore, an effective large-scale drought prediction tool must account
for spatial variability for broader planning against agricultural droughts.
Several studies have tried to capture spatial variability by using data
that is consistently available at large scale. To include climate vari-
ability, some studies use one or multiple climatic variables (e.g., pre-
cipitation, temperature, and evapotranspiration) from remote sensing
sources for drought monitoring (Safari et al., 2023; Vreugdenhil et al.,
2022). To account for land cover variability, other studies use satellite-
based vegetation indices such as NDVI (Normalized Differenced Vege-
tation Index which combines information from red and near-infrared
spectral channels on a satellite to highlight the greenness information)
and VCI (Vegetation Condition Index) as a way of including crop yield in
agricultural droughts (AghaKouchak et al., 2015; Jalili et al., 2014).
Another way to account for spatial variability is by hypertunning the
parameters of the drought model as done by Ali et al. (2017) and B.
Zhang et al. (2023) to achieve more robust prediction results. However,
the hypertunning in these studies is limited to prediction module with
little physical relevance to spatial and land cover variability in the study
area. To our knowledge, there is no previous study that accounts for both
climatic and land use variability in large scale areas for drought pre-
diction purposes in the distant future. Therefore, the second knowledge
gap we identify in previous studies is lack of capability to capture spatial
variability in extensive areas for agricultural droughts prediction and
meet the goals of comprehensive drought planning.

To address these two knowledge gaps, the primary goal of this study
is to develop a long-term (12 months), large-scale (~700,000 km?)
agricultural drought prediction tool based on remote sensing data. First,
we use a modified LSTM specifically designed for long-term prediction
(12 months) of climatic variables to address the problem with short
forecast horizons. Second, we use precipitation, temperature, and
evapotranspiration to include climate variability along with soil mois-
ture and NDVI to account for different land use and cover. We also try to
further capture the spatial variability by adding an extra parameter to
the prediction module which is the observed return period for each
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variable. We selected this parameter because it is physically relevant to
the spatial and land cover variability and can be used directly in the
prediction module to represent previously observed patterns. We
improve the model by finetuning the prediction module based on the
observed return period for each variable throughout the historical data
at different locations. A drought prediction tool specifically designed for
a large-scale area can provide the agriculture sector with drought
severity maps. This tool can also capture spatial variability and provide
various drought propagation patterns that can be analyzed with eco-
nomic, management, and resource constraints to provide directions for
policymaking.

The rest of this paper is organized as follows. Section 2 elucidates the
model development, prediction of climatic variables, and calculation of
drought indices. Section 3 provides information about the case study
area, Texas, US, and the importance of drought prediction there. The
model results are outlined in Section 4, and Section 5 compares the
performance of the proposed method with other prediction methods in
forecasting precipitation values from previous studies. Finally, the
conclusions are drawn in Section 6.

2. Methodology

The first step in our method is to preprocess data where climatic
variables are retrieved, smoothed, and normalized from remote-sensing
sources (Section 2.1). Next, preprocessed data are inputted to a pre-
diction module based on LSTM networks where climatic variables are
forecasted for 12 months into the future (Section 2.2). LSTM (Hochreiter
& Schmidhuber, 1997) networks are a type of recurrent neural networks
capable of learning dependence in sequence prediction problems. The
ability to handle vanishing gradients and capture complex temporal
patterns makes LSTM a powerful tool for predicting time series espe-
cially in hydrology-related applications (Haidar & Verma, 2018; Pathan
et al., 2021; Srivastava & Anto, 2022). After this step, predicted vari-
ables are combined to compute a drought index which can identify
agricultural droughts in the form of drought intensity maps (Section
2.3). Finally, the predicted maps are compared to observed droughts
based on reference maps to validate the credibility of our drought pre-
diction tool. In the following sections, each step is explained in detail.

2.1. Data preprocessing

Agricultural drought is a complex phenomenon that requires a
combination of hydrometeorological variables to be accurately identi-
fied. The most commonly used variables for this task are precipitation,
temperature, vegetation condition (usually in the form of NDVI), and
soil moisture (Del Pilar Jiménez-Donaire et al., 2020; S. S. Kulkarni
etal., 2020a; Sepulcre-Canto et al., 2012). In this study, we use the same
four variables to predict agricultural droughts but from remote sensing
sources as detailed in Table 1.

Remote sensing data has gained popularity recently due to its global
coverage, open access, and grid-based format (Boueshagh and Hasanlou,
2019). Table 1 contains the names of the variables, the satellite image
collection, availability period, and spatial and temporal resolutions for
each variable. An image collection is a fundamental data structure
containing a group of satellite images that share similar properties, such
as sensor type, acquisition time, and spatial coverage. An image
collection can be easily accessed with a URL and acquire the corre-
spondent dataset. Among the five variables, precipitation is the most
important component in identifying agricultural drought. Due to robust
representation of spatio-temporal patterns of precipitation (Pradhan
et al., 2022), the data used in this study is retrieved from Global Pre-
cipitation Measurement (GPM) dataset which is calculated using inte-
grated multi-satellite retrievals for GPM algorithm (EEDC-GPM, 2024).
This algorithm is intended to intercalibrate, merge, and interpolate all
satellite ~microwave precipitation estimates, together with
microwave-calibrated infrared satellite estimates, precipitation gauge
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Table 1
Input variables for prediction module from remote sensing sources.
Variable Image collection Period Spatial Temporal Image Image
resolution resolution height width
Precipitation https://developers.google.com/earth-engine/datasets/catalog/NA 2001-2022  11132m 3h 600 1440
SA_GPM_L3_IMERG_V06
Temperature https://developers.google.com/earth-engine/datasets/catalog/ 2001-2022 1000 m 8h 21,600 43,200
MODIS_061_MOD11A2
NDVI https://developers.google.com/earth-engine/datasets/catalog/ 2001-2022 1000 m 16 day 16,800 43,200
MODIS_061_MOD13A2
Soil moisture https://developers.google.com/earth-engine/datasets/catalog/NAS 2001-2022 27830 m 3h 600 1440
A_GLDAS_V021_NOAH_G025_T3H
Evapotranspiration  https://developers.google.com/earth-engine/datasets/catalog/NAS 2001-2022 27830 m 3h 600 1440

A_GLDAS_V021_NOAH_G025_T3H

analyses, and potentially other precipitation estimators at higher tem-
poral and spatial scales for the dataset over the entire globe (EEDC-GPM,
2024). Because of higher spatial resolution, temperature and NDVI are
both retrieved from Moderate Resolution Imaging Spectroradiometer
(MODIS) version 6.1 land data products for different temporal resolu-
tions (EEDC-MODIS, 2024). Soil moisture and evapotranspiration are
based on Global Land Data Assimilation System (GLDAS) Version 2.1
validated with a combination of model and observation data from 2000
to present (EEDC-GLDAS, 2024). As done in other machine
learning-based prediction models (Latif et al., 2023; Liyew & Melese,
2021), we also use evapotranspiration as an extra feature in the pre-
diction module of precipitation since it directly impacts agricultural
management and drought monitoring (Taheri et al., 2022; Khodadadi
et al., 2023). Note that evapotranspiration is not included in the calcu-
lation of the drought index.

Drought indicators are calculated at monthly scale because periods
shorter than a month could make indicators behave erratically (WMO,
2012). Therefore, in this study, all data are averaged to monthly values
(from 2001-01 to 2022-12 adding up to 264 months) upon down-
loading and resampled to a spatial resolution of 27,830 m (0.25 degrees)
for consistency. This way, data for each variable becomes available as a
grid of cells each with a size of 0.25x0.25 degrees. Additionally, each
time series is smoothed by removing outliers using z-score values. The z-
score value is a statistical index that shows how distant each point (X) is
relative to the mean of data (1) on a scale of standard deviation (o) (Eq.
(1)). Therefore, a negative (positive) Z-score indicates lower (higher)
than mean values.
_X-n

A (€8]

c
After calculating z-score values for all data in the time series, outliers are
identified by comparing the z-scores to a threshold which is determined
experimentally. We tried different values for the threshold and eventu-
ally selected threshold = 5cbecause it impacted less than 10 % of the
data which meant only the most extreme values were smoothed and the
remaining data were left untouched. If the z-score for a value exceeds
the threshold, it is considered an outlier. Outliers are then replaced by
interpolation using adjacent non-outlier values. Since our model is
focused on drought prediction, the smoothing of extreme rainfall values
does not mean the removal of extreme drought events. Quite the
opposite, this means that the model will be more focused on drought
events by paying more attention to the seasonal patterns instead of a
handful of extreme rainfall events. Next, we normalize each variable by
transforming the values to the range between 0 and 1 to remove the
dimension mismatch among variables. Data smoothing and normaliza-
tion are crucial steps for the prediction module as they can lead to faster
convergence and better generalization especially when dealing with
variables of different orders and smaller datasets (Alawsi et al., 2022).

2.2. Prediction module

Artificial Neural Networks (ANNs) are a class of machine learning
models that can overcome the limitations of the traditional learning
algorithms (e.g., logistic regression and support vector machines) with
rule-based programming (Lecun et al., 2015). ANNs can be classified
into two main categories: FFNNs (feed-forward neural network) and
RNNs (recurrent neural network). In FFNNs, there is no connection
between the neurons of the same layer; therefore, the information flows
in one direction from the input layer to the output layer while passing
through hidden layers. On the other hand, RNNs contain connections
between neurons within the same hidden layer which enables them to
embed historical input information in the learning process. As a result,
RNNs are capable of mapping all of the historical input data to the final
output and handling temporal dependencies (Hua et al., 2019).

2.2.1. Long Short-Term memory (LSTM)

The key component in the LSTM is the memory block, a recurrently
connected subnet that contains functional modules called the memory
cell and the gates. The memory cell is responsible for remembering the
temporal state of the neural network while the gates control the pattern
of information flow. Based on their functionality, these gates are clas-
sified as input gate, forget gate, and output gate. The input gate controls
the amount of new information flowing into the memory cell; forget gate
determines the amount of information that remains in the memory cell
at each step; and output gate decides the amount of information used to
calculate the output activation of the memory block. This recurrent
connection between the memory cell and the gates enables LSTM to
predict time series with long-term dependencies (Hua et al., 2019).

In this study, we used layers from TensorFlow (Abadi et al., 2015)
and Keras (Chollet & others, 2015) libraries to build our network.
TensorFlow is an open-source deep learning framework developed by
Google. It provides comprehensive support for building various types of
neural networks, including LSTM networks, through its high-level
interface called Keras. First, we explain the general training proced-
ure; then, we provide details on the implementation of hyperparameter
tunning that led to the selection of model architecture.

Our LSTM network uses m months of data as input to predict 12
months of the target variable as output for each cell individually. As
illustrated in Fig. 1, after normalizing, we use a sliding window to
reshape 264 months (from 2001-01 to 2022-12) of data into input/
output arrays by moving forward one month at each step. LSTM uses m
months of historic data from five variables as input (X = (m, 5)) to
predict the next 12 months of data for the target variable as output (y =
(12,1)) and measures the accuracy using NSE (Nash-Sutcliffe efficiency
(Nash & Sutcliffe, 1970)). NSE ranges from —oo to 1.0. A value of 1.0
shows perfect agreement between the predictions and the observations,
while values closer to O indicate poor agreement. Negative values
indicate that the mean value of the observations is a better predictor
than the model. Due to the heterogenous distribution of climatic vari-
ables across the study area, recurring patterns for different cells are not
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Fig. 1. Prediction module: LSTM runs for each single cell to predict precipitation, temperature, NDVI, and soil moisture from 2022 to 01 to 2022-12. Prediction is

finetuned for each cell using different values of m.

the same. To capture this variability, we finetune the LSTM by training
the model with different values of m (12, 24, 36, and 48) separately for
each cell. Then, we choose the m that yields the highest prediction ac-
curacy on train data (2001-01 to 2021-12) to predict the values for the
test data (2022-01 to 2022-12).

Here, we elaborate the process for predicting precipitation for m =
24, as an example which is also visualized in Fig. 1. First, LSTM uses 24
months of precipitation, temperature, NDVI, soil moisture, and evapo-
transpiration from 2001-01 to 2002-12 to predict the precipitation
values for 2003-01 to 2003-12 (Step 1); then, moves forward one month
for the next step and uses data from five variables from 2001-02 to
2003-01 to predict values from 2003-02 to 2004-01 (Step 2). The
training continues until the last step where LSTM uses 24 months of data
from 2019-01 to 2020-12 to predict values from 2021-01 to 2021-12
(Step n). Then, the average NSE for all predictions is calculated for the
corresponding m. After repeating this process for other values of m, best
value for m is determined based on the highest average NSE. Finally,
LSTM uses the best value of m to predict precipitation from 2022-01 to
2022-12 as test data. This process is repeated for all cells and repeated
for the other three target variables (T, NDVI and SM).

We use parameter m to account for spatial and temporal heteroge-
neity in climatic variables in the study area. Parameter m determines the
number of previous observations needed to predict the next future 12
values; therefore, m acts as a physical-temporal hyperparameter that can
finetune the LSTM even further for each variable. However, LSTM
contains additional parameters that need to be calibrated to achieve the
best results. The key parameters include the level of complexity (defined
by model architecture which contains formation of layers and number of
neurons in each layer), activation function, loss function, number of
epochs, and batch size. To determine the best parameters for our model,
we run the prediction module for two groups of 3x3 cells in East and
West Texas for three different levels of complexity (low, moderate, and
high,), three different number of epochs (50, 100, 150), and eight values
of batch size (1-8) for all four target variables (precipitation, NDVI, soil
moisture, and temperature). In total, we tried 72 combinations of pa-
rameters for each variable at each location. Then, evaluated the pre-
diction accuracy by calculating the average NSE for cells in the 3x3

window. Table 2 shows the set of parameters that led to the highest
average NSE for each variable at each location.

As shown in Table 2, moderate complexity leads to the highest NSE
values for most variables in both East and West Texas. As a result, we
selected moderate complexity and epochs=100 as LSTM parameters to
run the prediction module for all cells in the study area. This setting is
relatively more computationally efficient, generalizes well, and con-
verges faster. Further technical details of hyperparameter tunning for
each variable can be found in Tables A1-A5 and Fig. A1-A5 in the
Appendix.

2.2.2. Convolutional neural network (CNN)

As another machine learning method, we also use Convolutional
Neural Networks (CNNs) in our prediction module to compare with
LSTM. CNNs can capture spatial dependencies in two-dimensional data
which makes them well-suited for tasks like object detection and clas-
sification in images (Ahmadi et al., 2023, 2024; Seydi et al., 2024).
These networks consist of convolutional, pooling, and fully connected
layers that extract features, reduce spatial dimensions and output pre-
dictions (Yamashita et al., 2018). 1D-CNNs, a variation of CNNs, are
specifically tailored for sequential or time series data, where the input
has one-dimensional features. They apply convolutional filters over time

Table 2
Results of hyperparameter tunning for four variables for two groups of 3x3 cells
in East and West Texas for 3 different levels of complexity, 3 different number of
epochs and 8 values of batch size. NSE,, is the average NSE for cells in the 3x3
window.

Variable Location Complexity Epochs NSE gy,
Precipitation East moderate 150 0.0184
Precipitation West high 100 0.9050
Temperature East moderate 50 0.9399
Temperature West moderate 100 0.9595
NDVI East moderate 150 0.8904
NDVI West high 100 0.9731
Soil moisture East moderate 100 0.6956
Soil moisture West moderate 150 0.6333
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steps to capture local dependencies and temporal patterns effectively
(Wibawa et al., 2022). In our study, we utilize 1D-CNNs to predict future
values of climatic variables from 2022-01 to 2022-12 using data from
2001-01 to 2021-12 in the training stage. The network architecture
along with model parameters are illustrated in Fig. A6 and Table A6 in
the Appendix, respectively.

2.2.3. Seasonal autoregressive integrated moving average (SARIMA)

SARIMA is a traditional time series prediction model that integrates
seasonal (S), auto-regressive (AR), differencing (I), and moving average
(MA) components to model both short-term dependencies and long-term
seasonal patterns in time series data (Noor et al., 2022). The inclusion of
seasonal components enables SARIMA to handle recurring patterns, the
AR component captures the relationship between an observation and a
specified number of lagged observations, and the MA component models
the residual errors between observations and lagged values. Addition-
ally, the differencing helps to make the data stationary (Dimri et al.,
2020). SARIMA has been used widely for the prediction of climatic
variables. In general, SARIMA is effective for capturing and forecasting
time series data with clear seasonal and cyclical patterns. However, for
time series that exhibit highly non-linear or complex behavior, it may
underperform (Parasyris et al., 2022). In this study, we use SARIMA to
predict future values of climatic variables from 2022-01 to 2022-12
using data from 2001-01 to 2021-12 in the training stage.

2.3. Drought indicators

There are four types of droughts, each affecting different aspects of
the environment and society. Meteorological drought refers to a lack of
precipitation over a prolonged period and is commonly measured by
standardized precipitation index (SPI), which quantifies rainfall deficits
over various timescales, first proposed by McKee et al. (1993). A pro-
longed meteorological drought results in agricultural drought which
impacts soil moisture and crop productivity. One of the indicators used
to identify agricultural drought is the soil moisture index (SMI) which
directly measures the moisture available to plants (Hunt et al., 2009).
Hydrological drought is caused by impacts of rainfall deficits on water
bodies such as stream flow, reservoir and lake levels and can be
measured by surface water supply index (SWSI) (Shafer & Dezman,
1982). Lastly, socio-economic drought links elements of previous
drought types with supply and demand of economic goods and can be
detected by socio-economic drought information (SEDI) (J. W. Lee et al.,
2022). Each indicator provides critical insights into different dimensions
of drought, enabling more targeted mitigation strategies.

Agricultural drought occurs as a result of a combination of abnor-
malities in precipitation, temperature, NDVI, and soil moisture. For this
reason, in this study, we use enhanced combined drought index (ECDI)
to identify an agricultural drought event based on the results from
Enenkel et al. (2016) and Kulkarni et al. (2020b). ECDI is a weighted
summation of abnormalities in precipitation, temperature, vegetation
condition, and soil moisture ranging from —oo to +oo (Eq. (2)). A
negative value of ECDI indicates an abnormally dry condition resulting
in an agricultural drought with lower values representing more severe
droughts. Conversely, a positive value of ECDI refers to wetter than
usual conditions and therefore, lower probabilities of drought.

ECDI, ;, = wsp; X SPI + W X Z1 + Wnpyr X Znpyr + Wsm X Zsu 2

Where ECDI,,, is the ECDI value for year y and month m, wy is the
corresponding weight of variable X (precipitation, temperature, NDVI,
or soil moisture) in identifying an agricultural drought, and Zx is the z-
score value that shows the abnormality in each value of variable X.

In this study, we used Principal Component Analysis (PCA) to
determine weights for each variable. PCA is a statistical approach that
reduces the dimensionality of a dataset by transforming the original
variables into a new set of uncorrelated variables called principal
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components (Du et al., 2013). In our model, PCA ranks the principal
components based on the amount of variance they explain in the data,
therefore prioritizing the variables accordingly. Variables that
contribute more to the variance of the principal components are
considered more important and therefore, are assigned larger weights.
For example, for the month January, wsp; = 0.53, wr = 0.23, wypy; =
0.14, and wgy; = 0.1 which means that SPI is a more important variable
in the dataset compared to soil moisture. The sum of all weights for the
variables by the PCA method adds up to one, ensuring that the relative
importance of each variable is captured in a normalized manner (Du
et al., 2013). We use SPI as an indicator of abnormality in precipitation
because it is widely used as a meteorological drought index to determine
the duration and/or severity of a drought event (McKee et al., 1993). SPI
values below —1.0 indicate rainfall deficits (drier than normal), while
SPI values above 1.0 indicate excess rainfall (wetter than normal) and
the values between —1 and 1 correspond to [near] normal conditions
(EDO, 2020; WMO, 2012). The lower the SPI, the more severe is the
meteorological drought. SPI can be calculated for various time scales,
ranging from short-term (e.g., one month) to long-term (e.g., 24 months)
since different time scales are useful for assessing different types of
droughts. Several studies have used different time scales of SPI (e.g., SPI-
1, SPI-2, SPI-3, and SPI-6) to detect agricultural droughts based on the
crop type, location and month of drought (Bussay et al., 1999; Cam-
malleri et al., 2024; Szalai & Szinell, 2000; Y. Zhang et al., 2023).
However, in this study, we use SPI-3 (i.e., 3-month SPI) which report-
edly has high correlation with agricultural droughts (Irawan et al., 2023;
Mohammed et al., 2022). The ECDI ranges and the corresponding
drought categories are shown in Table 3. Other elements of ECDI are
climatic variables which are already explained in Section 2.1.

Traditional drought prediction tools are based on SPI which only
considers the abnormality in precipitation to identify drought events.
We also use SPI as one of our variables to detect droughts. In order to
validate our model, we compare the drought events between three in-
dicators: SPI-3, ECDI, and USDM (US Drought Monitor) with two pur-
poses. First, evaluate how well previous models (based on SPI) can
predict agricultural droughts (SPI-3 vs USDM), and second, assess the
impact of additional variables on agricultural drought predictions (ECDI
vs USDM). USDM is a weekly map showing the severity of drought
events across the US dating back to 2000-01 (USDM, 2023). USDM uses
a six-category system, labeled None (Normal or wet conditions),
Abnormally Dry or DO, (a precursor to drought, not actually drought),
Moderate (D1), Severe (D2), Extreme (D3) and Exceptional (D4)
drought. Drought categories show experts’ assessments of conditions
related to dryness and drought including observations of how much
water is available in streams, lakes, and soils compared to usual for the
same time of year (USDM, 2023).

However, comparison between USDM and SPI/ECDI values is not
straightforward due to two reasons. First, USDM maps are weekly while
SPI/ECDI values are monthly. To resolve this issue, weekly USDM maps
need to be resampled to monthly scale. In doing so, for each month, the
drought category (None, DO, ..., D4) that occurs the most is selected as
the observed category in that month. If there are two categories with
equal number of occurrences in one month, the more severe category is
chosen. Second, USDM maps report drought intensity qualitatively using
six categories while SPI/ECDI values range from —oo to +oo0 with lower
values indicating more severe droughts. We can fix this problem in two

Table 3
ECDI values and the corresponding drought categories based on Kulkarni et al.
(2020Db).

ECDI values Drought category ECDI values Drought category

2.00 or more Extremely wet 0 to —0.99 Mildly dry
1.50 to 1.99 Severely wet —1.00 to —1.49 Moderately dry
1.00 to 1.49 Moderately wet —1.50 to —1.99 Severely dry

0 to 0.99 Mildly wet —2.00 or less Extremely dry
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steps. In step 1, a mapping is required to classify continuous values of
SPI/ECDI (—oo to + o0) into six classes to match the categories in USDM
(None, DO, D1, D2, D3, D4). For SPI, we use the suggested ranges from
USDM manual (Table A7 in the Appendix). Note that the suggested
ranges are only used for reference and do not imply that USDM maps are
based on SPI values. After classifying SPI values, in step 2, we use a
confusion matrix to compare USDM categories with SPI classes. A
confusion matrix is a table originally used to evaluate the performance
of a binary classification model by tabulating the number of correct and
incorrect predictions for each class, however, it can be extended for a
multi-class classification model (Kulkarni et al., 2020a). In this study,
the rows of the confusion matrix represent the actual classes (USDM),
while the columns represent the predicted classes (SPI) (Fig. 2). The
confusion matrix is formed by counting the number of occurrences for
each possible USDM vs SPI combination for all cells and is calculated for
each month separately. For example, in Fig. 2, TPq is the number of
cells with drought intensity of DO from USDM and Class O from SPI while
FP, 3 is the number of cells where for drought intensity, USDM and SPI
reported D2 and Class 3, respectively. As a result, diagonal elements
show the number of true predictions (TP) between USDM and SPI while
all other elements indicate false predictions (FP).

Naturally, USDM and SPI results are more similar if diagonal ele-
ments are larger than all other elements. Based on this, we introduce
modified Fl-score (Taha & Hanbury, 2015) as an accuracy metric to
measure similarity between USDM and SPI values. The F1-score ranges
between 0 and 1, where a value of 1 means perfect match between actual
and predicted classes and a value of 0 indicates the worst performance.
F1-score provides a balanced measure of a model’s ability to correctly
predict classes while minimizing incorrect predictions and is calculated
as follows:

F1
F1 = % for c in {None,D0,D1,D2,D3,D4}

3

Where F1 is the average of all F1-scores for the number of categories
(n. = 6) and F1. is the Fl-score for each row of the table which corre-
sponds to a USDM category (c) (Eq. (4)). Precision is the ratio of true
predictions (TP,_.) to the total number of cells where SPI predicted a
drought with category ¢ (Eq. (5)) and recall is the ratio of true pre-
dictions (TP._.) to the total number of cells where USDM shows drought
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TP,

Recall, = ———=——
¢ TPC*C + ZiFPcfi

for iin {None, Class1, Class2, Class3, Class4}
(6)

For ECD], in step 1, there are no suggested ranges in the literature for
mapping continuous ECDI values to USDM categories. We determine
this mapping by building a multi-class classification model iteratively
for 10,000 randomly generated sets of range values. Each set of range
values is created as shown in Table 4, where a,b,c,d, and e are five
random numbers based on normal distribution with x4 = 0.5 (original
interval between categories in ECDI) and ¢ = 0.1 (average deviation in
lengths of SPI ranges).

At each iteration, we use one set of range values to classify ECDI
values into six classes and evaluate the wellness of fit between historical
drought events (2001-01 to 2021-12) by ECDI and USDM based on F1-
score. The range values that result in the highest F1-score are selected to
classify ECDI to USDM categories from 2022-01 to 2022-12. Selected
ranges from this process are shown in Table A7 (Appendix).

We also compare prediction results using another metric as quantile
loss (Efimov, 2023). Quantile loss provides an indication of the accuracy
of predictions, particularly focusing on extreme values of the distribu-
tion and ranges from negative infinity to positive infinity. A quantile loss
of zero shows perfect predictions at the specified quantile while positive
(negative) quantile loss values indicate overestimation (underestima-
tion) of the target values. Quantile loss is calculated for each prediction
using the following equation:

q X (,YObx 7yhat)lf()'obx 7yhat) > 0

&= { (@ —1) X (Vobs — Ynat)if Yobs — Yiar) > O )

where QL is the quantile loss, y,ps is the observed value, yyq is the pre-
dicted value, and q determines which quantile of the distribution is
being evaluated. In this study, we used g = 0.95 which corresponds to
the 95th percentile.

Table 4
Calculation of range values for classification of ECDI values to match drought
categories by USDM.

. ECDI class Range USDM category
with category c (Eq. (6)).
Class 4 (—00, =2 + q D4
Precision. x Recall, . Class 3 (-2 +a,-2+a+b D3
Fl.=2x Precision, - Recall, for ciin {None,DO,D1,D2 D3,D4} (4) Class 2 (—2+a+b-2+a+h+cd D2
Class 1 (-2+a+b+c,-2+a+b+c+d D1
» TP, . B Class 0 (—24+a+b+c+d —2+a+b+c+d+e DO
Precision, = m foriin {None, DO,D1,D2, D3, D4} 5) None (—2+a+b+c+d+e + ) None
More severe droughts
[ —
Sp| None Class 0 Class 1 Class 2 Class 3 Class 4
USDM 0.4 or more |0.01t0 0.4 |-0.53t0 0.0 | -1.08 to -0.54 | -1.54 to -1.09 | -1.55 or less
E None TPNone-None I:PNone-O I:PNone-l FPNone-Z |:PNone-S I:PNone»4
els]
5 DO FPo-none TPoo FPo1 FPo-2 FPo-3 FPo4
©
o D1 FP1-None FP1o TPy FPis FP13 FP14
(0]
§ D2 FP2-None FP2.o FPy1 TP, FP23 FPy4
s D3 FP3.none FP3.o FP3.4 FP3, TP33 FP3.4
= D4 FP4-None FP4.0 FPs4 FPs. FPs3 TPs4

Fig. 2. Confusion matrix for comparing USDM with SPI values between all cells for each month. SPI classes are based on suggested ranges from USDM manual. For
each cell, if both USDM and SPI point to the same drought category, we get a true prediction (TP); otherwise, we get a false prediction (FP).
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3. Study area

We use the State of Texas, US, as our study area where agriculture is
one of the most important sectors. Texas leads the nation in number of
farms and ranches, with 248,416 farms and ranches covering 127
million acres that resulted in a $24.9 billion revenue from agricultural
products in 2017 (TDOA, 2023). Unfortunately, Texas has a long history
of droughts with the worst one being the seven-year drought of record in
the 1950s with a total loss of $36 billion. Since then, Texas has faced
several droughts, including the drought of 2011 that was unprecedented
in its intensity with a total loss of $11.1-15.5 billion (Nielsen-Gammon,
2012). Drought is a growing concern in Texas as the year 2022 was the
11th driest year in the past 128 years and the worst drought since 2011
(Donald & Grubbs, 2022). Therefore, there is an urge to address the gaps
and improve previous drought prediction tools to reduce the impacts
and prevent catastrophic droughts in future.

As a starting point, we try to identify spatial and temporal patterns in
climatic variables by finding groups of cells that exhibit similarities in
historic time series. Precipitation, temperature, NDVI, and soil moisture
are the main inputs of the prediction module as the core of each drought
prediction tool. Identifying patterns in these variables can provide
valuable insights to improve the prediction module and therefore the
drought prediction tool. Texas has 10 distinct climatic zones based on
the distribution of annual average temperature and precipitation
(TWDB, 2012). The average annual precipitation increases almost uni-
formly from 25 cm in the west to 140 cm in the southeast (Wong et al.,
2015), which explains the dense population of southeast Texas
compared to western parts. The wet season in Texas is mainly from
March to May and sometimes from September to October (USCD, 2024),
where the wettest and driest areas receive approximately 150 and 30
rainy days, respectively (Ghebreyesus & Sharif, 2020). Fig. 3 shows the
recurring intervals (i.e., return period) in precipitation values for all
cells where the x-axis is the return period in precipitation and y-axis is
the cell number on the grid. To calculate these intervals, first we con-
verted time series values into frequency domain using Fast Fourier
Transform (FFT) with an interval of one month; then inverted the fre-
quency values to obtain periods as recurring intervals. As demonstrated,
there is a clear recurring pattern in 12 months for all cells (continuous
vertical line at x = 12). This line is clearer and more consistent for cells
0-1500 which mainly belong to West and Central Texas (Fig. 3a). On the
other hand, for cells 1500-2256 that belong to East Texas, there are
other lines at each row (Fig. 3b). This indicates that there is often more
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than one recurring pattern for each cell and the clear annual period is
distorted by other recurring intervals because of complex precipitation
patterns in this area (Lyons, 1990). This heterogeneous distribution of
precipitation is partly due to El Nino and La Nina which impact rainfall
through altering atmospheric circulation and influencing the jet streams
(Mauget & Upchurch, 1999; Slade & Chow, 2011) that mainly affect East
Texas and result in different recurring patterns for precipitation in the
State of Texas.

The uneven precipitation patterns also affect other climatic variables
and lead to complex patterns over time for West versus East Texas as
shown in Fig. 4. As an example, we selected cells 5, 33, 101, and 192
from West Texas and cells 1773, 1850, 1999, and 2027 from East Texas
(Fig. 4a) and plotted time series for precipitation, temperature, NDVI,
and soil moisture from 2001 to 2022. Neighbor cells show similar pat-
terns and therefore are not visualized. As illustrated in Fig. 4b, there are
clearer annually recurring patterns in all four variables from 2001 to
2022 for cells in West Texas. On the other hand, for cells in East Texas,
patterns for precipitation and soil moisture are much more complex
(Fig. 4c) and do not follow any clear recurring interval. These different
patterns are proof that a prediction model with only one period as the
recurring interval for all cells cannot be both accurate and generalize
well for a study area as large as the State of Texas with heterogenous
climatic patterns.

4. Results
4.1. Prediction accuracy of climatic variables

Prediction module is the core of our drought prediction model. Since
the prediction is implemented on each cell, prediction accuracy results
are displayed as maps. Fig. 5 shows prediction accuracy maps based on
NSE values between observations and predictions for 2022-01 to
2022-12 for all four variables. As illustrated, prediction accuracy for
each variable follows a different spatial pattern. First, we explain why
accuracy values for predicting precipitation are higher for West Texas
compared to East Texas (Fig. 5a). As a machine learning model, LSTM
needs to learn from historical data and be trained to predict future
values accurately which happens successfully in most parts of the study
area with higher accuracy values in West and Central Texas. Since there
are clear recurring patterns for precipitation in West and Central Texas
both in train and test data, LSTM is trained more efficiently and can
achieve higher accuracy values in this region.

]

fes: i1 = =
2000 _.:-%:;'Z 2B = —
B 22 N
b Po @ o - —
BE T (C) Bu—
1500 -
8
1000
500 +
(a)
12 50 100 150 200 250

Recurring interval (month)

Fig. 3. Recurring intervals for all cells based on Fast Fourier Transform (FFT); a) Cells 0-1500 (West and Central Texas) show clear annual recurring patterns; b) Cells
1500-2256 (East Texas) exhibit various recurring intervals due to more complex precipitation patterns.



A. Ghaffari et al.

(b) (a)

Cell 192 Cell 33

Journal of Hydrology 659 (2025) 133316

Cell 1773 Cell 2027

0.00 36

oo SRR AR | 292

34

" 0.5 ! ﬂ
v LZLMMM“AMMAMM e

o 50 | ANWWVKANYIVVA | { v |
17 0.20 500

oo | VAUV | { PGV |

Cell 1850 Cell 1999

188 T B b bt | [ihdnbar ot
5 T | pr—

i o
Cell 5 Cell 101 k=
0.25 = 3
. & 3
0.00
50 30
.
o | SAAAANOAAR | FRRBRAVVIVVARERATER .
’ 101
_ 100
>
QSQMAMWMMMAMN\H x| 29
200
5 100 | MWW N | [ b poita g |
g 858 5 55 8 %8 g5z g
T ERERE BRERBERRE -To6 -104 -102 -100

Longitude

< 100
50“ |‘| ‘
0.05
_ 200

MUJWMPWWHWWWW\WWWW\

> 200k 000 @ 2 2 8 %8 &2 2 2 9 5 &

58 96 94 : & g 2 2 3 &8 g 8 8% 3 8

€ § 2 5 5 8 8§ £ 2 8 8 8

Year Year
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moisture (SM), from 2001 to 2022 for West (cells 5, 33, 101, and 192) vs East (cells 1773, 1850, 1999, and 2027) Texas. In contrast to East Texas, West Texas shows

clearer recurring patterns for all four variables.
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Fig. 5. Prediction accuracy maps for a) precipitation (P), b) temperature (T), ¢) NDVI, and d) soil moisture (SM) based on NSE values. Temperature and soil moisture
show the highest and lowest average NSE values, respectively. This is due to the spatial distribution of precipitation and temperature over the State of Texas.

To further explain this difference, we show time series of normalized
precipitation at two distant locations in the study area with different
values of prediction accuracy. To avoid one single cell outlier, we
selected a 3x3 window of cells (cells 5, 6, 7, 48, 49, 50, 91, 92, and 93) to
represent West Texas (Fig. 6a). As illustrated, precipitation shows clear
annually repeating patterns for cells in West Texas that only differ in

peak values. LSTM can learn such patterns during the train period and
output accurate prediction for test data. On the other hand, for cells in
East Texas (cells 1941, 1942, 1943, 1984, 1985, 1986, 2027, 2028, and
2029), patterns are much more complex such that there is often more
than one wet season throughout the year in addition to no clear
repeating cycles (Fig. 6b). This difference is also illustrated in the Fast
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Fig. 6. Time series for precipitation at two distant locations for a 3x3 window of 9 cells to represent a) West and b) East Texas as drawn in Fig. 5. Cells in West Texas
show similar precipitation patterns in both train and test data which enables LSTM to learn these patterns and yield accurate predictions. On the other hand, LSTM
does not output accurate predictions for cells in East Texas since there are no clear patterns in historic data.

Fourier Transform results of Fig. 3 where cells 1500-2256 (located in
East Texas) show multiple complex recurring intervals while cells
0-1500 (located in West and Central Texas) show much clearer patterns
with annual return periods. In the absence of such clear patterns for cells
in East Texas, based on the definition of loss function within it, LSTM
tries to predict the most frequently observed average behavior in recent
years which might not always lead to an accurate prediction. As a result,
prediction of precipitation in East Texas is less accurate compared to
West Texas.

In contrast to precipitation, temperature values exhibit very similar
patterns both in West (Fig. 7a) and East (Fig. 7b) Texas. Temperature
patterns are more stable throughout the years and show much lower
variance compared to precipitation, NDVI, and soil moisture. This might
be because precipitation can have a larger impact on NDVI and soil
moisture compared to temperature. These patterns repeat during both
the train and test periods. As a result, LSTM can be trained efficiently
and learn the patterns to predict test data with high accuracy in both
locations. In other words, for temperature, there are consistently clear
patterns all over Texas which enables LSTM to yield accurate predictions
for temperature at all cells.

Prediction accuracy patterns for soil moisture and NDVI are similar
to each other but different from precipitation. One of the factors that
impact soil moisture and therefore NDVI is human activities that include
agricultural practices (e.g., irrigation and groundwater withdrawal),
overgrazing, deforestation, and urbanization (Wei et al., 2022). These
activities impact soil moisture and eventually vegetation cover which in
turn can reduce water infiltration and lower soil moisture levels even
further (Huang et al., 2021; Yang et al., 2023). The areas with low
prediction accuracy for soil moisture on the map are mainly located in

regions where the most grazing (USDA, 2024) and groundwater with-
drawal (Holt, 2024) happens along with cultivation of different crops
such as wheat, corn, and cotton (USDA, 2020). The combination of these
factors results in complex patterns for soil moisture and therefore lower
prediction accuracy. In general, LSTM yields accurate predictions only
in cells that exhibit a recurring pattern throughout both train and test
data. Time series for NDVI and SM are provided in Fig. A7 in the
Appendix.

4.2. Comparison between predicted ECDI and actual SPI-3

Using predictions from all four variables, ECDI values are calculated
by taking weights from PCA which ranks the most important variables in
the dataset. Fig. 8 visualizes predicted ECDI vs SPI-3 values obtained
from actual observations from 2022-01 to 2022-12. As shown, ECDI and
SPI-3 show similar spatial patterns but different intensities for drought
events in consecutive months (Fig. 8a and 8b). Based on the definition of
ECDI, the severity of an agricultural drought is the result of not only
lower precipitation but also extreme temperatures and abnormally low
NDVI and soil moisture which can further enhance drought severity and
cause different intensities compared to SPI-3 which is only affected by
precipitation. These conditions can subsequently result in stability of
drought severity in consecutive months in ECDI maps compared to SPI-
3. Other studies have pointed out this stability in drought conditions for
other combined drought indicators in comparison with SPI (Bernard
et al., 2013; Cammalleri et al., 2021; Faiz et al., 2022; J. Li et al., 2024).
As visualized in Fig. 8c for 2022-03 and 2022-04 for SPI-3, the drought
condition for the two regions outlined changes from Extremely Dry to
Severely Wet in only one month. This may be the result of an increase in
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Fig. 7. Time series for temperature at two distant locations for a 3x3 window of 9 cells to represent a) West and b) East Texas. All cells contain recurring patterns
which enables LSTM to learn these patterns and output accurate results at both locations.

precipitation which, based on the definition of SPI, ends the drought
period for the regions of interest. On the other hand, as shown in Fig. 8d
the same two regions on the ECDI maps show gradual change in drought
severity. Although precipitation increases in these regions, it takes
longer for other variables such as NDVI and soil moisture to recover from
the drought impacts which causes the longer duration of an agricultural
drought versus a drought based on SPI. Several studies have pointed out
this delay in recovering from drought impacts despite the resumption of
more normal precipitation after drought ends (Peterson et al., 2021;
Schreiner-McGraw & Ajami, 2021; L. Zhang et al., 2024). This makes
ECDI a more suitable indicator for identifying a more consistency and
stability agricultural. Another example is outlined between 2022-08
and 2022-09 from SPI maps (Fig. 8e) where the drought condition goes
from Mildly Wet to Extremely Dry in just one month while changes in
ECDI maps (Fig. 8f) are much less intensive. Results for other months in
2022 are portrayed in Fig. A8 in the Appendix.

4.3. Comparison between classified ECDI/SPI and USDM

In this section, we compare our results to another drought index,
USDM as reference. We selected USDM since it is widely used by several
organizations to determine drought conditions or for financial purposes
(USDM, 2023). Fig. 9 shows drought intensity maps for classified ECDI/
SPI-3 and USDM in three months in 2022 that represent three different
stages of the drought event in 2022. First, we compare the drought
extent by visually inspecting maps. As visualized in Fig. 9a, the majority
of Texas experienced extensive droughts in 2022-01 which is captured
by all three indicators. Additionally, according to USDM, the worst
drought happened in 2022-06 (Fig. 9b); however, SPI-3 reports Normal
or Wet condition for this month indicating no droughts at all. In contrast

10

to SPI-3, ECDI does exhibit droughts in 2022-06 for western and central
parts of Texas but with different intensity compared to USDM (Abnor-
mally Dry vs Extreme Drought). Similarly, in Fig. 9¢c, both USDM and
ECDI show extensive droughts in 2022-12 while SPI-3 indicates no
droughts in most parts of the study area. This is because agricultural
droughts are caused by a combination of factors including lack of pre-
cipitation, high temperature, low crop yield (low NDVI) and soil mois-
ture deficit. ECDI can detect agricultural droughts since it contains
additional variables for capturing such factors. However, SPI only relies
on precipitation and cannot do this. Results for other months in 2022 are
included in Fig. A9 in the Appendix.

In order to compare drought intensity between the indices, we use
F1-score values from confusion matrices as explained in the methodol-
ogy section. F1-scores for ECDI/SPI vs USDM are included in Fig. 10. In
general, Fl-scores are relatively low (< 0.4) which indicates low simi-
larity between ECDI/SPI and USDM. The reason for this lies in the
classification of ECDI/SPI values to match corresponding drought cat-
egories in USDM. ECDI/SPI are computation-based indices while USDM
is a qualitative human-made map; therefore, converting a quantitative
value into a quality-based index comes with an inevitable bias which
depends on the month and the region of interest. More specifically, F1-
score values are higher in months 1-3 and 10-12 and lower in months
4-9, resulting in a parabolic shape. This is because in months 4-9 most
crops are irrigation-based which means more human interference and
therefore, addition of qualitative criteria in drought identification by
USDM. These criteria include characteristics of different crops, irriga-
tion patterns, people’s subjective beliefs about the severity of drought
events, etc. Such human-dependent criteria are not considered in ECDI/
SPI which causes less similarity between ECDI/SPI and USDM droughts
and therefore, lower F1-scores in these months. On the other hand, for



A. Ghaffari et al.

=2.0
15
1.0
@ 0.5
°
2 0.0
F=]
830 0.5
| 1.0
284
15
26 > 200 km < X > 200 km < <20
-106 -104 -102 -100 -98 —-96 -94 -106 -104 -102 -100 -98 -96 —94
(a) Longitude Longitude
2022-03 2022-04
= =20
36 =
= 15
34 1.0
= 05
B2
2 0.0
®
—30 = 05
1.0
. A
N I -15
26 > 200 km < <20
-106 -104 -102 -100 -98 -96 =-94 -106 -104 -102 -100 -98 ~-96 —94
(c) Longitude Longitude
2022-08 2022-09 =20
5% 7 = =2.
- i 15
34 1.0
T " "
- 0.5
Y32 e
-
2 0.0
®
830 = 0.5
i
1.0
. A
4 N 15
Bl ! > 200 km <

-106 -104 -102 -100 -98
Longitude

-106 -104 -102 -100 -98
Longitude

-96 -94 -96

(e)”

Journal of Hydrology 659 (2025) 133316

SPI-3

2022-01 2022-02

N
> 200 km <
-96 -94 -106

“Toa 102 -100 -98
Longitude
2022-04

-106 -104 -102 -100 -98
Longitude

2022-03

[BE e e
-106 -104 -102 -100 -98
Longitude
2022-08
&

-104 -102 -100 -98
Longitude

2022-09

Latitude

-104 -102 -100 -98
Longitude

-106 -104 -102 -100 -98 ~94 -106

Longitude

-96

(f)

Fig. 8. Comparing ECDI (a, c, e) with SPI-3 (b, d, f) for six months in 2022; both ECDI and SPI-3 exhibit similar spatial patterns but with different intensities for
drought events. Due to additional variables in the definition of ECD], it can capture agricultural droughts with higher temporal consistency.

months 1-3 and 10-12, most vegetation cover is related to rainfed crops
or pastures. This means less human activity and therefore more simi-
larity between ECDI/SPI and USDM. With that in mind, F1-scores for
ECDI vs USDM are higher than the corresponding values for SPI vs
USDM in all months especially in the early and later stages of drought
(months 1-4 and 9-12).

After comparing results in case of drought extent and severity, we
can observe more similarity and correspondence between ECDI and
USDM compared to SPI-3 and USDM. USDM is just another drought
index and since human subjectivity is included in the production of the
USDM maps (Hatami Bahman Beiglou et al., 2021), it might not be ac-
curate at all times. However, the US drought agency uses USDM to
trigger disaster declarations and eligibility for low-interest loans
(USDM, 2023). Based on results provided above, predicted droughts by
ECDI are similar to actual droughts by USDM in case of extent and in-
tensity at different stages of droughts. Since USDM is a real-time index, it
can only be used for drought monitoring and not prediction. In this case,
predicted droughts from ECDI can inform the authorities about future
droughts, especially in the early stages of a drought event.

5. Discussion
5.1. Comparison of different prediction methods

Prediction module is the core of every drought prediction tool. In this
section, while comparing model structure uncertainty (i.e., different
results due to different computational methods) is not the main focus on
this paper, we show the results of precipitation prediction for three of
the most common prediction methods to shed light on this topic. We test
two other methods for this purpose: 1D-CNN and SARIMA.

Fig. 11 shows the results of three methods for prediction of
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precipitation values. Here, we adjusted the NSE range to focus on pos-
itive values instead of negative ones to measure the precisions of models
in drought-prone regions. According to different studies, worst droughts
in Texas occur in western and central regions (Lowry, 1959; McGovern,
2023; SCCSC, 2018). As demonstrated, LSTM has higher prediction ac-
curacy in these regions followed by 1D-CNN and SARIMA. On the other
hand, SARIMA outperforms LSTM and 1D-CNN in predicting precipita-
tion values for cells in East Texas where drought is not considered a
problem due to abundance of precipitation and access to groundwater.
These cells contain very complex patterns with no clear recurring cycles.
Neither SARIMA nor LSTM can capture the extreme precipitation values
in this region; however, SARIMA performs better at capturing the gen-
eral pattern because it uses moving average components from historical
data to predict future values. In order to analyze results from LSTM and
SARIMA in more depth, we used quantile loss which focuses on the
prediction accuracy of extreme values with a quantile value of 0.95.
Absolute quantile loss values for comparing observations vs. predictions
for LSTM and SARIMA models are equal to 0.021 and 0.054. To further
examine this difference, Fig. 12 shows actual precipitations, predictions
from LSTM, and predictions from SARIMA for two groups of cells as
representative of West and East Texas. As demonstrated in Fig. 12a,
SARIMA underestimates precipitation values in 7 out of 9 cells in West
Texas. respectively. This shows that LSTM performs better than SARIMA
at predicting extreme values in West Texas, where there are clear
recurring patterns for precipitation and drought is considered a critical
issue. Furthermore, we expanded the comparison between models by
running the prediction models for NDVI as an additional variable. We
selected NDVI because it contains both simple and complex patterns all
over Texas and is also an important variable in determining agricultural
drought conditions. Results of this step are provided in Fig. A10 in the
Appendix. We also compared LSTM and SARIMA in case of
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extent of droughts as indicated by USDM.
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Fig. 10. Fl-scores from confusion matrices for comparing drought intensity of
ECDI/SPI to USDM. ECDI shows higher F1-scores in all months especially in the
early and later stages of drought.
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computational time by running each model on a desktop Dell Precision
Tower 3620 with an Intel Corei7-7700 K CPU and 64 GBs of RAM.
SARIMA predicts future values by optimizing several parameters known
as model configuration. This is done by running the model for every
possible combination of these parameters which can be extremely time
consuming especially if run on a cell by cell basis. In our case, SARIMA
completed predictions in nearly 158 h while LSTM was able to do so in
84 h.

5.2. Limitations and future works

The current drought prediction tool we developed has several limi-
tations. First, we resampled all variables to a spatial resolution of 0.25
degrees which equals the resolution of remote sensing-based soil mois-
ture. Although this reduces the computational load of the model, a
higher resolution is preferred for more accurate planning. To overcome
this, we can enhance the spatial resolution of remote sensing data used
in this study. This has been done for other datasets in recent studies; for
example, Imanpour et al. (2023) used two numerical methods, regres-
sion and ANN to downscale the soil moisture data from Soil Moisture
Active Passive (SMAP) dataset. In another study, Brown & Long (2022)
employed the Scatterometer Image Reconstruction algorithm in its
radiometer form to enhance the resolution of the radiometer brightness
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Fig. 12. Comparison of actual precipitations with predictions by LSTM and SARIMA for a) West and b) East Texas. LSTM performs better in West Texas where
droughts are worse while SARIMA captures the general trend with higher accuracy in East Texas where droughts are less intensive.

temperature measurements and therefore improve the resolution of soil
moisture from SMAP dataset. Implementation of such methods is
location-dependent and requires ground-based observations for valida-
tion. Second, the architecture for LSTM was selected through trial and
error and we did not optimize each parameter in the model separately
since it was very time consuming. To improve this, we can fine-tune the
general model by optimizing several parameters instead of only one (m
= number of previous months used to predict next 12 months) using
Bayesian optimization or random search. Third, while we aimed to
quantitatively compare the results between station-based and remote
sensing data, we encountered challenges related to the availability of
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key datasets such as NDVI and soil moisture in our study area from
ground-based datasets. This limitation prevented us from conducting a
direct comparison between ground-based observations and remote
sensing data. However, we recognize the potential for future in-
vestigations to address this gap by leveraging alternative ECDIs for
remote sensing and ground-based data or by exploring additional
sources of data for vegetation and soil moisture. These efforts could
enhance our understanding of drought dynamics and improve the reli-
ability of our analyses.

Another way to improve the current study is by including other
factors that contribute to spatial variability such as resource constraints



A. Ghaffari et al.

(e.g., water), farmers’ income and crop types for each cell similar to the
studies done by Chen et al. (2014b), Toscano-Pulido et al. (2024), and
Ghaffari et al. (2022). This way, we can develop maps of drought
vulnerability in addition to drought severity to identify the most
vulnerable regions under various drought events. This can result in a
more comprehensive and accurate planning for a large-scale area like
the State of Texas. Prediction accuracy maps can identify the regions
where prediction of future variables becomes more challenging for
LSTM. It is possible to develop a local small-scale drought prediction tool
using LSTM as prediction method for every distinct region with similar
patterns in historical data. This might improve the prediction accuracy
but with two major challenges. First, the results of such models will be
local and not necessarily applicable to a large-scale area due to consis-
tency issues. Second, development of such models requires an accurate
classification model to separate cells with similar patterns into different
groups for each variable. This can increase the computational burden of
the model significantly without guaranteeing an improvement in pre-
diction accuracy.

6. Conclusion

Drought prediction tools can forecast future droughts to mitigate the
impacts on crop production and assist the agriculture sector in planning
for minimizing the effects. With the increasing observation of more
frequent and severe droughts all over the world in recent years, the need
for improved models for drought planning and management in the
distant future is getting urgent. In this study, we developed a long-term
(12 months) drought prediction tool based on LSTM using only remote
sensing data to address the issue with short forecast horizon. Addition-
ally, we extended model application to extensive areas by capturing
spatial variability of different factors in the prediction module. The new
drought prediction tool uses enhanced combine drought index (ECDI) to
determine the severity of drought events which is a combination of
anomalies in precipitation, temperature, NDVI, and soil moisture.

Our results showed that droughts predicted based on ECDI show
similar spatial patterns but different intensities compared to droughts
predicted based on standardized precipitation index (SPI). Drought
events change more gradually between consecutive months since tem-
perature, NDVI, and soil moisture can further impact the severity of
droughts in ECDI results. This implies ECDI can be a more appropriate
index to capture agricultural droughts with more stability. We also
compared drought prediction results based on ECDI/SPI with human-
made reference drought maps: USDM. ECDI demonstrate a stronger
capability (than SPI) to capture the spatial extent of USDM’s drought
results with some discrepancies in the drought intensity. This is because
the process of converting continuous values of ECDI into qualitative
categories of USDM is not definite and may lead to discordance in in-
tensity which is due to their different nature. To compare drought in-
tensity between the three indicators in different months, we used F1-
scores which showed that ECDI results are more similar to USDM
compared to SPI-3. Additionally, we compared the prediction accuracy
results for precipitation between LSTM, 1D-CNN, and SARIMA. LSTM
performed better than SARIMA in areas with worse drought conditions
(West and Central Texas) while SARIMA was able to capture the general
pattern in areas with less severe droughts (East Texas) with higher
accuracy.

The methodology introduced in this study can be applied globally
with available remote sensing data. The longer prediction horizon and
large-scale application of this model can provide the authorities with a
longer lead time to prepare for and mitigate the impacts of agricultural
droughts for policymaking purposes. Finally, we suggest three possible
directions to improve upon our current model: use finer resolution data,
optimize the prediction module more extensively, and build a hybrid
drought prediction tool using both ground-based and remote sensing
data to add to the reliability of our results.
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