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Safe Control for Nonlinear Systems under Faults
and Attacks via Control Barrier Functions
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Abstract— Safety is one of the most important properties
of control systems. Sensor faults and attacks and actuator
failures may cause errors in the sensor measurements and
system dynamics, which leads to erroneous control inputs
and hence safety violations. In this paper, we improve the
robustness against sensor faults and actuator failures by
proposing a class of Fault-Tolerant Control Barrier Func-
tions (FT-CBFs) for nonlinear systems. Our approach main-
tains a set of state estimators according to fault patterns
and incorporates CBF-based constraints to ensure safety
under sensor faults. We then propose a framework for joint
safety and stability by integrating FT-CBFs with Control
Lyapunov Functions. By utilizing redundancy, we proposed
High order CBF-based approach to ensure safety when ac-
tuator failures occur. We propose a sum-of-squares (SOS)
based approach to verify the feasibility of FT-CBFs for
both sensor faults and actuator failures. We evaluate our
approach via two case studies, namely, a wheeled mobile
robot (WMR) system in the presence of a sensor attack and
a Boeing 747 lateral control system under actuator failures.

Index Terms— Fault-tolerant control; higher-order con-
trol barrier functions; stochastic control barrier functions;
analysis of reliability and safety; sensor faults, attacks;
actuator failures.

I. INTRODUCTION

A control system is safe if it remains within a predetermined
safe region for all time [1]. In applications including medicine,
transportation and energy, safety violations can cause catas-
trophic economic damage and loss of human life [2].

Approaches verifiable safe control systems include Hamil-
ton–Jacobi–Isaacs (HJI) equation [3], barrier certificates [4],
and Control Barrier Functions (CBFs) [5]. Among those
methods, CBFs have the advantage that they can be read-
ily integrated into existing control policies by adding linear
constraints on the control input. A CBF is a function of the
system state that goes to zero as the system approaches the
unsafe region. Thus, ensuring safety is equivalent to ensuring
that the CBF stays non-negative. CBF-based approaches show
great promise in safety-critical systems. However, they rely
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on sensor measurements, which sensor faults, attacks, and
actuator failures may compromise.

Sensor faults and malicious attacks provide inaccurate, arbi-
trary readings. These inaccurate measurements bias estimates
of the system state, leading to erroneous control signals that
drive the true system state to an unsafe operating point. When
actuator failures occur, actuators lose effectiveness and hence
render the control system unable to ensure safety or stability
[6]. Sensor faults, attacks and actuator failures can cause arbi-
trary errors in the sensor measurements and system dynamics,
which is challenging for existing CBF-based approaches such
as [7] that assume that noises and disturbances are either
bounded or come from a known probability distribution.

Countermeasures such as Fault-Tolerant Control (FTC)
[8], [9] have been proposed to accommodate faults, attacks
and failures. Existing FTC approaches focus on maintain-
ing performance and do not provide provable safety guar-
antees. Countermeasures incorporating disturbance observer-
based CBF are proposed to ensure robust safety of systems
with model uncertainties [10], [11] and model-free safe rein-
forcement learning [12]. With the growing attention on faults
and attacks, safety guarantees on systems under faulty com-
ponents or adversarial environments have become an active
research area.

In this paper, we propose safe control algorithms for non-
linear systems under sensor and actuator faults. To ensure
safety of nonlinear systems under sensor faults and attacks,
we propose a class of CBFs, which is shown in Figure
1(a) and constructed as follows. We maintain a set of state
estimators, each omitting a set of sensors associated with
one fault pattern and then use CBF constraints to ensure that
each of the estimated states remains within the safe region.
The intuition of our approach is that one can simply ignore
the faulty measurements by omitting the sensors of each
fault pattern and construct CBFs for each estimate. However,
it may be infeasible to satisfy all CBF constraints using a
single control input when faults occur and the state estimates
deviate due to the fault. To resolve conflicts, we propose a
threshold-based method to exclude outlier estimates and relax
the corresponding CBF constraints.

To ensure safety of nonlinear systems under actuator fail-
ures, we propose a class of CBFs, which is shown in Figure
1(b) and constructed as follows. We maintain a set of effective-
ness matrices according to failure patterns and then use CBFs
to ensure the system with each actuator failure remains within
the safe region. The basic idea is to find a single control input
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Fig. 1: Schematic illustration of our proposed approach. Both schemes ensure safety via CBFs in a passive manner.

that satisfies all CBF constraints constructed for each failure
pattern. We propose a sum-of-squares (SOS) based scheme
to verify the feasibility of CBFs for sensor faults/attacks and
actuator failures, respectively.

We make the following specific contributions:
• We propose High-order Stochastic CBFs (HOSCBF) for

the system with high relative degree and propose FT-
SCBFs with high order degree to ensure finite time safety
when sensor faults occur. We propose an SOS-based
scheme to verify the feasibility of constraints of FT-
SCBFs with high relative degree.

• We compose HOSCBFs with Control Lyapunov Func-
tions (CLFs) to provide joint guarantees on safety and
stability under sensor faults.

• We formulate an HOCBF approach to ensure safety when
actuator failures occur and propose an SOS-based scheme
to verify the feasibility of CBF constraints throughout the
safe region.

• We evaluate our approach via two case studies. The
proposed HOSCBF-CLF ensures safety and convergence
of a wheeled mobile robot (WMR) system in the presence
of a sensor attack. The proposed HOCBF-based method
ensures safety of a Boeing 747 lateral control system
under actuator failures.

The remainder of this paper is organized as follows. Section
II presents the related work. Section III presents background
and preliminaries. Section IV proposes a HOSCBF-based
control policy for systems under sensor faults and attacks
as well as a scheme to verify the feasibility of HOSCBFs.
Section V proposes a framework for joint safety and stability
via HOSCBF-CLFs. Section VI proposes an HOCBF-based
control policy for systems under actuator failures. Section VII
presents our case studies. Section VIII concludes the paper.

II. RELATED WORK

Fault-tolerant control systems (FTCS) aim to accommodate
faults and maintain stability of the system with little or
acceptable degradation in performance. See [8] for an in-depth
treatment. FTCS are classified into two main types, namely,
active FTCS and passive FTCS [9]. In active FTCS, Fault
Detection and Isolation (FDI) plays a significant role and has
been studied for decades. See [13] for more details.

Active FTCS against sensor faults and attacks include sta-
tistical hypothesis testing for stochastic systems [14], and un-
known input observers for deterministic systems [15]. Kalman
Filter (KF) and Extended Kalman Filter (EKF) are extensively
used in FDI applications such as [16] for MIMO system. More
recently, data-driven approaches to fault tolerance have shown
promise [17], [18]. While the approach of using Kalman filter
residues to identify potential faults is related to our conflict
resolution approach, safety of the system under faults and
attacks is not addressed. Sliding-mode control, as one of
popular PFTCS, is proposed for singularly perturbed systems
[19], switched systems [20], fuzzy systems, [21], and Markov
Jump Systems [22], [23]. Several of these works aim to
guarantee stability in the presence of faults [24], which is
related to but distinct from the safety criteria we consider.

Passive FTCS against actuator failures is proposed due to its
advantage of fast response. Reliable control for Linear time-
invariant (LTI) system under actuator failure is proposed in
[25] and implemented for LTI aircraft model in [26]. Actuator
failure compensation control (AFCC) has been employed for
LTI system [6] and nonlinear systems [27], [28]. Robust
adaptive FTC is presented in [29] for linear systems with
time-varying parameter uncertainty, external disturbance and
actuator faults. However, the aforementioned methods focus
on ensuring stability but leave safety guarantees less studied.
In this paper, we address the safety of nonlinear systems under
sensor faults/attacks or actuator failures.

Safety verification of control systems is an area of extensive
research, with popular methods including finite-state approx-
imations [30], HJI equation [3], barrier certificates [4], [31],
simulation-driven approaches [32], [33], and counterexample-
guided synthesis [34]. Barrier function-based approaches,
which formulate the safety constraint as inequality over the
control input, have been proposed to guarantee safety [7],
[35]–[40]. Among these methods, CBFs were proposed in
[5]. CBFs for stochastic systems were investigated in [7].
Higher-order CBFs were presented in [37], [41], [42]. CBFs
for safe reinforcement learning were introduced in [43]–[47].
Applications of CBFs to specific domains such as multi-agent
systems [48], autonomous vehicles [49], and UAVs [50] have
also been considered. Recent research [5], [45], [51], [52] have
investigated joint objectives of safety and stability. The work
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[53] investigates the resilience of adversarial agents in multi-
agent systems with higher-order CBFs. None of these existing
works, however, incorporated the effects of faults and attacks
on actuators and sensors.

Ensuring safety under sensor faults and attacks has at-
tracted growing research attention. Barrier certificate based
fault-tolerant Linear quadratic Gaussian (LQG) tracking is
investigated in [54] for LTI system under sensor fault and false
data injection attack and generalized to multiple possible com-
promised sensor sets in [55]. Compared with barrier certificate
method, CBF-based approaches have more advantages on flex-
ibility. In the preliminary conference version of this work [56],
we investigated fault-tolerant control of nonlinear systems, in
which CBF constraints are constructed and imposed to ensure
safety of the system under sensor faults and attacks. However,
systems under actuator failures and fault-tolerant control via
CBF with high relative degree have drawn less attention.
Recent work [57] proposed a model-free learning framework
for an output-based neural fault-detector to detect actuator
faults. However, verifying the feasibility of CBFs under faults
has not yet been investigated. In this paper, we propose FT-
CBFs with high relative degree for nonlinear systems under
sensor faults and attacks and actuator failures. We also propose
a systematical approach to verify the feasibility of CBFs.

CBF constructions depend on factors including system
dynamics and disturbance, which leave it an open problem
to verify whether such constraints can always be satisfied.
A systematic approach to verify the feasibility of CBFs is
proposed in [58] to enable broader adoption of CBFs. How-
ever, feasibility verification of CBFs in faulty or adversarial
environments has not yet been studied. In this work, we
propose an SOS-based scheme to verify the feasibility of
constraints of SCBFs with high relative degree and HOCBFs
for the system under sensor faults/attacks and actuator failures,
respectively.

III. PRELIMINARIES

In this section, we present the system model and provide
background on the EKF and CBFs.

A. System Model
Notations. For a set S, we denote int(S) and ∂S as the interior
and boundary of S, respectively. For any vector v, we let [v]i
denote the i-th element of v. We let λ(A) denote the magnitude
of the largest eigenvalue of matrix A, noting that this is equal
to the largest eigenvalue when A is symmetric and positive
definite. When the value of A is clear, we write λ.

We consider a nonlinear control system with state xt ∈ Rn

and input ut ∈ Rp at time t. The state dynamics and the system
output yt ∈ Rq are described by the stochastic differential
equations

dxt = (f(xt) + g(xt)ut) dt+ σt dWt (1)
dyt = cxt dt+ νt dVt (2)

where f : Rn → Rn and g : Rn → Rn×p are locally Lipschitz,
σt ∈ Rn×n, Wt is an n-dimensional Brownian motion, c ∈
Rq×n, νt ∈ Rq×q , and Vt is a q-dimensional Brownian motion.

The safety conditions of a system are specified in terms of
forward invariance of a pre-defined safe region. We define the
safe region as follows.

Definition 1 (Safe Region): The safe region of the system
is a set C ⊆ Rn defined by

C = {x : h(x) ≥ 0}, ∂C = {x : h(x) = 0} (3)

where h : Rn → R is twice-differentiable on C.
We assume throughout the paper that x0 ∈ int(C), i.e., the

system is initially safe. Let f(x, u) = f(x) + g(x)u. The
uniform detectability property is defined as follows.

Definition 2 (Uniform Detectability): The pair [∂f∂x (x, u), c]
is uniformly detectable if there exists a bounded, matrix-valued
function Θ(x) and a real number η > 0 such that

wT

(
∂f

∂x
(x, u) + Θ(x)c

)
w ≤ −η||w||2

for all w, u, and x.

B. Background and Preliminary Results
Let x̂t denote the EKF estimate of xt. The EKF for the

system described by (1) and (2) is defined by

dx̂t = (f(x̂t) + g(x̂t)ut)dt+Kt(dyt − cx̂t),

where Kt = Ptc
TR−1

t and Rt = νtν
T
t . The matrix Pt is the

positive-definite solution to

dP

dt
= FtPt + PtF

T
t +Qt − Ptc

TR−1
t cPt

where Qt = σtσ
T
t and Ft =

∂f
∂x (x̂t, ut). To utilize EKF, we

make the following assumptions.
Assumption 1: The SDEs (1) and (2) satisfy the conditions:
1) There exist constants β1 and β2 such that E(σtσ

T
t ) ≥

β1I and E(νtν
T
t ) ≥ β2I for all t.

2) The pair [∂f∂x (x, u), c] is uniformly detectable.
3) Let ϕ be defined by

f(x, u)− f(x̂, u) =
∂f

∂x
(x− x̂) + ϕ(x, x̂, u).

Then there exist real numbers kϕ and ϵϕ such that

||ϕ(x, x̂, u)|| ≤ kϕ||x− x̂||22
for all x and x̂ satisfying ||x− x̂||2 ≤ ϵϕ.

One can obtain kϕ by considering a compact subset κ ⊆
R. For instance, given a function f that is twice differ-
entiable with respect to x in subset κ, we have kϕ =
max1≤i≤n supx∈κ ∥∇2fi(x, u)∥, where ∇2f is the Hessian
matrix. The bounds on estimation error ϵϕ can be calculated
via an integral formula [59, Chapter 20]. More details can be
found in [60]. The following result describes the accuracy of
the EKF.

Theorem 1 ( [60]): Suppose that the conditions of As-
sumption 1 hold. Then there exists δ > 0 such that σtσT

t ≤ δI
and νtν

T
t ≤ δI . For any 0 < ϵ < 1, there exists γ > 0 such

that
Pr

(
sup
t≥0

||xt − x̂t||2 ≤ γ

)
≥ 1− ϵ.
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We next provide background and preliminary results on
stochastic CBFs. The following theorem provides sufficient
conditions for safety of a stochastic system.

Proposition 1 ( [61, Proposition III.5]): Given a finite
time T , suppose the mapping h is a continuous function with
linear function kx as the class-κ function, where k ≥ 0. Let
the control input ut be chosen to satisfy

∂h

∂x
(f(xt) + g(xt)ut) +

1

2
tr

(
σT
t

∂2h

∂x2
(xt)σt

)
≥ −kh(xt).

(4)
Let ζ = supx∈C h(x) and x0 ∈ int(C). Then we have

Pr(xt ∈ int(C), 0 ≤ t ≤ T ) ≥ (
h(x0)

ζ
)e−ζT .

Theorem 2: For a system (1)–(2) with safety region defined
by (3), define

hγ = sup
x,x0

{h(x) : ||x− x0||2 ≤ γ and h(x0) = 0},

where ĥ(x) := h(x)−hγ . Let ∂h
∂x denote the derivative ∂h

∂x |x=x̂

for simplicity. Let zt ∈ Rn represent the estimation error,
where zt = (xt − x̂t). Suppose that ut is chosen to satisfy

∂h

∂x
(f(x̂t) + g(x̂t)ut)−

∥∥∥∥∂h∂xKtc

∥∥∥∥
2

γ

+
1

2
tr

(
νTt K

T
t

∂2h

∂x2
(x̂t)Ktνt

)
≥ −ĥ(x̂t). (5)

Then Pr(xt ∈ C, 0 ≤ t ≤ T | ||xt−x̂t||2 ≤ γ) ≥ ( ĥ(x0)
ζ )e−ζT .

Proof: We have the estimate x̂ yields

dx̂t = f̄ (x̂t, ut) dt+Kt (cxtdt+ νtdVt − cx̂tdt)

=
(
f̄ (x̂t, ut) +Ktc (xt − x̂t)

)
dt+KtνtdVt

Given ||xt − x̂t||2 ≤ γ, we have

∂ĥ

∂x
Ktc (xt − x̂t) ≥ −

∥∥∥∥∥∂ĥ∂xKtc

∥∥∥∥∥
2

∥zt∥2 ≥ −

∥∥∥∥∥∂ĥ∂xKtc

∥∥∥∥∥
2

γ

We then choose ut to satisfy (5). Then, we have

∂ĥ

∂x
(f (x̂t) + g (x̂t)ut +Ktc (xt − x̂t))+

1

2
tr

(
νTt K

T
t

(
∂2ĥ

∂x2

)
Ktνt

)
+ ĥ(x̂t) ≥

∂h

∂x
(f(x̂t) + g(x̂t)ut)−

∥∥∥∥∂h∂xKtc

∥∥∥∥
2

γ+

1

2
tr

(
νTt K

T
t

∂2h

∂x2
(x̂t)Ktνt

)
+ ĥ(x̂t) ≥ 0

Hence, by Proposition 1, we have Pr(xt ∈ C, 0 ≤ t ≤
T | ||xt − x̂t||2 ≤ γ) ≥ ( ĥ(x0)

ζ )e−ζT .
Intuitively, Eq. (5) implies that as the state approaches

the boundary, the control input is chosen such that the rate
of increase of the barrier function decreases to zero. Hence
Theorem 2 implies that if there exists an SCBF for a system,
then the safety condition is satisfied with probability greater

or equal to (1 − ϵ)( ĥ(x0)
ζ )e−ζT when an EKF is used as

an estimator and the control input is chosen at each time t
to satisfy (5). We next present a probabilistic guarantee for
HOCBFs within a finite time horizon.

Definition 3 (SCBF): The function h is a Stochastic Con-
trol Barrier Function (SCBF) of the system, if for all x̂t
satisfying h(x̂t) > 0 there exists ut s.t. ∀zt with ∥zt∥ ≤ γ
(5) is satisfied.

There may not exist a value of ut to satisfy (5) when
∂h
∂xg(x) = 0. To address this problem, CBF with high relative
degree has been proposed in deterministic [41] and stochastic
[7] settings.

Let d = 0, 1, . . . and define dth order differentiable function
hd(x) as

h0(x) = h(x),

h1(x) =
∂h0

∂x
f(x, u) +

1

2
tr

(
σT

(
∂2h0

∂x2

)
σ

)
+ h0(x),

...

hd+1(x) =
∂hd

∂x
f(x, u) +

1

2
tr

(
σT

(
∂2hd

∂x2

)
σ

)
+ hd(x).

Define Cd =
{
x : hd(x) ≥ 0

}
. The following theorem pro-

vides sufficient conditions for safety of a high-degree system.
Theorem 3: Let C =

⋂d′

d=0 Cd. Suppose that there exists d′

such that ∂hd′

∂x g(x)u ̸= 0. If ut is chosen to satisfy

∂hd
′

∂x
(f(x, u)) +

1

2
tr

(
σT ∂

2hd
′

∂x2
σ

)
≥ −hd

′
(x). (6)

Let ζd = supx∈Cd hd(x). Then Pr(xt ∈ C, 0 ≤ t ≤ T ) ≥∏d′

d=0(
hd(x0)

ζd )e−ζdT if x0 ∈ C.
Proof: Suppose that ut satisfying the conditions of the

theorem is chosen at each time t. Theorem 2 implies that
hd

′
(xt) ≥ 0 when 0 ≤ t ≤ T with probability greater or

equal to (h
d′ (x0)

ζd′ )e−ζd′T . By definition of hd(x) we have that
∂hd′−1

∂x g(x)u = 0. We also have Pr(xt ∈ Cd′−1, 0 ≤ t ≤
T |xt ∈ Cd′

) ≥ (h
d′−1(x0)

ζd′−1 )e−ζd′−1T . Proceeding inductively,
we have Pr(xt ∈ C, 0 ≤ t ≤ T ) ≥ P where

P =

d′∏
i=1

Pr(xt ∈ Ci−1, 0 ≤ t ≤ T |xt ∈ Ci)

· Pr(xt ∈ Cd′
, 0 ≤ t ≤ T ).

Finally, we have Pr(xt ∈ C, 0 ≤ t ≤ T ) ≥∏d′

d=0(
hd(x0)

ζd )e−ζdT .
Definition 4: The function hd

′
is a high-order CBF

(HOCBF) of relative degree d′ for system (1)-(2) if for all
x ∈ C there exists u satisfying (6).
The following theorem provides equivalent conditions for the
existence of solutions to systems of polynomial equations and
inequalities. This allows us to verify sufficient and necessary
conditions for safety.

Theorem 4 (Positivstellensatz [62]): Let (ϕj)j=1,...,s,
(χk)k=1,...,t, (ψℓ)ℓ=1,...,u be finite families of polynomials
in R [x1, . . . , xn]. Denote by C the cone generated by
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(ϕj)j=1,...,s, M the multiplicative monoid generated by
(χk)k=1,...,t, and D the ideal generated by (ψℓ)ℓ=1,...,u.
Then, the following properties are equivalent:

1) The set x ∈ Rn
ϕj(x) ≥ 0, j = 1, . . . , s
χk(x) ̸= 0, k = 1, . . . , t
ψℓ(x) = 0, l = 1, . . . , u


is empty.

2) There exist ϕ ∈ C,χ ∈M,ψ ∈ D such that ϕ+χ2+ψ =
0.

Lemma 1 (Farkas’ Lemma [63]): Let A be a real matrix
with m rows and n columns, and let b ∈ Rn

u be a vector. One
of the following conditions holds. i) The system of inequalities
Ax ≤ b has a solution. ii) There exists y such that y ≥ 0,
yTA = 0T and yT b < 0, where 0 denote a zero vector.

IV. SAFE CONTROL UNDER SENSOR FAULTS AND
ATTACKS

In this section, we consider the system under sensor faults
and derive safety guarantees.

We consider a nonlinear control system whose output may
be affected by one of m sensor faults. The set of possible
faults is indexed as {r1, . . . , rm}. Each fault ri maps to a set
of affected observations F(ri) ⊆ {1, . . . , q}. We assume that
F(ri) ∩ F(rj) = ∅ for i ̸= j. Let r ∈ {r1, . . . , rm} denote
the index of the fault experienced by the system. The system
dynamics are described as

dxt = (f(xt) + g(xt)ut) dt+ σt dWt (7)
dyt = (cxt + at) dt+ νt dVt, (8)

where the vector at ∈ Rq represents the impact of the fault and
is constrained by supp(at) ⊆ F(r). Hence, if fault ri occurs,
then the outputs of any of the sensors indexed in F(ri) can be
arbitrarily modified by the fault. The sets F(r1), . . . ,F(rm)
are known, but the value of ri is unknown. In other words,
the set of possible faults is known, but the exact fault that has
occurred is unknown to the controller.

To illustrate, we take an autonomous vehicle system as
an example. Consider an autonomous system equipped with
two INS sensors, a GNSS and one LiDAR system indexed
as {1, 2, 3, 4} for localization measurements denoted as y =
{y1, y2, y3, y4}. We consider three possible attacks: an attack
on one of the INS sensors, an attack on another INS sensor, or
a simultaneous GPS/LiDAR spoofing attack. The correspond-
ing fault patterns are given as F(r1) = {1}, F(r2) = {2},
F(r3) = {3, 4}.

Define ci to be the c matrix with the corresponding rows
indexed in F(ri) removed, yt,i to be equal to the vector yt
with the entries indexed in F(ri) removed, and νt,i to be the
matrix νt with rows and columns indexed in F(ri) removed.
Define ci,j to be the c matrix with the corresponding rows
indexed in F(ri) and F(rj) removed, where i ̸= j.

We make the following assumption for the sensor fault
scenario.

Assumption 2: The system (7)-(8) and the sensor fault
patterns F(r1), . . . ,F(rm) satisfy the conditions:

1) The system is controllable.
2) For each i, j ∈ {1, . . . ,m}, the pair

[∂f∂x (x, u), ci,j ] is uniformly detectable.
Problem Statement: Given a finite time T , a safe set C defined
in (3) and a parameter ϵ ∈ (0, 1), compute a control policy that,
at each time t, maps the sequence {yt′ : t′ ∈ [0, t)} to an input
ut such that, for any fault r ∈ {r1, . . . , rm}, Pr(xt ∈ C, 0 <
t < T ) ≥ (1− ϵ)T (T ), for some function T : Rn → (0, 1).

A. Sensor FTC Strategy Definition
We propose a CBF-based strategy with safety guarantees

for a system satisfying Assumption 2. The strategy that ac-
commodates sensor faults and attacks is an FTC in a passive
manner. The goal of FTC is to ensure the robustness of the
control system to accommodate multiple component faults
without striving for optimal performance for any specific fault
condition.

The intuition behind our approach is as follows. Since we do
not know the fault pattern r, we construct estimators excluding
faulty sensors by maintaining m EKFs. Each EKF corresponds
to a different possible fault pattern in {r1, . . . rm}. We ensure
safety with desired probability by defining m corresponding
SCBFs, each of which results in a different linear constraint
on the control input.

The potential drawback is that the safety guarantees of
Theorem 2 rely on the existence of a control input satisfying
the safety constraint at each time-step. This assumption may
not hold for two reasons. Firstly, feasible control input u may
not exist when ∂h

∂xg(x) = 0, since u does not affect states x.
Secondly, a feasible solution may not exist when faulty sensor
measurements cause the state estimates to diverge. To address
the first reason, we define higher-order SCBFs such that for
d-th degree ∂hd

∂x g(x) ̸= 0. Then, we choose control input u
to satisfy constraints constructed by higher-order SCBFs. To
address the second reason, we define a set of

(
m
2

)
EKFs to

resolve conflicts between the constraints. Each EKF estimator
omits all sensors affected by either fault ri or fault rj for
some i, j ∈ {1, . . . ,m}, i ̸= j. These estimators will be used
to resolve any deviations between the state estimates from
sensors {1, ...,m}\F(ri) and {1, ...,m}\F(rj).

Let Cγ := {x : ĥd(x) ≥ 0} where ĥd(x) = hd(x)− h̄dγ and

h̄dγ = sup
x,xd,0

{
hd(x) : ∥x− xd,0∥2 ≤ γ and hd(xd,0) = 0

}
(9)

Let Cγ =
⋂d′

d=0 Cd
γ . To ensure safety as defined in (3), we need

to show that Pr(xt ∈ C, 0 ≤ t ≤ T ) ≥
∏d′

d=0(
ĥd(x0)

ζd )e−ζdT

if x0 ∈ C̄γ given x0 ∈ C̄γ and ||xt − x̂t||2 ≤ γ, ∀t.
Proposition 2: For a system (7)-(8) with safety region de-

fined by (3), suppose there exists d′, such that ∂hd′

∂x g(x) ̸= 0.
Suppose that ut is chosen to satisfy

∂hd
′

∂x
f̄(x̂t, ut)−

∥∥∥∥∥∂hd
′

∂x
(x̂t)Ktc

∥∥∥∥∥
2

γ

+
1

2
tr

(
νTt K

T
t

∂2hd
′

∂x
(x̂t)Ktνt

)
≥ −ĥd

′
(x̂t). (10)
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Then Pr(xt ∈ C, 0 ≤ t ≤ T | ||xt − x̂t||2 ≤ γ ∀t) ≥∏d′

d=0(
ĥd(x0)

ζd )e−ζdT if x0 ∈ C̄γ .
Proof: Given ||xt − x̂t||2 ≤ γ ∀t, we suppose that ut

is chosen to satisfy (10). By Theorem 2 and (10), we have
hd

′
(xt) ≥ 0 when 0 ≤ t ≤ T with probability greater or

equal to ( ĥ
d′ (x0)

ζd′ )e−ζd′T . By definition of relative degree, we

have ∂hd

∂x g(x)u = 0 for d < d′. By definition of hd
′
(xt), we

have ∂hd

∂x f(x, 0) +
1
2 tr

(
σT
(

∂2hd

∂x2

)
σ
)
+ hd(x) ≥ 0, where

d = d′−1. This implies hd
′−1(xt) ≥ 0. Similar to the proof of

Theorem 3, by proceeding inductively, we then have Pr(xt ∈
C, 0 ≤ t ≤ T | ||xt − x̂t||2 ≤ γ ∀t) ≥

∏d′

d=0(
ĥd(x0)

ζd )e−ζdT if
x0 ∈ C̄γ .

The function hd
′

ensures safety of the system with relative
degree d′ by Proposition 2. Hence we define the function as
follows.

Definition 5: The function hd
′

is a higher order SCBF
(HOSCBF) of relative degree d′ for system (1)-(2) if for all
x̂t ∈ C there exists ut satisfying (10).

We next present a scheme to resolve conflicts between
constraints in the case of faults and attacks. Let Rt,i = νt,iν

T
t,i

and Kt,i = P t,ic
T
i (Rt,i)

−1. Here P t,i is the solution to the
Riccati differential equation

dP t,i

dt
= Ft,iP t,i + P t,iF

T
t,i +Qt − P t,ic

T
i R

−1

t,i ciP t,i

with Ft,i = ∂f
∂x (x̂t,i, ut). Define a set of m EKFs with

estimates denoted x̂t,i via

dx̂t,i = (f(x̂t,i)+g(x̂t,i)ut) dt+Kt,i(dyt,i−cix̂t,i dt). (11)

Each of these EKFs represents the estimate obtained by
removing the sensors affected by fault ri. Furthermore, define
yt,i,j , νt,i,j , ci,j , Rt,i,j , and Kt,i,j in an analogous fashion
with entries indexed in F(ri) ∪ F(rj) removed. We assume
throughout that the R matrices are invertible. We then define
a set of

(
m
2

)
estimators x̂t,i,j as

dx̂t,i,j = (f(x̂t,i,j) + g(x̂t,i,j)ut) dt

+Kt,i,j(dyt,i,j − ci,j x̂t,i,j dt). (12)

When F(ri)∪F(rj) = {1, . . . , q}, the open-loop estimator is
used for x̂t,i,j .

We then select parameters γ1, . . . , γm ∈ R+, and {θij : i <
j} ⊆ R+. The set of feasible control inputs is defined at each
time t using the following steps:

1) Define Zt = {1, . . . ,m}. Define a collection of sets Ωi,
i ∈ Zt, by

Ωi ≜

{
u :

∂hd
′

i

∂x

(
f̄(x̂t,i, ut)

)
−

∥∥∥∥∥∂hd
′

i

∂x
(x̂t)Ktc

∥∥∥∥∥
2

γi

+
1

2
tr

(
νTt K

T
t

∂2hd
′

i

∂x
(x̂t,i)Ktνt

)
≥ −ĥd

′

i (x̂t,i)

}
(13)

Select ut satisfying ut ∈
⋂

i∈Zt
Ωi. If no such ut exists,

there exists conflicts between constraints, i.e., ∃i, j, i ̸=
j s.t. Ωi ∩ Ωj = ∅. Then go to Step 2.

2) For each i, j with ||x̂t,i− x̂t,j ||2 > θij , set Zt = Zt\{i}
(resp. Zt = Zt \ {j}) if ||x̂t,i − x̂t,i,j ||2 > θij/2
(resp. ||x̂t,j − x̂t,i,j ||2 > θij/2). If

⋂
i∈Zt

Ωi ̸= ∅, then
select ut ∈

⋂
i∈Zt

Ωi. Else, go to Step 3. This step
resolves conflicts between estimations by comparing the
difference between estimations against thresholds θij .

3) Remove the indices i from Zt corresponding to the
estimators with the largest residue values yt,i − cix̂t,i
until there exists ut ∈

⋂
i∈Zt

Ωi.
We next provide sufficient conditions for this control policy

to guarantee safety.
Theorem 5: Given x0 ∈ C̄γ , define

h
d

γi
= sup

x,x0

{
hd(x) : ||x− xd,0||2 ≤ γi and hd(xd,0) = 0

}
and ĥdi (x) = hd(x)−hdγi

. Suppose γ1, . . . , γm, and θij for i <
j are chosen such that the following conditions are satisfied:

1) Define Λd
i (x̂t,i) =

∂hd
i

∂x (x̂t,i)g(x̂t,i). For all i, j ∈ Zt

with ||x̂t,i − x̂t,j ||2 ≤ θij , there exists u such that

Λd′

i (x̂t,i)u > 0 (14)

for all i ∈ Z ′
t.

2) For each i, when r = ri,

Pr(||x̂t,i − x̂t,i,j ||2 ≤ θij
2

∀j,

||x̂t,i − xt||2 ≤ γi ∀t) ≥ 1− ϵ. (15)

Then Pr(xt ∈ C, 0 ≤ t ≤ T ) ≥ (1− ϵ)
∏d′

d=0(
ĥd(x0)

ζd )e−ζdT

for any fault pattern r ∈ {r1, . . . , rm}.
Proof: Suppose that the fault f = fi. We will show that,

if ||x̂t,i−xt||2 ≤ γi and ||x̂t,i− x̂t,i,j ||2 ≤ θij/2 for all t, then
ut ∈ Ωi holds. Hence xt ∈ C for 0 ≤ t ≤ T with probability
greater or equal to

∏d′

d=0(
ĥd(x0)

ζd )e−ζdT by Proposition 2.
At time t, suppose that ĥd

′

i (x̂t,i) ≥ 0, and that ||x̂t,i −
x̂t,i,j ||2 ≤ θij/2. We consider three cases, namely (i) ||x̂t,j −
x̂t,k||2 ≤ θjk for all j, k ∈ Zt, (ii) ||x̂t,i − x̂t,j ||2 ≤ θij for all
j ∈ Zt, but there exist j, k ∈ Zt\{i} such that ||x̂t,j−x̂t,k||2 >
θjk, and (iii) ||x̂t,i − x̂t,j ||2 > θij for some j ∈ Zt.
Case (i): We will show that there exists u ∈ ∩j∈ZtΩj , and
hence in particular ut satisfies Ωi. Each Ωj can be written in
the form

Ωj = {u : Λd′

j (x̂t,j)ut ≥ ωd′

j } (16)

where ωd′

j is a real number that does not depend on ut. Under
the assumption 1) of the theorem, there exists u satisfying (14)
for all i ∈ Z ′

t. Choose

ut =

(
max

j
{|ωd′

j |}/||u||2
)
u.

This choice of ut satisfies ut ∈
⋂

j∈Zt
Ωj , in particular ut ∈

Ωi.
Case (ii): In this case, Step 2 of the procedure is reached
and constraints Ωj are removed until all indices in Zt satisfy
||x̂t,j− x̂t,k||2 ≤ θjk. Since ||x̂t,i− x̂t,j ||2 ≤ θij already holds
for all j ∈ Zt, i will not be removed from Zt during this step.
After Step 2 is complete, the analysis of Case (i) holds and
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there exists a u which satisfies all the remaining constraints,
including Ωi.
Case (iii): Suppose j satisfies ||x̂t,i − x̂t,j ||2 > θij . We have

θij < ||x̂t,i − x̂t,i,j + x̂t,i,j − x̂t,j ||2
≤ ||x̂t,i − x̂t,i,j ||2 + ||x̂t,i,j − x̂t,j ||2 (17)
≤ θij/2 + ||x̂t,i,j − x̂t,j ||2 (18)

where Eq. (17) follows from the triangle inequality and (18)
follows from the assumption that ||x̂t,i − x̂t,i,j ||2 ≤ θij/2.
Hence ||x̂t,j − x̂t,i,j ||2 > θij/2 and j is removed from Zt. By
applying this argument to all such indices j, we have that i
is not removed during Step 2 of the procedure, and thus the
analyses of Cases (i) and (ii) imply that ut ∈ Ωi.

From these cases, we have that Ωi holds whenever
ĥdi (x̂t,i) ≥ 0. Therefore, by Proposition 2, we have

Pr(xt ∈ C, 0 ≤ t ≤ T | ||x̂t,i − x̂t||2 ≤ γi,

||x̂t,i − x̂t,i,j ||2 ≤ θij/2 ∀t) ≥
d′∏

d=0

(
ĥd(x0)

ζd
)e−ζdT

and Pr(xt ∈ C, 0 ≤ t ≤ T ) ≥ (1 − ϵ)
∏d′

d=0(
ĥd(x0)

ζd )e−ζdT

by (15).
The bank of functions in Proposition 5 ensures the safety

of the system with faulty components. Hence we define the
functions as follows.

Definition 6: The bank of functions hd
′

1 , . . . , h
d′

m are Fault-
Tolerant High Order Stochastic Control Barrier Functions
(FT-HOSCBFs) of relative degree d′ for system (1)-(2) if
conditions in Theorem 5 are satisfied.

B. Feasibility Verification

In order for Theorem 5 to guarantee system safety, the
linear constraint (14) must hold for all time t. In what follows,
we develop an SOS-based scheme to verify the feasibility of
SCBF, FT-SCBF and FT-HOCBF constraints for both fault-
free case and the case with sensor faults and attacks.

We focus on verification for a constant-gain Kalman filter.
In the case where the system is LTI with constant noise,
the steady-state Kalman filter gain is optimal and hence
satisfies the stochastic stability criteria by Theorem 1. In this
subsection, we omit the time subscript of xt, x̂t and zt, i.e.,
(x, x̂ and z) to simplify the expression. We consider an LTI
system described by (1) and (2), where f(x) = F , g(x) = G,
the matrices Rt = R and Qt = Q. For an LTI system, Pt is the
covariance matrix for the estimation error and will converge
to a steady-state value P . The Kalman filter has a constant
gain given by K = PcTR−1. We introduce an SOS-based
approach to verify the feasibility for this case.

1) Verification for SCBF: We first present the verification for
an SCBF in an attack-free scenario, in which one SCBF-based
safety constraint must be satisfied. We have the following
initial result.

Proposition 3: Suppose Assumption 1 holds. The function
h(x̂) is a SCBF if and only if there is no x̂ ∈ Cγ , z ∈ Rn

satisfying ∂h
∂xg(x̂) = 0 , zT z − γ2 ≤ 0 and ξ(x̂) < 0 where

ξ(x̂) =
∂h

∂x
f(x̂) +

1

2
tr

(
νTKT ∂

2h

∂x2
(x̂)Kν

)
−∥∥∥∥∂h∂x (x̂)Kc

∥∥∥∥
2

γ + ĥ(x̂). (19)

Proof: By Theorem 2, the set Cγ is positive invariant
given ∥x− x̂∥ ≤ γ if for all time t ut is chosen to satisfy (5)
∀zt with ∥zt∥ ≤ γ. By Definition 3, we have that h(x̂) is a
SCBF if and only if (5) holds for all x̂ ∈ Cγ := {x : ĥ(x) ≥
0}. If ∂h

∂xg(x̂) ̸= 0, we can choose u s.t.

∂h

∂x
g(x̂)u ≥ sup

∥z∥≤γ

{
−∂h
∂x
f(x̂)−

1

2
tr

(
νTKT ∂

2h

∂x2
(x̂)Kν

)
+

∥∥∥∥∂h∂x (x̂)Kc
∥∥∥∥
2

γ − ĥ(x̂)

}
.

Since ∥z∥ ≤ γ is a compact set, such a u always exists. Hence,
(4) fails if and only if ∃x̂ and z with ∥z∥ ≤ γ s.t. (i) ∂h

∂xg(x̂) =
0, and (ii) ξ(x̂) < 0 hold simultaneously.

Based on the proposition, we can formulate the following
conditions via the Positivstellensatz.

Lemma 2: A polynomial h(x̂) is an SCBF for system (1)–
(2) if and only if there exist polynomials ρ(x̂, z), sum-of-
squares polynomials qS(x̂, z), integers r1 such that

ϕ(x̂, z) + χ(x̂, z) + ψ(x̂) = 0, (20)

and

ϕ(x̂, z) =
∑

S⊆{1,...,3}

qS(x̂, z)
∏
i∈S

ϕi(x̂, z)

χ(x̂, z) = (ξ(x̂))
2r1

ψ(x̂) =
m∑
i=1

ρi(x̂, z)

[
∂h

∂x
g(x̂)

]
i

,

where ϕ1(·) = −ξ(x̂), ϕ2(·) = −zT z + γ2 and ϕ3(·) = ĥ(x̂).
Proof: By Proposition 3, we have h(x̂) is an SCBF iff

there exist no x̂, z such that∂h∂xg(x̂) = 0, zT z − γ2 ≤ 0
and −ξ(x̂) > 0. The latter two conditions are equivalent to
−zT z + γ2 ≥ 0, and −ξ(x̂) ≥ 0, ξ(x̂) ̸= 0. These conditions
are equivalent to (20) by the Positivstellensatz.

2) Verification for FT-SCBF: We now extend the result into
the case where sensors may experience faults and attacks.
Specifically, we consider a nonlinear control system whose
output may be affected by one of m sensor faults described
by (7) and (8).

In this case, we need to verify the feasibility of u to
satisfy m SCBF constraints under m possible sensor faults. To
achieve this, we extend Proposition 3 to verify the feasibility
of a set of SCBF constraints via Farkas’ Lemma.

Corollary 1: Define A(x) and Ξ(x) as follows.

A(x) = (A1(x) . . . Am(x))
T

Ξ(x) = [ξ1(x) . . . ξm(x)]T
(21)

Control input u that is chosen to satisfy a set of linear
constraints can be written as

A(x)u ≤ Ξ(x, z). (22)
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By Farkas’s Lemma, the system A(x)u ≤ Ξ(x) has a solution
u ∈ Rp, if and only if there does not exist y ∈ Rm such that

AT (x̂)y = 0, y ≥ 0, ΞT (x̂)y < 0. (23)
We define A(x) and Ξ(x) as follows

A(x̂) =

(
−∂h
∂x
g(x̂1) . . .−

∂h

∂x
g(x̂m)

)T

,

Ξ(x̂) = [ξ(x̂1) . . . ξ(x̂m)]T .

Proposition 4: Suppose Assumption 1 and conditions in
Theorem 5 hold. There exists a feasible solution u satisfying
a set of m SCBF constraints if and only if there is no
x̂1, . . . , x̂m ∈ Cγ , z1, . . . , zm ∈ Rn and y ∈ Rm satisfying
zTj zj −γ2 ≤ 0, (x̂j − x̂k)T (x̂j − x̂k)−γ2 ≤ 0, AT (x̂j)y = 0,
y ≥ 0 and ΞT (x̂j)y < 0, ∀j, k ∈ {1, . . . ,m}.

Proof: By Definition 3, we have ĥ(x̂j) = h(x̂j)−hγ ≥ 0
for all x̂j ∈ Cγ . By Theorem 1, we have zTj zj − γ2 ≤ 0 for
all j. By Theorem 5, we have (x̂j − x̂k)

T (x̂j − x̂k) ≤ γ2,
∀j, k ∈ {1, . . . ,m}. For the case where ĥ(x̂) = 0, u can be
chosen to satisfy (5) for all j. By Corollary 1, we have the
existence of u if and only if there does not exist y ∈ Rm

such that (23) hold. Conversely, if for some x̂0, x̂1, z0 and
y0 satisfying ∂h

∂xg(x̂0) = 0, (x̂0 − x̂1)
T (x̂0 − x̂1) − γ2 ≤ 0,

zT0 z0 − γ2 ≤ 0, AT (x̂0)y0 = 0, y0 ≥ 0 and ΞT (x̂0)y0 < 0,
the set C is not positive invariant.

Then, we can formulate the following conditions via the
Positivstellensatz.

Lemma 3: There exists a feasible solution u satisfying a set
of m SCBF constraints if and only if there exist polynomials
ρ(x̂j , y, zj), sum-of-squares polynomials q(x̂j , y, zj), integers
s = 4m+m2, r1, . . . , rm such that

ϕ(x̂j , x̂k, y, zj)+χ(x̂j , x̂k, y, zj)+ψ(x̂j , x̂k, y, zj) = 0, (24)

and

ϕ(·) =
∑

S⊆{1,...,s}

qS(x̂j , x̂k, y, zj)
∏
i∈S

ϕi(x̂j , x̂k, y, zj)

χ(·) =
∏

∀j∈{1,...,m}

(
−ΞT (x̂j)y

)2rj
ψ(·) =

m∑
j=1

(
p∑

i=1

ρ0i (x̂j , x̂k, y, zj)
[
AT (x̂j)y

]
i

)
,

where ϕ{1,...,m}(·) = −ΞT (x̂j)yj , ϕ{m+1,...,2m}(·) = ĥ(x̂j),
ϕ{2m+1,...,3m}(·) = −zTj zj + γ2, ϕ{3m+1,...,4m}(·) = yj and
ϕ{4m+1...4m+m2}(·) = −(x̂j − x̂k)

T (x̂j − x̂k) + γ2.
Proof: By Proposition 4, we have h(x̂) is an SCBF if and

only if there exist no x̂1, . . . , x̂m, z1, . . . , zm and y satisfying
(x̂j−x̂k)T (x̂j−x̂k)−γ2 ≤ 0, ∀j, k ∈ {1, . . . ,m}, zTj zj−γ2 ≤
0 ∀j, AT (x̂)yj = 0, yj ≥ 0 and ΞT (x̂)yj < 0. The conditions
are equivalent to ∀j, k ∈ {1, . . . ,m},

− zTj zj + γ2 ≥ 0,

− (x̂j − x̂k)
T (x̂j − x̂k) + γ2 ≥ 0,

AT (x̂j)y = 0, y ≥ 0, −ΞT (x̂j)y ≥ 0,ΞT (x̂j)y ̸= 0

These conditions are equivalent to (24) by the Positivstellen-
satz.

3) Verification for FT-SCBF with high relative degree: We
further extend the proposition 4 and Lemma 3 to verify the
feasibility of a set of HOSCBF constraints.

We define A(x) and Ξ(x) as follows

A(x̂) =

(
−∂h

d′

∂x
g(x̂1), . . . ,−

∂hd
′

∂x
g(x̂m)

)T

,

Ξ(x̂) =[ξ1(x̂1), . . . , ξm(x̂m)]T , where

ξi(x̂) =
∂hd

′

∂x
f(x̂) +

1

2
tr

(
νTKT ∂

2hd
′

i

∂x2
(x̂)Kν

)
−∥∥∥∥∥∂hd

′

i

∂x
(x̂)Kc

∥∥∥∥∥
2

γi + ĥd
′

i (x̂).

Proposition 5: Suppose Assumption 1 and conditions in
Theorem 5 hold. There exists a feasible solution u satisfying
a set of m HOSCBF constraints with relative degree d if and
only if there is no x̂1, . . . , x̂m ∈ Cγ , z1, . . . , zm ∈ Rn and
y ∈ Rm satisfying ĥd(x̂j) ≥ 0, ∀j, ∀d ≤ d′, (x̂j − x̂k)T (x̂j −
x̂k) − γ2 ≤ 0, ∀j, k ∈ {1, . . . ,m}, zTj zj − γ2 ≤ 0 ∀j,
AT (x̂)y = 0, y ≥ 0 and ΞT (x̂)y < 0.

Proof: By Theorem 1, we have zTj zj − γ2 ≤ 0 for
all j with m EKFs. By the Definition 5, we have ĥd(x̂j) =
hd(x̂j) − hγ ≥ 0 for all x̂j ∈ C, if and only if the following
three conditions are satisfied. For all x̂j ∈ C, ĥd(x̂) ≥ 0 for
all d ≤ d′. Next, by Theorem 5, (x̂j − x̂k)

T (x̂j − x̂k) ≤ γ2,
∀j, k ∈ {1, . . . ,m}. Moreover, ∂hd′

∂x g(x̂j) ̸= 0 and u are
chosen to satisfy (10) for all j. By Corollary 1, we have a
solution u ∈ Rp exists, if and only if there does not exist
y ∈ Rm such that (23) holds. Conversely, if for some x̂0, x̂1,
z0 and y0 satisfying ĥd(x̂0) ≥ 0, (x̂0−x̂1)T (x̂0−x̂1)−γ2 ≤ 0,
zT0 z0 − γ2 ≤ 0, AT (x̂)y0 = 0, y0 ≥ 0 and ΞT (x̂)y0 < 0, the
set C is not positive invariant.

Lemma 4: There exists a feasible solution u satisfying
a set of m HOSCBF constraints if and only if there ex-
ist polynomials ρ(x̂j , x̂k, y, zj), sum-of-squares polynomials
qS(x̂j , x̂k, y, zj), integers d′1, . . . , d

′
m, s = 3m + m2 +∑m

j=1 d
′
j , r1, . . . , rm such that

ϕ(x̂j , x̂k, y, zj)+χ(x̂j , x̂k, y, zj)+ψ(x̂j , x̂k, y, zj) = 0, (25)

and

ϕ(·) =
∑

S⊆{1,...,s}

qS(x̂j , x̂k, y, zj)
∏
i∈S

ϕi(x̂j , x̂k, y, zj)

χ(·) =
∏

∀j∈{1,...,m}

(
−ΞT (x̂j)y

)2rj
ψ(·) =

m∑
j=1

(
p∑

i=1

ρ0i (x̂j , x̂k, y, zj)
[
AT (x̂j)y

]
i

)

where ϕ{1,...,m}(·) = −ΞT (x̂j)y, ϕ{m+1,...,2m}(·) = yj ,
ϕ{2m+1,...,3m}(·) = −zTj zj + γ2,ϕ{3m+1...3m+m2}(·) =
−(x̂j − x̂k)

T (x̂j − x̂k) + γ2 and for dj ∈ {0, . . . , d′j},
ϕ{3m+m2+1,...,3m+m2+

∑m
j=1 d′

j}(·) = ĥdj (x̂j).
Proof: By proposition 5, we have hd(x̂) are HOSCBFs

if and only if there exist no x̂1, . . . , x̂m ∈ Cγ , z1, . . . , zm ∈
Rn and y ∈ Rm satisfying ĥd(x̂j) ≥ 0, ∀j, ∀d ≤ d′, (x̂j −
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x̂k)
T (x̂j − x̂k) − γ2 ≤ 0, ∀j, k ∈ {1, . . . ,m}, zTj zj − γ2 ≤

0 ∀j, AT (x̂)y = 0, y ≥ 0 and ΞT (x̂)y < 0. The conditions
are equivalent to ∀j, k ∈ {1, . . . ,m},

ĥdj (x̂j) ≥ 0, ∀dj ≤ d′j

− (x̂j − x̂k)
T (x̂j − x̂k) + γ2 ≥ 0,−zTj zj + γ2 ≥ 0,

AT (x̂j)y = 0, y ≥ 0, −ΞT (x̂j)y ≥ 0,ΞT (x̂j)y ̸= 0

These conditions are equivalent to (25) by the Positivstellen-
satz.

V. JOINT SAFETY AND STABILITY UNDER SENSOR
FAULTS AND ATTACKS

We next present a framework to ensure joint safety and
stability for systems with sensor faults and attacks via CLFs
and HOSCBFs. Such an approach has been widely used in
fault-free scenarios.

Define the goal set G ⊆ C by G = {x : w(x) ≥ 0} for some
function w for some equilibrium point xe ∈ G, f(xe) = 0 and
g(xe) = 0. Define τ(G) as the first time when xt reaches G.

Problem Statement: Given a goal set G, a safe set C
and a parameter ϵ ∈ (0, 1), compute a control policy that,
at each time t, maps the sequence {yt′ : t′ ∈ [0, t)} to an
input ut such that, given a finite stopping time T , for any fault
r ∈ {r1, . . . , rm}, Pr(xt ∈ C, 0 ≤ t ≤ T ) ≥ (1−ϵ)T (T ), for
some function T : Rn → (0, 1) and Pr(τ(G) <∞) > 1− ϵ.

A. HOSCBF-CLF

Our approach towards through asymptotically convergence
to goal set G is through the use of stochastic Control Lyapunov
Functions. A function V : Rn → R≥0 is a stochastic CLF for
the SDE (1) if, for each xt, we have

inf
u

{
∂V

∂x
f(xt, ut) +

1

2
tr

(
σT ∂

2V

∂x2
σ

)}
< −ρV (xt)

η (26)

for some ρ > 0 and 0 < η < 1.
The following result describes the stochastic stability of sys-

tems using CLFs with [64, Theorem 3.1] providing sufficient
conditions for the following result. As a preliminary, define
τ(z) = inf {t : V (xt) ≤ z}.

Proposition 6 ( [64, Theorem 3.1]): Suppose there exists a
V such that, whenever V (xt) ≥ V , we choose ut to satisfy

∂V

∂x
f(xt) +

∂V

∂x
g(xt)ut +

1

2
tr

(
σT ∂

2V

∂x2
σ

)
< −ρV (xt)

η

for some ρ > 0 and 0 < η < 1. For x ∈ Rn\{x|V (x) = 0},
Pr(τ(V ) <∞|x0 = x) = 1.

In the case with sensor faults and attacks, we consider a
system with dynamics (1) and an Extended Kalman Filter es-
timator x̂t. The following result is an extension of Proposition
6 to this case.

Lemma 5: Suppose that there exist constants M > 0 and
k ∈ N such that, for any x and x′, |V (x)− V (x′)| ≤M ||x−
x′||k2 . Suppose Pr(||x̂t − xt||2 ≤ γ ∀t) > 1 − ϵ and, at each

time t when V (x̂t) > V , we have

∂V

∂x
(x̂t)(f(x̂t) + g(x̂t)ut) + γ||∂V

∂x
(x̂t)Ktc||2

+
1

2
tr

(
νTt K

T
t

∂2V

∂x2
(x̂t)Ktνt

)
< −ρ(V (x̂t) +Mγk)η.

(27)

Then
Pr(τ(V +Mγk) <∞) > 1− ϵ

for all xt ∈ Rn\{xt|V (xt) = 0}.
Proof: The dynamics of x̂t are given by

dx̂t = f(x̂t, ut) +Ktc(xt − x̂t) +KtνtdVt.

If ||x̂t − xt||2 ≤ γ, the differential generator LV (x̂t) satisfies

LV (x̂t) =
∂V

∂x
(x̂t)f(x̂t, ut) +

∂V

∂x
(x̂t)Ktc(xt − x̂t)

+
1

2
tr

(
νTt K

T
t

∂2V

∂x2
(x̂t)Ktνt

)
≤ ∂V

∂x
(x̂t)f(x̂t, ut) + γ||∂V

∂x
(x̂t)Ktc||2

+
1

2
tr

(
νTt K

T
t

∂2V

∂x2
(x̂t)Ktνt

)
.

since
∂V

∂x
(x̂t)Ktc(xt − x̂t) ≤ ||∂V

∂x
(x̂t)Ktc||2||xt − x̂t||2

≤ γ||∂V
∂x

(x̂t)Ktc||2.

Since |V (xt) − V (x̂t)| ≤ M ||xt − x̂t||k2 , we have V (xt) ≤
V (x̂t) +M ||xt − x̂t||k2 and ρ(V (xt))

η ≤ ρ(V (x̂t) +Mγk)η ,
for some ρ > 0 and 0 < η < 1.

Hence, if (27) holds, then

Pr
(
inf {t : V (x̂t) ≤ V } <∞ | ||xt − x̂t||2 ≤ γ ∀t

)
= 1

by Proposition 6. Since |V (xt)−V (x̂t)| ≤M ||xt− x̂t||k2 , we
have V (xt) ≤ V (x̂t) +M ||xt − x̂t||k2 , and so

Pr(V (xt) > V +Mγk| ||xt − x̂t||2 ≤ γ ∀t)
≤ Pr(V (x̂t) +Mγk > V +Mγk| ||xt − x̂t||2 ≤ γ ∀t)

= Pr(V (x̂t) > V | ||xt − x̂t||2 ≤ γ ∀t)

Hence Pr(τ(V +Mγk) < ∞| ||xt − x̂t||2 ≤ γ ∀t) = 1 and
thus Pr(τ(V +Mγk) <∞) > 1− ϵ.
Motivated by this result, we next state a control policy that
combines CLFs and HOSCBFs to ensure safety and stability.
At each time t, the set of feasible control actions is defined
as follows:

1) Define Yt(V ) = {j : V (x̂t,j) > V ), and initialize Ut =
Yt(V ). Define a collection of sets Υi, i ∈ Ut, by

Υi ≜

{
u :

∂Vi
∂x

f(x̂t,i, u) + γi||
∂Vi
∂x

(x̂t,i)c||2

+
1

2
tr

(
νTt,iK

T
t,i

∂2V

∂x2
(x̂t,i)Kt,iνt,i

)
< −ρi(V (x̂t) +Mγk)ηi

}
(28)
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for some ρi, ηi, i = 1, . . . ,m. Select any

ut ∈

( ⋂
i∈Zt

Ωi

)
∩

 ⋂
j∈Ut

Υj

 ,

where Ωi is defined as in (13). If no such ut exists, go
to Step 2.

2) For each i, j with ||x̂t,i− x̂t,j ||2 > θij , set Zt = Zt\{i}
and Ut = Ut\{i} (resp. Zt = Zt\{j} and Ut = Ut\{j})
if ||x̂t,i − x̂t,i,j ||2 > θij/2 (resp. ||x̂t,j − x̂t,i,j ||2 >
θij/2). If ( ⋂

i∈Zt

Ωi

)
∩

 ⋂
j∈Ut

Υj

 ̸= ∅,

then select ut from this set. Else go to Step 3.
3) Remove the sets Ωi and Υi corresponding to the esti-

mators with the largest residue values until there exists
a feasible ut.

This policy is similar to the HOSCBF-based approach of
Section IV, with additional constraints to satisfy the stability
condition. This leads to another m linear inequalities. The
following result gives sufficient conditions for safety and
stability.

Theorem 6: Suppose that ĥd
′

1 , . . . , ĥ
d′

m, γ1, . . . , γm, V , V ,
and θij satisfy the constraints of Theorem 5, as well as the
following: (i) The function V satisfies {x : V (x) ≤ V +
Mγki } ⊆ G for all i. (ii) Define Γi(x̂t,i) = ∂Vi

∂x g(x̂t,i). Let
X ′

t ⊆ Xd′

t (δ) and Y ′
t ⊆ Yt(V ) be sets satisfying ||x̂t,i −

x̂t,j ||2 ≤ θij for all i ∈ X ′
t and j ∈ Y ′

t . Then there exists u
with

Λd′

i (x̂t,i)u > 0, Γj(x̂t,j)u < 0 (29)

for all i ∈ X ′
t and j ∈ Y ′

t . If conditions (i) and (ii) hold, then
Pr(xt ∈ C, 0 ≤ t ≤ T ) ≥ (1 − ϵ)

∏d′

d=0(
ĥd(x0)

ζd )e−ζdT and
Pr(τ(G) <∞) > 1−ϵ for any fault pattern r ∈ {r1, . . . , rm},
where τ(G) is the first time when xt reaches G.

Proof: Suppose there exists relative degree d′. By the
argument of Theorem 5, i ∈ Xd′

t (δ) implies that Ωi is a
constraint on ut at time t. An analogous argument yields that
Υi is a constraint as well. By selecting ut satisfying (29) at
each time t, we have that Pr(xt ∈ C, 0 ≤ t ≤ T ) ≥ (1 −
ϵ)
∏d′

d=0(
ĥd(x0)

ζd )e−ζdT by Theorem 5 and Pr(τ(V +Mγk) <
∞) > 1− ϵ by Lemma 5. Hence Pr(τ(G) <∞) > 1− ϵ by
assumption (i) of the theorem.

A controller that reaches a goal set defined by a function V
while satisfying a safety constraint C = {x : h(x) ≥ 0} can
be obtained by solving the optimization problem

minimize uTt Rut
s.t. Λd′

i (x̂t,j)ut ≥ ωd′

j ∀j ∈ Xd′

t (δ) (HOSCBF)
Γi(x̂t,i)ut ≤ τ i ∀i ∈ Yt(V ) (CLF)

(30)
at each time step, where R is a positive definite matrix
representing the cost of exerting control.

B. HOSCBF-CLF Construction

As in the case of a single HOSCBF constraint, satisfaction
of (29) will depend on the geometry of the safe region and
goal set as well as the values of γi and θij . We consider a
linear system with dynamics

dxt = (Fxt +Gut) dt+ σdWt. (31)

The goal set is ellipsoidal, so that w(x) = V (x) = (x −
x′′)TΨ(x−x′′), and the safe region C is given by a hyperplane
constraint aTx − b ≥ 0. We next construct SCBF-CLF as a
special case of HOSCBF-CLF to ensure safety and stability
of the cases where rank(G) = n and rank(G) < n.

Proposition 7: Suppose that rank(G) = n and the follow-
ing conditions hold:

aTx′′ − b >0 (32){
(x− x′′)TΨ(x− x′′) ≤ θ

2
λ

2

}
∩ {aTx− b ≤ 0} =∅ (33)

Then there exists δ > 0 such that, at each time t, there exists
u satisfying (29) when V = θ

2
λ(Φ)
2 .

Proof: Select δ such that δ < aTx′′. We consider three
cases. In the first case, Xt(δ) ̸= ∅ and Yt(V ) = ∅. In the
second case, Xt(δ) = ∅ and Yt(V ) ̸= ∅. In the third case,
Xt(δ) ̸= ∅ and Yt(V ) ̸= ∅.

If Xt(δ) ̸= ∅ and Yt(V ) = ∅, then u satisfying aTGu > 0
suffices to ensure safety by Lemma 1 in [56]. If Yt(V ) ̸= ∅
and Xt(δ) = ∅, then choose u such that Gu = −(x̂t,i − x′′)
for some i ∈ Yt(V ). By Proposition 1 in [56], for any positive
definite matrix Φ and x′ ∈ Rn if

||x̂t,i − x̂t,j ||2 ≤ θ ≤ λ(Φ)−1/2
√
2

and x̂t,i and x̂t,j both satisfy (x − x′)TΦ(x − x′) > (1 − ϵ)
for ϵ sufficiently small, then

(x̂t,i − x′)TΦ(x̂t,j − x′) > 0.

Choosing Φ = 1

2θ
2Ψ and x′ = x′′ yields λ(Φ) = 1

2θ
2 , and

hence θ ≤ λ(Φ)−1/2
√
2 holds by construction. Hence we have

(x̂t,i − x′′)T
(

1

2θ
2
λ
Ψ

)
(x̂t,j − x′′) > 0

when x̂t,i and x̂t,j satisfy

(x− x′′)T
(

1

2θ
2
λ
Ψ

)
(x− x′′) ≥ 1,

or equivalently, when they satisfy

(x− x′′)TΨ(x− x′′) ≥ θ
2
λ

2
.

Finally, suppose that Yt(V ) ̸= ∅ and Xt(δ) ̸= ∅. Choosing
u such that Gu = −(x̂t,i − x′′) for some i ∈ Yt(V ). By the
preceding discussion, (29) holds for all j ∈ Yt(V ). By choice
of δ, i ∈ Xt(δ) implies that aT x̂t,i < aTx′′. Hence, we have

aTGu = aT (x′′ − x̂t,i) > 0,

and therefore Λ(x̂t,i)ut < 0 is satisfied for all i ∈ X ′
t.
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We next turn to the case where rank(G) < n. As in the
case of the SCBF construction in [56], we add a hyperplane
constraint (x − x′′)TΨv < 0 to ensure that the SCBF-CLF
constraints are satisfied.

Proposition 8: Suppose that v ∈ span(G) and satisfies the
following conditions: (i) aT v > 0, and (ii) the initial state x′

satisfies (x′−x′′)TΨv < 0. Then there exists u satisfying (29)
at each time t.

Proof: At each time t, choose Gu = v. We need to
verify both SCBF constraints and the CLF constraint for each
i. First, for the constraint h(x) = aTx− b > 0, we must have
−aTGu < 0, which is equivalent to assumption (i) of the
proposition. For the constraint (x−x′′)TΨGu < 0, the choice
of v = Gu and the hyperplane constraint (x − x′′)TΨv <
0 implies that the CLF constraint is satisfied. Finally, the
hyperplane constraint (x − x′′)TΨv < 0 can be satisfied if
−vTΨGu < 0, or equivalently, if −vTΨv < 0, which holds
since Ψ is positive definite.

VI. SAFE CONTROL UNDER ACTUATOR FAILURES

Motivated by FT-CBFs for sensor faults, in this section,
we propose a passive fault-tolerant control based on CBFs
to mitigate actuator failures. We consider a nonlinear control
system affected by actuator failures in a noise-free scenario.
The system dynamics can be described as

dxt = (f(xt) + g(xt)u
F
t ) dt (34)

dyt = cxt dt, (35)

where uFt represents the actuator’s output with failures.
We consider loss of control effectiveness failure [65] in

which a subset of actuators produce a zero output. Let I denote
the set of failed actuators. The actuator failure model is given
by uFt = Lut, where L is a p×p diagonal matrix with Lii = 0
if i ∈ I and Lii = 1 otherwise.

The concept of actuator redundancy for LTI systems is pro-
posed in [25]. We extend the definition to nonlinear systems.

Definition 7 (Actuator Redundancy): A nonlinear system
(34)-(35) is said to have r actuator redundancy if the system
remains controllable for all failure patterns Lj ∈ Lr = {LI |
I ⊊ {1, . . . p}, |I| ≤ r}, where |I| denotes the cardinality of
I.

In this section, we assume that the system described in (34)
and (35) has r actuator redundancy.
Problem Statement: Given a set C defined in (3), construct
a control policy that, at each time t, maps the sequence {yt′ :
t′ ∈ [0, t)} to an input ut and, for any failure Lj ∈ L, ensure
xt ∈ C, ∀t.

The goal is to ensure the safety defined in (3) of the
system when actuator failures occur. The intuition behind our
approach is to choose a control input u that is safe for all
possible actuator failure patterns. To achieve this, we examine
the system dynamics with m possible failure patterns Lj ∈ L
at each time and choose ut to satisfy all safety constraints.

Lemma 6: For a system (34)–(35) with safety region de-
fined by (3), ut is chosen to satisfy constraints

⋂
Lj∈L Ωj

defined as follows.

Ωj = {u :
∂h

∂x
(f(xt) + g(xt)Ljut) ≥ −α(h(xt))} (36)

Then when the set
⋂

Lj∈L Ωj is non-empty, the safety can be
guaranteed when any failure pattern Lj ∈ L happens.

Proof: By Corollary 2 in [35], safe set C is forward
invariant if u satisfies the CBF constraint. Safety of the
system under actuator failure i can be ensured by choosing
u ∈

⋂
Lj∈L Ωj ⊆ Ωi.

However, a feasible control input u may not exist when
∂h
∂xg(x)Lj = 0, since u does not affect states x due to
dynamics or actuator failures. To address this problem, we
define higher order HOCBFs for actuator failure such that for
d-th degree ∂hd

∂x g(x)Lj ̸= 0. Then, we choose control input u
to satisfy constraints constructed by higher order CBFs.

Lemma 7: For a system (34)–(35) with safety region de-
fined by (3), suppose there exist m relative degrees d′j , for

each Lj , j ∈ {1, . . . ,m} such that ∂h
d′j

∂x g(xt)Lj ̸= 0. For all

x0 ∈ C := ∩m
j=1 ∩

d′
j

d=0 Cd
j , ut is chosen to satisfy constraints⋂

Lj∈L Ωj defined as follows.

Ωj = {u :
∂hd

′
j

∂x
(f(xt) + g(xt)Lju) ≥ −α(hd

′
j (xt))} (37)

Then when the set
⋂

Lj∈L Ωj is non-empty, the safety can be
guaranteed when any failure pattern Lj ∈ L happens.

Proof: For a given j ∈ {1, . . . ,m}, the safe set ∩d′
j

d=0Cd
j

remains forward invariant by Theorem 3, if ut is chosen
to satisfy the corresponding HOCBF constraint (37). For an
unknown actuator failure i, the forward invariance of the set
C = ∩m

j=1 ∩d′
j

d=0 Cd
j is ensured if ut ∈

⋂
Lj∈L Ωj ⊆ Ωi for

x0 ∈ C.
Although the approach in Lemma 6 and Lemma 7 can

ensure the safety of the system, excessive constraints make
the existence of a feasible solution problematic. In what
follows, we present feasibility verification for safe control
under actuator failures.

A. Feasibility Verification

We provide feasibility verification for both CBF and
HOCBF of the system with actuator failures.

1) Verification for CBF Under Actuator Failures: We first
show the verification for CBF of the system with actuator
failures. We denote A(x) and Ξ(x) as follows

A(x) =

(
−∂h
∂x
g(x)L1, . . . ,−

∂h

∂x
g(x)Lp

)T

,

Ξ(x) = [ξ(x), . . . , ξ(x)]T ,

where
ξ(x) =

∂h

∂x
f(xt) + h(xt)

Proposition 9: There exists a feasible solution u satisfying
a set of m CBF constraints if and only if there is no x and y
satisfying AT (x)y = 0, y ≥ 0 and ΞT (x)y < 0.

Proof: By Corollary 1, we have a solution u ∈ Rp, if
and only if there does not exist y ∈ Rm such that (23) hold.
Conversely, if for some x0 and y0 satisfying ∂h

∂xg(x0)Lj = 0
for some j, AT (x)y0 = 0, y0 ≥ 0 and ΞT (x)y0 < 0, the set
C is not positive invariant.
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Based on this proposition, we can formulate the following
conditions via the Positivstellensatz.

Lemma 8: There exists a feasible solution u satisfying a set
of m CBF constraints if and only if there exist polynomials
ρ0i (x, y), ρ

1
i (x, y), sum-of-squares polynomials qS(x, y), and

integers r such that

ϕ(x, y) + χ(x, y) + ψ(x, y) = 0, (38)

and

ϕ(x, y) =
∑

S⊆{1,...,3}

qS(x, y)
∏
i∈S

ϕi(x, y)

χ(x, y) =
(
ΞT y

)2r
ψ(x, y) =

m∑
j=1

(
m∑
i=1

ρ0i (x, y)
[
AT y

]
i

)
,

where ϕ1(·) = y, ϕ2(·) = −ΞT (x)y and ϕ3(·) = h(x).
Proof: By Proposition 9, we have h(x) is an CBF if and

only if there exist no x and y satisfying yj ≥ 0, ∂h
∂xg(x)Lj =

0 ∀j ∈ {1, . . . ,m}, AT y = 0 and ΞT y < 0. The conditions
are equivalent to ∀j ∈ {1, . . . ,m},

h(x) ≥ 0, AT y = 0, yj ≥ 0, −ΞT (x)y ≥ 0,ΞT (x)y ̸= 0

These conditions are equivalent to (38) by the Positivstellen-
satz.

2) Verification for HOCBF of Actuator Failures: We next
verify the feasibility of a set of HOCBF constraints. We denote
A and Ξ as follows

A(x) =

(
−∂h

d′
1

∂x
g(x)L1, . . . ,−

∂hd
′
p

∂x
g(x)Lp

)T

,

Ξ(x) = [ξ1(x), . . . , ξp(x)],

where

ξj(x) =
∂hd

′
j

∂x
f(xt) + h(xt)

Proposition 10: There exists a feasible solution u satisfying
a set of m CBF constraints if and only if there is no x
and y satisfying AT y = 0, yj ≥ 0 and ΞT (x)y < 0,
∀j ∈ {1, . . . ,m}.

Proof: By Definition 4, we have hd(xj) ≥ 0 for all x ∈
C, if and only if the following two conditions are satisfied. For
all x ∈ C, hd(x) ≥ 0 for all d ≤ d′. Moreover, ∂hd′

∂x g(x)Lj ̸=
0 and u are chosen to satisfy (6) for all j at the boundary.
By Corollary 1, we have a solution u ∈ Rp, if and only if
there does not exist y ∈ Rm such that (23) holds. Conversely,
if for some x0 and y0 satisfying AT y0 = 0, y0 ≥ 0 and
ΞT (x)y0 < 0, the set C is not positive invariant.

Based on this proposition, we can formulate the following
conditions via the Positivstellensatz.

Lemma 9: There exists a feasible solution u satisfying
a set of m HOCBF constraints if and only if there exist
polynomials ρ0i (x, y), ρ

1
i (x, y), sum-of-squares polynomials

qS(x, y), integers s = 2+
∑m

j=1 d
′
j , and r1, . . . , rm such that

ϕ(x, y) + χ(x, y) + ψ(x, y) = 0, (39)

and

ϕ(x, y) =
∑

S⊆{1,...,s}

qS(x, y)
∏
i∈S

ϕi(x, y)

χ(x, y) =
∏

∀j∈{1,...,m}

(
−ΞT (x̂j)y

)2rj
ψ(x, y) =

m∑
j=1

(
m∑
i=1

ρ0i (x, y)
[
AT y

]
i

)
,

where ϕ1(·) = y, ϕ2(·) = −ΞT (x)y and for dj ∈ {0, . . . , d′j}
ϕ{3,2+

∑m
j=1 d′

j}(·) = ĥdj (x̂j).
Proof: By Proposition 4, we have h(x) is an HOCBF if

and only if there exist no x and y such that hd
′
j (x) ≥ 0, for

all x ∈ C, yj ≥ 0, AT y = 0, and ΞT (x)y < 0. The conditions
are equivalent to ∀j ∈ {1, . . . ,m},

hdj (x) ≥ 0, ∀dj ∈ {1, . . . , d′j}
AT (x)y = 0, y ≥ 0, −ΞT (x)y ≥ 0,ΞT (x)y ̸= 0

These conditions equal to (39) by the Positivstellensatz.

VII. CASE STUDY

In this section, we present a case study of a wheeled mobile
robot under sensor faults and a case study of a Boeing 747
under actuator Failure. We first describe the system models
then then present the results.

A. Sensor Fault and Attack
We consider a wheeled mobile robot (WMR) with dynamics[ẋt]1

[ẋt]2
θ̇t

 =

cos θt 0
sin θt 0
0 1

([ωt]1
[ωt]2

)
+wt (40)

where ([xt]1, [xt]2, θt)
T is the vector of the horizontal, ver-

tical, and orientation coordinates for the wheeled mobile
robot, ([ωt]1, [ωt]2)

T (the linear velocity of the robot and
the angular velocity around the vertical axis) is taken as the
control input, and wt is the process noise. The feedback
linearization [66] is utilized to transform the original state
vector and the WMR model into the new state variable
xt = ([xt]1, [xt]2, [ẋt]1, [ẋt]2)

T with control input ut =
([ut]1, [ut]2)

T and the controllable linearized model defined
as follow.

ẋt = Fxt +Gut +w′
t (41)

where the process noise w′
t ∈ R4 has distribution N (0, σwI),

where σw = 0.05. The matrices F and G are defined as

F =


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

 , G =


0 0
0 0
1 0
0 1

 .

The following compensator is used to calculate the input [ωt]1
and [ωt]2 into (40)

[ωt]1 =

∫ t+

t−
[ut]1 cos θt + [ut]2 sin θt dt (42)

[ωt]2 = ([ut]2 cos θt − [ut]1 sin θt)/[ωt]1. (43)
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Fig. 2: Comparison of actual trajectory and Lyapunov function between HOSCBF-CLF and baseline on WMR system under
sensor false data injection attacks. In (a), the baseline entered unsafe region while proposed method remains safe and converge
to goal region. In (b), the Lyapunov function of real states decreases and converges to zero.

Here we assume that the observation for the orientation coor-
dinate θt is attack-free and noise-free, which enables feedback
linearization based on the variable θt.

In the linearized model, we use the observation equation
[yt]1
[yt]2
[yt]3
[yt]4
[yt]5
[yt]6

 =


1 0 0 0
1 0 0 0
0 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1



[xt]1
[xt]2
[ẋt]1
[ẋt]2

+ at + vt (44)

where the measurement noise vt ∈ R6 has distribution
N (0, σvI), where σv = 0.05. The impact of the attack is
denoted as at. The attack signal satisfies that

at =

{
0, t < 1

[0, 0, 0, 2, 0, 0]T , t ≥ 1

Note that there is one redundant sensor for the horizontal
coordinate and one for the vertical coordinate.

Here we let the safe region C = {xt : h(xt) = [xt]2 +
0.1 ≥ 0, t ≥ 0} and the goal region G = {xt : ω(xt) =
d− ||xt − xg||2 ≥ 0}, where xg is (0, 0) and d = 0.05 is the
radius of the goal region. The baseline utilizes a fault detection
scheme [13, Chapter 7.3] to detect and identify sensor faults
by comparing EKF residuals against the threshold 0.1 and
recomputes control input with an LQR controller. We then
compare with our proposed HOCBF-based and CLF-based
method. To keep the system remaining within safe region, we
systematically construct the FT-SCBF with relative degree 1
by using the following class of sets

C(0) = {x | h0(xt) = aTxt + b ≥ 0, ∀t ≥ 0}
C(1) = {x | h1(xt) = aTFxt + aTxt + b ≥ 0, ∀t ≥ 0},

where aT = [0, 1, 0, 0] and bT = [0, 0.1, 0, 0]. This differs
from our previous work [56] which solves the problem by
manually tuning the parameters and constructing the CBFs for
high relative degree. In order to reach the goal region without

violating the safety constraint, we choose the CLF

V (x) = (xt − xg)
TPd(xt − xg) (45)

where Pd =

(
1
dI 0
0 I

)
PL

(
1
dI 0
0 I

)
, PL is the solution of the

Lyapunov equation FTPL+PLF = −I , and I is the identity
matrix [42], [67]. We set ρ = 0.2, η = 0.8 and M = 2 in
the CLF constraint. The control input ut is computed at each
time step by solving (30) with R = I .

Simulation Result: The results are shown in Fig. 2. In
Fig. 2(a), we plot the first two dimensions of the state, which
describe the horizontal and vertical coordinates. Note that
the robot stays in the safe region and eventually reaches the
goal region, and hence satisfies safety and stability. As a
comparison, the baseline can identify sensor faults but still
resulted in a safety violation due to the slow response time of
residual-based diagnosis.

B. Actuator Failure

In lateral control of an aircraft, lower yaw rate can renders
smoother flight performance to avoid package damage or harsh
passenger experience. We consider the lateral dynamics of
Boeing 747 with state x(t) = [[x]1, [x]2, [x]3, [x]4]

T , where
[x]1 is the side-slip angle, [x]2 is the yaw rate, [x]3 is the roll
rate, [x]4 is the roll angle. In this case study we study yaw
rate control with preset upper and lower boundary on yaw
rate C = {xt : −0.025 ≤ [xt]2 ≤ 0.025, t ≥ 0} and reference
point xTt = [0, 0, 0, 0]. The dynamic system can be linearized
and described as follows.

ẋt = Fxt +GuFt +wt

yt =
[
0 1 0 0

]
xt + vt,

(46)

where the process noise wt ∈ R4 has distribution N (0, σwI),
where σw = 0.001 and the measurement noise vt ∈ R has
distribution N (0, σvI), where σv = 0.001. The matrices F ,
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Fig. 3: Yaw rate comparison between FT-HOCBF and baseline
on Boeing 747 lateral control system with rudder servo fail-
ures. The baseline enters unsafe region when actuator failure
1 happens, while proposed method remains safe under either
actuator failure 1 and 2.

G are defined as

F =


−0.0558 −0.9968 0.0802 0.0415
0.598 −0.115 −0.0318 0
−3.05 0.388 −0.465 0

0 0.0805 1 0

 ,

G =


0.00729 0.01 0.005
−0.475 −0.5 −0.3
0.153 0.2 0.1
0 0 0

 .
We assume that the system has two redundant actuators.

The control input uFt contains three control signals repre-
senting three rudder servos, which may fail and output zero
when failure happens. We simulate the actuator failure by
denoting uFt = Lut with two potential failure patterns L1 =
diag([1, 0, 1]) and L2 = diag([0, 1, 1]). Failure L1 starts from
2.5s to 5s and failure L2 occurs since 5s. We set ρ = 0.2,
η = 0.8 and M = 2 in the CLF constraint.

The baseline utilizes a fault detection scheme [13, Chapter
7.3] to detect and identify actuator failures by comparing the
EKF residuals against the threshold 0.02. Once identifying
actuator failure Li, the baseline recomputes control input based
on reconfigured G = GLi by solving a CBF-CLF-based
quadratic program. In order to keep the system remaining
within safe region, we further define the following class of
set for the upper and lower bound of yaw rate as

C0 = {x | h0(xt) = aT0 xt + b0 ≥ 0, ∀t ≥ 0}
C1 = {x | h1(xt) = aT1 xt + b1 ≥ 0, ∀t ≥ 0},

where aT0 = [0, 1, 0, 0], aT1 = [0,−1, 0, 0] and bT0 = bT1 =
[0, 0.025, 0, 0]. We impose CBF with relative degree 0 as
constraints to ensure safety.

Simulation Result: As is shown in Fig. 3, we compare the
yaw rate trajectory between the baseline and the proposed safe
control scheme. The baseline identifies actuator failures but
still results in safety violations. The trajectory of the proposed
scheme stays in the safe region and converges to 0, and hence
satisfies safety and stability.

VIII. CONCLUSION

This paper proposed a new class of SCBFs with high relative
degree for safety and stability of control systems under sensor
faults and attacks. Our approach maintains a set of state
estimators, excludes outlier estimates and ensures safety with
a CBF-based approach. We then constructed an SCBF with
high order degree for each state estimator, which guaranteed
safety provided that a linear constraint on the control input
was satisfied at each time step. We proposed a scheme for
using additional state estimators to resolve conflicts between
these constraints, and derived a scheme to verify the feasibility
of SCBFs. We then showed how to compose our proposed
HOSCBFs with CLFs to provide joint guarantees on safety
and stability of a desired goal set under sensor faults and
attacks. We proposed HOCBF-based approach to ensure safety
of systems under all possible actuator failures and proposed
an SOS-based scheme to verify the existence of control inputs
satisfying HOCBF constraints. The proposed approach against
sensor faults was validated on a wheeled mobile robot and
our approach against actuator failures was validated on a
Boeing 747 lateral control system. Future work in this area
will include attacks that jointly affect sensors and actuators.
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