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Abstract—This paper proposes a novel framework for causal
discovery with asymmetric error control, called Neyman-Pearson
causal discovery. Despite the importance of applications where
different types of edge errors may have different importance,
current state-of-the-art causal discovery algorithms do not differ-
entiate between the types of edge errors, nor provide any finite-
sample guarantees on the edge errors. Hence, this framework
seeks to minimize one type of error while keeping the other
below a user-specified tolerance level. Using techniques from
information theory, fundamental performance limits are found,
characterized by the Rényi divergence, for Neyman-Pearson
causal discovery. Furthermore, a causal discovery algorithm is
introduced for the case of linear additive Gaussian noise models,
called ¢ — CUT, that provides finite-sample guarantees on the
false positive rate, while staying competitive with state-of-the-art
methods.

Index Terms—causal inference, finite-sample results, error
control

I. INTRODUCTION

Understanding the underlying causes of phenomena affected
by multiple variables can often be done via the representation
of causal graphs [1]. These graphs are often assumed to be
directed acyclic graphs. Applying causal graph discovery can
have utility in disciplines as diverse as topology inference in
wireless networks [2], gene networks in biology (e.g. [3]), the
impact of medications, and optimizing the effect of advertising
[4]. As a result, there is a wide range of research regarding
causal graph discovery, such as constraint-based methods like
the PC and fast-PC algorithms [5], [6], score-based methods
[7]-[12], and discovery methods for time-series data and state-
spaces [13]-[16]. However, despite modern applications in
which one type of error is less favorable, most algorithms, with
only a few notable exceptions [11], [14], do not distinguish
between different types of edge errors. Furthermore, most
recoverability results in the literature are asymptotic in the
number of samples and do not provide any guarantees on error
rates in a finite sample setting.

Hence, the purpose of the paper is two-fold. First, we
introduce Neyman-Pearson causal discovery, which seeks to
minimize one type of edge error while keeping the other
below a fixed user-specified threshold. Second, we develop
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an algorithm for the case of linear additive Gaussian noise
models called e — CUT, which stands for Causal discovery
with Unequal edge error Tolerance, which keeps the false
positive rate below a user-specified tolerance level for any
number of samples.

Although work on confidence regarding causal estimates has
recently started to emerge, much of this work either focuses on
confidence regarding causal effects (rather than direct edges)
between nodes or focuses on time-series data. For instance,
[17] derives performance limits for causal effect estimation
on individuals, rather than populations and [18] constructs
confidence intervals for causal effects in the linear additive
Gaussian setting. For time-series data, [19] derives converse
bounds for the achievable false positive and false negative
rates, and [14] derives consistency conditions based on a false
connection score, similar to our false positives rate.

In contrast, our work deals specifically with the error
rates for individual edges between nodes. In particular, we
formulate an optimization problem that seeks to minimize
the false negative rate of the declared edges, while keeping
the false positive rate below a user-specified threshold. We
derive fundamental performance limits for our framework and
show that our proposed algorithm, e — CUT ,satisfies the false-
positive constraint for any number of samples.

To provide finite-sample guarantees on the false positive
rate, we consider the setting of linear structure equation
models (LSEMs) with additive Gaussian noise, which has been
extensively studied in the literature [10], [18], [20], [21]. Prior
algorithms in this setting, such as AReCI [22] and ReCIT [23],
rely on the principle of independent mechanisms [6], which
assumes that the causes and mechanisms producing the effect
(i.e., the specific functional form) are independent. Then, [22]
and [23] provide independence tests by comparing estimation
residuals. However, these algorithms only provide asymptotic
guarantees on recoverability, which do not hold in our finite-
sample setting. Our algorithm also considers the difference
between residuals but differs in two important ways. The first
key observation is the variance (or energy) of a child node
is always higher than that of its parent, and the second is
that the residuals follow a chi-squared distribution, enabling
us to derive straightforward threshold tests that facilitate finite
sample analysis and yield performance guarantees.

Our algorithm also differs from traditional methods typically
using a sparsity constraint or penalty. For example, [10]
uses the ¢y penalty for linear additive Gaussian models, [15]

© 2025 IEEE. Al rights reserved, including rights for text and data mining and training of artificial intelligence and similar technologies. Personal use is permitted,

but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Signal Processing. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TSP.2025.3585825

enforces sparsity through a Bayesian prior based on Gaussian
processes in a time-series setting, and [14] uses a combina-
tion of /; and ¢y regularizers for inference in multivariate
autoregression models. Continuous optimization formulations,
such as NOTEARS [7], DAGMA [8], and DAGMA-DCE
[9], will typically invoke sparsity through either the ¢; or
{5 regularizers. Hence, the methods often require a hyper-
parameter that must be selected, and other than a few notable
exceptions such as [11], there is typically no understanding of
how different hyper-parameter values will affect the error rate
a priori. In contrast, our work requires no tuning of hyper-
parameters. Once the user has specified a tolerance level, all
parameters in our algorithm are defined, along with a priori
guarantees on the false positive rate for any number of given
samples.
Our contributions are as follows:

1) We pose edge detection in causal discovery as a collection
of Neyman-Pearson problems. An aggregated false nega-
tive rate is minimized subject to a pre-specified tolerance
on the aggregated false positive rate. Aggregation is over
all edges in the causal graph.

We derive the optimal detector for our framework and use
it to derive upper and lower bounds on the achievable
false negative rate for a given tolerance on the false
positive rate (the optimal detector and bounds were given
in [24] but without proof). Hence, we derive fundamental
performance limits for our framework characterized by
the Rényi divergence.

We derive an algorithm for the setting of linear additive
Gaussian noise models that seeks to minimize the false
negative rate while keeping the false positive rate below
a pre-specified tolerance level e. We call this method e-
CUT.

We show e-CUT’s false positive rate will always satisfy
the user-specified tolerance (the proof is absent in [25]).
This result requires no asymptotic assumptions on the
convergence of distributions or consistency conditions
and hence, is a finite-sample result. We investigate the
performance of e-CUT compared to other causal discov-
ery methods through a series of numerical experiments.

2)

3)

4)

The rest of this paper is organized as follows. Section II
introduces the setup and problem formulation, Section III
presents the optimal detector and fundamental performance
limits for Neyman-Pearson causal discovery. Section IV intro-
duces € — CUT. Section V briefly summarized state-of-the-
art methods that are used as benchmarks for the numerical
studies. Section VI presents numerical results, and Section VII
concludes the paper. Much of our notation mimics that used
in [19], [24] and [26].

II. PROBLEM FORMULATION

Consider a directed acyclic graph (DAG) G with edge set
&, vertex set V with |V| = d, and corresponding weighted
adjacency matrix A € R?? We assume a prior on the
adjacency matrix, denoted by ma. We have a series of n

2

Fig. 1: (L) An example, five-node, directed, acyclic graph
with edge weights. (R) Two-node graphs corresponding to the
matrices Ag, A1, and As, respectively.

observations {X}}7_, generated by the underlying distribu-
tion P4 conditioned on the realization of A. Given a vertex
i € V, let Xj(i) be the k-th measurement k = 1,..,n of
vertex i. Moreover, let Z(¢) denote the parent set of vertex
i. Assuming Z(i) is non-empty, let ¢; be the j-th parent of
vertex i, j = 1,...,|Z(i)]. Define the vector

Zi (i) = [Xp(i1), Xn(i2), oos Xi () 2(0)] T (1)

i.e., the vector comprised of the k-th measurements of the
parents of 7. Moreover, we assume a linear structural equation
model (LSEM), i.e.,

X

AXy + Wy, 2)

where the exogeneous input terms {W}}_, are zero-mean
indenpendent Gaussian random variables with equal covari-
ance o2 (which we assume is known). This assumption is
commonly made in the literature [10], [11], [18], [19], and
it is also worth underscoring that if one removes either the
equivariance or the independence assumption, recoverability
of A is no longer guaranteed even in the asymptotic case
[10]. Given the underlying adjacency matrix A, the goal is to
recover the support x of A, where x;; =1 < A;; #0
or Aj,i 7& 0.

A. Error Metrics

We define the following error rates ! which were first

introduced in [26] and further studied in [19], [24],
EZ” 1{5(2‘,3‘ = 17Xi,j = 0}
E Ez] ]l{ngj = O}
EZM ]]-{Xi,j = Oin,j # 0}
]EZi,j ]]-{Xi,j # 0}
where the expectations are taken with respect to detector x as
well as the prior distribution on the matrix A, m4. We wish

to find the detector x that solves the following optimization
problem.

+:

)

false positive rate : €

G

false negative rate : ¢ =

infe”

s.t. €T <,
3 = (5)

where 0 < € < 1. We underscore that the detector x captures
the detection of all edges in the causal graph, and that et

U1t is important to highlight that these are in general not the probabilities of
error, and rather an averaging over errors of individual edges. To see this note
that in equation (12) we can write out the rates in terms of individual edge
error probabilities, but that the individual edge error events are not disjoint,
since we could simultaneously make errors on different edges.
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and e~ are rates, not probabilities; we shall provide a strategy
for the detection of each individual edge, but our performance
analysis will be over all edges.

B. Definitions

Throughout this work, we will consider a binary hypothesis
test for each individual edge. In particular, for an observed
data set { X}, define the hypothesis testing problem

{Xp}l ~ P (6)
{ Xk} ~ Qi (7

where P; ; denotes the density of {Xj}} conditioned on
X;; = 0 and Q; ; denotes the density of {X}}} conditioned
on x; ; = 1. Thus, our problem is actually mixed in nature,
since we assume a prior distribution w4 on the graph matrix
A; however we wish to control the aggregated error rate on the
aggregated detector y as in a classical Neyman-Pearson-type
detection problem.

Hy : Xij = 0,
Hy:x;; =1,

Definition 1. Assuming A ~ wa, we define the following
probabilities and weights:

‘Pzt = ]P)(Xi,j = 1|Xi,j =0), ®)

Qi; =P(x;; =0lx;; = 1) )

wi = ZP%(J_O__)O (10)
k1 T\ Xk, )

wr = e Xig 700 an
Z’j Zk,l P(xy, 7 0)

U

With Definition 1, we can substitute (8) - (11) into (3) and
(4) and straightforwardly write out our error rates as,

+_ + pt - _ -0
eh=D wiPh, e =) wen. (2
i,j 1)
An interesting observation is that for any edge (4, j)
P(x;;=1Nx;; =0) (13)
(Probability of false positive on edge (4, 7))
SP(UXi,j =1Nnx;; :O>
it (14)
(Probability of false positive on any edge)
< ZP(Xi,j =1lx;,; = 0)P(x;; =0) (15)
i
= (ZP(XM = 0)) Z]P(f(i,j = 1|Xi,j =0)
i#] i#]
P(Xi,j =0) (16)

(Zi;«éj P(xi; = 0))
= (Srs =0) Sty = ¥, =0,

i£j i,j 7]
a7
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Fig. 2: Performance comparison showing the large gap be-
tween the optimal detector and several state-of-the-art methods
on n = 10 observations with o2 = 1.

Since >, ,;P(A;; = 0) is a constant (for a fixed graph
prior), we see that our false positive rate is an upper bound
(up to a constant) for both the false positive probability on
a given edge and the false positive probability on any edge.
Hence, controlling the false positive rate also controls the false
positive probability. Moreover, the false positive rate is often
more computationally tractable than the probability of a false
positive on any edge, so one may think of the false positive rate
as a computationally tractable relaxation of the false positive
probability.

III. FUNDAMENTAL LIMITS AND OPTIMAL DETECTOR

Herein We derive the optimal detector for Problem (5)
which consists of a series of likelihood ratio tests between the
distributions P; ; and @; ; for each pair of vertices 4,j. We
derive upper and lower performance bounds for the optimal de-
tector and thus the Neyman-Pearson causal discovery problem
of (5); both bounds will described by the Rényi divergence.

Theorem 1. Assume A ~ ma. Let U be a uniform random
variable on [0,1). Then, the optimal detector X* for Problem
5 under the prior w4 is given as follows, where the per edge
detector is given by,

dP; ; w;
Oa in,j > w+ '7

5]

dP,; W,
L 0, in’; = ﬁ’y and U S n 18
Xij = Ldr (18)

< Wi
dQ;,; w;fj,y
dP; ; w7_

w. .
s

where v and 1 € [0, 1] are chosen so that €™ = .

Proof. The proof is given in Section Appendix D O

Similar to the optimal detector in Neyman-Pearson hypoth-
esis testing, the random variable U controls our randomization
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to achieve the false negative rate exactly 2. The proof of
Theorem 1 is similar to that of the classical Neyman-Pearson
lemma (Proposition IL.D.1 in [27]) and is given in Appendix
D. In Figure 2, we compare the performance of the optimal
detector with various state-of-the-art methods on n = 10
observations with 02 = 1. A description of each method is
provide in Section V. For the graph prior w4, let D denote
the set of all matrices with entries equal to either 0 or 1
corresponding to a directed acyclic graph with d vertices. For
Figure 2, we uniformly, at random, select a matrix from D.
The uniform graph prior and optimal detector can be computed
for small graph sizes, but become expensive to compute for
larger graphs. Thus, in the sequel, Section V, we provide
an alternative algorithm with finite sample performance guar-
antees whose complexity has a more favorable scaling with
graph size. In addition, a lower complexity graph prior as an
approximation to the uniform prior is also considered. Perhaps
surprisingly, Figure 2 shows that the optimal detector strongly
outperforms other methods, especially in the low false-positive
regime. This gap suggests the need to develop improved finite-
sample methods for low false-positive tolerance levels.

An interesting observation is that the threshold ~ and the
randomization 7 do not depend on the edge being considered.
The effect of the edge in question is captured by the edge

weights in the factor “ —%=4 (which is completely determined by

the prior m4). This feature simplifies design and analysis. For
example, the next proposition follows relatively easily due to
the form of x*.

Proposition 1. Assume A ~ ma. For the detector X* given
in Proposition 1, we have, for any X € [0, 1]

_ SZ(w* wf L 1

e
A

where Dy (P; ;||Q: ;) is the the Rényi divergence of order

A between the series of distributions P; ; and Q;; which is

defined in Appendix A.

(1—/\)DA(Pi,j||Qi.j)7 19)

Proof. The proof is given in Appendix B O

The next theorem is a converse bound for any detector x.

Proposition 2. Assume A ~ wp. For any detector x that
satisfies €t < ¢, we have that for any X\ € [0, 1].

Zw exp{ Dia(P]1Qi5)

_)\D/( ngQz,g )\\/2DN ngQz,g }
U)
104, |Qi.j)
2]

(1—2X\) QDK(Pi,j|QiJ)}}’

(20)

— €max
0,J

Pij

2If the priors have different support for each hypothesis or the observations
are discrete valued, randomization may be necessary per classical Neyman-
Pearson hypothesis testing, e.g. [27], [28].

4

where D'\ (P; ;||Qi ;) and DY(P;;||Q; ;) are defined in Ap-
pendix A.

Proof. The proof is given in Appendix C O

Propositions 1 and 2 show that the Rényi divergence con-
trols the false negative rate for a given tolerance €. There are
some important notes about Theorem 1 and Propositions 1 and
2.

1) The detector specified in Theorem 1 is optimal, but is
prior, 7 4, dependent as the computations of P; ; and Q; ;
do depend on 4.

Theorem 1 is general. The proof of Theorem 1 makes no
assumptions on the specific model class, and hence holds
for any general class of models, such as differentiable
systems with additive noise, linear systems with non-
Gaussian noise, etc. This is not to say that the detector
given by Theorem 1 is necessarily easy to compute for
any system model, as some models are more compu-
tationally tractable (such as the linear Gaussian case)
than others. The theorem does provide insight into how
to control error rates for the general causal discovery
problem (and hence any general class of model).

It is shown in [24] that the proposed bounds are tighter for
small n and small false positive tolerance than previously
considered bounds for the same metrics, such as those
presented in [19].

As expected, the Rényi divergence provides tighter
bounds in the finite sample regime than classical Chernoff
bounds and further provides an explicit dependence on e.
As such, for appropriately selected A, the bound given
in (20) reduces to an expression akin to classical bounds
given in [29].

2)

3)

4)

Unfortunately, although the form of the optimal detector x*
is simple to express, in practice, it is often computationally
intractable, even for small graphs and relatively simple priors.

To see this, consider a system with two vertices, see
Figure 1. We receive observation {X;}7 with X; =

[Xk(1), X(2)]T, k= 1,2, ...,n. As stated before, we assume
an LSEM,

Xi(D)] _ 4 [Xe(1) Wi (1)

) = AR W] e

where the [W},(1), W, (2)] T vectors are i.i.d. Gaussian vectors
with zero mean and covariance matrix o2I. Since we restrict
ourselves to directed acyclic graphs, the adjacency matrix A
can only take one of three possible forms, which we denote

as follows,
0 0 0 0 0 a
AO - |:0 0:| ) Al(a/) - |:a 0:| ) A2<a) - I:O 0
(22)

where @« € R\ {0}. Assume that the prior w4 selects
from the structures of Ay, Aj(a), and As(a) uniformly
at random, and that a 1 + ¢ where ¢ is a standard
exponential random variable. In order to implement X" we
must first compute the conditional distributions P; 2 and Q1 ».
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To compute P, 2, observe that if X12 = 0, then Ay must
be the true graph structure, and so X (1) and X (2) are
simply i.i.d Gaussian random variables with variance 2. To
compute Q1 2, notice that if x; o = 1, the true graph may
correspond to either A; or A,. In either case, X;; and
X5 1, are zero-mean jointly Gaussian random variables with
covariance matrix o2(I — Aj(a))~*(I — Ay(a))” " under
Ai(a), and 02(I — Ay(a))™ (I — Az(a))” " under Ay(a).
Then, we have that

Q1,2( Xk)

i/ z
(23)

Moreover, observe that this is only for one observation, and
that the joint distribution becomes more complex since the
observations are not independent a priori and are only inde-
pendent conditioned on A. That is, for the joint distribution,
the terms in the sum of (23) become products of Gaussian
distributions. From this example, it is not difficult to see
how computing the distributions P; ; and @); ; can become
computationally infeasible as the number of vertices increases,
or as the graph prior 74 becomes more complex.

IV. e-CUT

Because of the shortcomings mentioned above, we derive
an alternative algorithm, the e-rate Causal discovery with
Unequal edge error Tolerance (e—CUT) algorithm.Recall that
detecting the absence or presence of an edge is equivalent to a
binary hypothesis test (see (6) and (7)) for which we provide
an alternative algorithm. This algorithm relies on the fact that
children have higher variances than their parents, which we
highlight through an illustrative example below. In addition,
we provide time complexity analysis for e — CUT.

Via an example, we provide the intuition for our new detec-
tor. Assume we have the same two-vertex given by equation
(21), with the understanding that ¢ may be any non-zero real
number (which may be either random or deterministic). If
A = Ay, we have that for all k,

E[X:(1)?] = E[Wx(1)?] = 02, (24)
E[X(2)%] = E[Wk(2)%] = o2, (25)
Alternatively, if A = A;, we still have E[X}(1)?] = o2, but

— 5 Xy (I-Ai(a) T (I-A;(a) Xy,

e~ (e Vq,
27T|U2 (I = Ai(a))"H(I — Ai(a))~T|

E[X(2)%] = E[(aXk(1) + Wi(2))’] = (a® + 1)0>.  (26)
Similarly, if A = A, then we have
E[X:(1)?] = (a® + 1)0? E[Xr(2)}] =02  (27)

Hence, we can study the following equivalent hypothesis
testing problem,

Hy : E[X,(1)?] = E[X5(2)2],
Hy : E[X,,(1)?] # E[X,(2)?],

since, in the linear Gaussian setting, any solution to the above
problem is also a solution to (6)-(7).

(28)
(29)

5

Our hypothesis test is given as follows. If Hj is true, then
the empirical estimates of the variances should be roughly
equal with high probability. That is, for a properly specified
threshold 7, the event |62 — 52| < 7, where

61 => Xie(1)?, 63 = ZXk(Q)Q»
k=1 k=1

should occur with high probability. To extend the intuition to
the case of more than two vertices, notice that if we condition

on the parents of vertex 4, 62 is now given by

(30)

62 =3 (X(0) — o] Z1(3))?,

k=1

3D

where «; is the vector of non-zero edge weights in the ith row
of A. Recall that tests based on the residual sum of squares
has been previously considered [22], [23]. However, these
works test independence between residuals and only provide
asymptotic guarantees. In contrast, our algorithm compares
the difference between residuals to detect energy differences.
Moreover, we can select the threshold 7 to satisfy the false
positive constraint in a finite-sample setting. The following
lemma, whose proof is in Appendix F, enables the setting of
the needed threshold to achieve our finite-sample constraints.

Lemma 1. Forany n andi € V let Z(i) and Zy (i) be defined
as in the top of Section Il. Define

612 =" (Xu(d) — & Zu(0))?,

k=1

(32)

where &; is the vector of coefficients resulting from performing
least squares for vertex i on {Z(i)}}_,. Then, conditioned
on {Zy(i)}2_,, 672 /0? follows a chi-squared distribution with
n — p degrees of freedom, where p = | Z(i)|.

The complete algorithm for e — CUT is given in Algorithm
1. With Lemma 1, we can prove the following result.

Theorem 2. Assume we have a LSEM, and that A ~ 4.
Then, for any number of samples n and any given false positive
tolerance ¢, the false positive rate of e-CUT, denoted by ef,
satisfies ef" <e

Some important notes regarding e-CUT and Theorem 2.

1) Theorem 2 is a finite-sample result. This differs from
much of the current literature which focuses on asymp-
totic recoverability guarantees of causal discovery [1],
[10], [18], [30], [31]. Finite-sample results have appeared
in the literature, with a notable result appearing in [11]
(Theorem 3). However, the result in [11] deals with
connected components instead of individual edges, which
is our main objective.

The exact algorithm for ¢ — CUT, outlined in Algorithm
1, does not depend on the choice of prior 7 4. Hence, € —
CUT may be used in either a Bayesian or non-Bayesian
setting.

The procedure outlined in Algorithm 1 requires finding
a different threshold for each value of p and ¢ given in

2)

3)
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Algorithm 1: e-CUT

Specify user false alarm tolerance 0 < € < 1 and the variance of the noise terms 2. Let 2V denote the power set of V
(the vertex set). Let BB denote the set of all unique pairs of edges, i.e., the set of all pairs (,5), such that i # j,
1,7 € V. The cumulative distribution function (cdf) of a chi-squared distribution with [ degrees of freedom is denoted

by FZ(JC)

For each (i,7) € B:

1) For each Z(i) € 2¥ and Z(j) € 2¥ with j ¢ Z(i) and i ¢ Z(j) (i.e., the potential parent sets of nodes i and j):
a) Perform linear least squares regression for nodes ¢ and j on Z (1) and zZ (4), respectively, obtaining the vectors of

coefficients & and S, i.e.,

a=(2(i)
where Z(i) = (21(i), Za(i), ., Zu(D)] T+ Z0(i) = [Xi(
and X (i) = [X1(4), X2(i), ..., X,,(i)] 7. Similarly for
b) Compute
67 = (Xp(i) — & Zy(i)
k=1

i.e., the residual sum of squares for vertices ¢ and j.

A
k(il)v Xk(ZQ)v ceey
B

()11 Z() "X (i)

Xp(i 2] for iy € 2(3), 1=1,2,...

; = (Xk() = BT Z(j )%,

k=1

c) Define 7 50).20) = (Tz0),2¢) — 14— plo?)/(20?) and compute T2(),2(;) Such that
2 F”*P(Téu),z”(j) TP+ Faep(=T5 2yt P)
~ ooz 2) TP D a3 5 F -0 =€

where p = |2§(z)\ and g = \2(])|
d) If |67 — &?| < T3(:),2(;)> declare Xi; = 0.

2) If all potential parent sets z (i) € 2V and z () € 2" have been tested without declaring X; ; = 0, declare {; ; = 1.

Algorithm 1 ¢). While this is not computationally difficult

it is possible to use only a single threshold in Algorithm

1 while maintaining the guarantee that the false positive

rate is less than e. To see this, observe that for two

chi-squared random variables with p and ¢ degrees of
freedom, respectively, where p < g we have that for any

z € R, Fy(z) > Fy(x), where F), is the cdf of a chi-

squared random variable with p degrees of freedom. This

tells us that the term in Algorithm 1 c) is upper-bounded
by
2[1 = Fo(7' +n) + Fy_gro(—7 +n—d+2)]. (33)
where 7/ = (1 — (d — 2)0?)/(20?). Hence, using only
a single threshold while maintaining the false positive
constraint is possible.

4) As mentioned before, different solutions to the
hypothesis-testing problem between H, and H;, lead
to different causal discovery algorithms. Another way
to circumvent the computational challenges associated
with the optimal detector x* is to use a generalized
likelihood ratio test (GLRT). This is done in [18] to
obtain confidence intervals on the causal effect between
two vertices, rather than directly declaring the presence
or absence on an edge. Unfortunately, the main results
in [18] are asymptotic. Hence, e-CUT circumvents the

computational issues associated with computing X*
while providing finite-sample results.

5) Unlike several popular algorithms such as BIC [10],
LASSO [11], and NOTEARS [7], e-CUT requires no
hyper-parameter tuning. That is, in the algorithms men-
tioned, a sparsity constraint is added through a regulariza-
tion term (¢y in [10] and #; in [7], [11]). The constant A
controls the sparsity of the resulting graph. Unfortunately,
there is no current way to determine a priori how the
constant A affects the error rates, and if these rates satisfy
the constraint in (5). Hence, one needs to experiment with
different regularization constants. In contrast e-CUT, once
€ is given, everything in e-CUT is completely specified.

Proof Sketch of Theorem 2. Since et =", J w:r]PfJ, it suf-

fices to show that for all 4, 7, Pf] < e. Note that

Ph= [ ] Bl = UX A )
A JX\id
]]-{Ai,j =0nN Aj,i = O}?TA
P(Xi,j =0) 7

(34)

where X V7 denotes the set of all measurements except those
from the ith and jth vertex. That is, X \/ = {X\"/}n_|
where X" = [X,(1), ..., Xi(i — 1), X (i + 1), o0, Xi(j —
1), Xp(5+1),..., X3.(d)]". Then, it suffices to show that for
any A and X\’ we have Pa(x;; = 1]X\%7) < . This

6
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2

is done by first noticing that for &; “ as defined in
Algorithm 1,

~9
and 5

Pa(x;; = 11X\) (35)
= IPA< (167 = 651> 750,21 X W) (36)
2(i),2(5)
(a) .
< Pa(167% = 67% > 20,201 X ), (37)

where (a) holds since the event |67 —&7%| > T5;) 5, must
hold for all potential parent sets Z(i), Z(j), including the true
parent sets Z(i), Z(j), and so

23),2()
C{l6;* = 63% > 7z(),2() -

|&722_&2|>72i Z }
J (1),2(5) (38)

Using Lemma 1 together with a series of inequalities and alge-
braic manipulations, (37) is upper bounded by the expression
given in Algorithm 1 c), which completes the proof. The full
proof is given in Appendix E. O

Notice that in the proof of Theorem 2 it is shown that for
any A (with both A; ; =0 and A;; = 0 and X\ we have
Pa(X;; = 1|X\"7) < e. This then implies that

Palie, =1) = [ Pali, = 1X")PAX\) (39)

/ Pa(X V) =e.
X \i:d

Hence, if the true underlying graph does not have an edge
between ¢ and j, the probability of a false positive does not
exceed e. Observe that this is a non-Bayesian result, and so
€ — CUT may be used in a Bayesian or non-Bayesian setting
while preserving finite-sample results.

<e

(40)

A. Complexity Analysis

For each pair of vertices ¢ and j, we must conduct a thresh-
old test between the residual sum of squares for potentially
every pair of vertex subsets that do not contain ¢ or j. Since
there are 4?2 possible pairs of these subsets for each pair of
vertices, we must compute at most @4*2 linear regres-
sions. The computational complexity for linear regression is
O(d?*(n + d)) (the details are in the supplemental file located
at https://github.com/shaskajo/epsilonCUT). For each pair of
subsets, we must also perform a threshold test on the difference
between the residuals, which has complexity O(1). Hence, the
overall complexity of e-CUT is O(d®(d — 1)49=2(n + d)).

V. COMPARISON ALGORITHMS

In Section VI we consider numerical examples to com-
pare e-CUT to other popular algorithms such as NOTEARS
[7]1, DAGMA [8], LASSO neighborhood selection [11], and
the generalized likelihood ratio test [18]. Hence, we briefly
summarize all prior algorithms used in the sequel. We also
briefly discuss the computational complexity of LASSO and

7

the generalized likelihood ratio test. We focus on these algo-
rithms since they possess some form of finite-sample guarantee
of recovering the underlying graph. Moreover, continuous
optimization formulations, such as NOTEARS and DAGMA,
suffer from a highly non-convex optimization space, and
hence cannot guarantee convergence to global optima for finite
samples, as well as making computational complexity analysis
rather difficult and beyond the scope of this paper. However,
we provide runtime results in Section VI for all algorithms
used. Because of this, we also briefly mentioned how each
method is implemented.

A. LASSO

For a given observed node Xj(i), let Y}
[Xk(1),..., X(i 1), Xp(i + 1),..,Xp(d)]"  for
k 1,2,...,n. Then, assuming a linear model for the
observations, Xk(z) = A;r Y; 1, where A; is a vector of
coefficients, LASSO [11] minimizes the following sparsity
penalized loss over the coefficients of A;,

o SOIX) — ATVIB + A AL, @D
k=1
for each node ¢, where A is a regularizer term.

The complexity of LASSO neighborhood selection for
a single vertex is O(ndmin{n,d}) [11]. Hence, the total
complexity for LASSO is O(nd? min{n, d}). We implement
LASSO using the Python implementation provided in the
sklearn library.

B. Generalized Likelihood Ratio Test (GLRT)

We consider a generalized likelihood ratio test (GLRT) for
our hypothesis testing problem. [18]. In [18], the GLRT is used
to construct confidence intervals on the causal effect rather
than detect the presence or absence of an edge. We modify
the algorithm in [18] to address our problem. If we let M
denote the set of all DAGS and ./\/l?’j the set of all DAGS
with no edge between vertices ¢ and j. Then, for given DAG
G with weighted adjacency matrix A, the likelihood function
is given as

€(3)

= —% log(2m0?) — %Trace(([ —A)(I - A)f)),

7 42)
where 3 is the empirical covariance matrix. Then, define the
test statistic

Ay =2(sup L(G) — sup £(G)),
geM gemy

(43)

which is compared against a threshold 7. If A; ; > 7 then an
edge is declared, otherwise declare X; ; = 0. The threshold
7 is chosen so that A;; > 7 occurs with probability e
when x; ; = 0 asympiotically. We note that reducing the
computational complexity of the inherent exhaustive DAG
search for ML/GLRT schemes remains an open problem.

To obtain the computational complexity of the GLRT,
we use the procedure outlined in Section 5 of [18], with
slight modifications to fit our problem (since our algorithm
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Computational Complexities
Algorithm Complexity
LASSO O(d?>nmin{n, d})
e-CUT O(d3(d — 1)4%=2(n + d))
GLRT O((d' +1)d3*(d — 1)%(n + d))

TABLE I: Computational complexities of LASSO, e-CUT, and
the GLRT.

outputs a potential edge rather than a confidence inter-
val), and can be found in the following GitHub repository:
https://github.com/shaskajo/epsilonCUT/tree/main. The details
of our implementation along with the full analysis of the
computational complexity are given in the supplemental ma-
terial: https://github.com/shaskajo/epsilonCUT. The computa-
tional complexity of the GLRT is O((1+d!)d3(d—1)?(n+d)).

C. Continuous Optimization Formulations

A popular framework used in causal discovery is mapping
the combinatorial optimization problem into a continuous one.
Typically, a loss function is minimized subject to a constraint
that ensures the outputted matrix corresponds to a DAG.
Throughout this paper, we assume the loss function is the
penalized squared loss,

1 n
7 D Xk — AXG[3 + Xl A1, (44)
k=1

where A is a regularizer term, || X — AX||2 is the l3 norm of
the vector X, — A X, and || A]|; is the [; norm of the matrix A.
Then, the following algorithms differ only in what algebraic
constraint is used to ensure A corresponds to a DAG.

1) NOTEARS: 1t is shown in [7] that a weighted adjacency

matrix A represents a directed acyclic graph if and only
if

AOA) _ d7

Trace(e (45)

where o denotes the Hadamard product (element-wise
multiplication). The elements of the continuous-valued
estimate A are thresholded to determine the inactive
edges, note that this threshold is another hyperparamter
to be tuned. We use the implementation publicly provided
in [7].

DAGMA [8] solves the continuous optimization problem
subject to the constraint

2)

—log|sI — Ao A|+dlogs =0, (46)

where s > 0 is a hyperparameter. Similarly to
NOTEARS, [8] shows that A is a DAG if and only
if (46) holds for appropriately selected s. We use the
implementation publicly provided in [8].

VI. NUMERICAL RESULTS

We consider a numerical example to compare e-CUT to
other popular algorithms that were summarized in Section
V. We examine some interesting phenomena and show the
potential gains of e-CUT over the abovementioned algorithms.

8

A. Definition of Graph Prior

The number of DAGS grows super-exponentially in the
number of vertices d [6], thus, generating all possible DAGS
and uniform, random selection becomes computationally in-
feasible for increasing d. We use the following prior, 4 which
is closely related to the priors used in [7], [19], and defined
as follows:

1) For a given number of vertices d, let D denote a d X d
strictly lower triangular matrix. Then, the lower diagonal
entries (support) are zeroed out randomly and indepen-
dently. Then, for each remaining edge, the weight is se-
lected uniformly at random from the set [—5, —.5]U[.5, 5].
Randomly relabel the vertices of D. This operation is
motivated by the fact that for any DAG, there exists a
relabelling of the vertices such that the corresponding
adjacency matrix is strictly lower triangular [6].

2)

B. Results

Some numerical comparisons for a low number of samples
(n = 10) are given in Figure 3. In Figure 3a we compare the
performance between ¢ — CUT and the previous state-of-the-
art methods for d = 5 vertices, and in Figure 3b for d = 7. In
both cases, our algorithm is competitive with state-of-the-art
methods (aside from the GLRT) in the low tolerance regime.
In Figure 3a, our method outperforms state-of-the-art methods
by nearly 20% in the low tolerance regime. While the GLRT
significantly outperforms the other methods, it can be seen
from Table I and Figure 3c that the GLRT suffers from high
computational complexity even for moderately sized graphs
(this complexity is the reason that the GLRT is omitted from
Figure 3b, its complexity is too high). Moreover, in addition to
e—CUT offering competitive performance, we emphasize that,
unlike LASSO, NOTEARS, and DAGMA, our method does
not require hyperparameter tuning, in addition to possessing
finite-sample performance guarantees.

There is another interesting point to be made about the
numerical results. First, from the definition of w4 and the
description of the algorithms used, the edge error probabil-
ities Pfj and @;; are the same for all pairs (7, j). Hence,
et =3, whPh = PHY, swh = P, and similarly
for ¢~. Hence, the curves figures 3a and 3b are also for the
probability of error of individual edges with finite samples.
This is in contrast to most theoretical guarantees, which often
deal with full graph recovery [7], [8], [10], or connected
neighborhoods in the finite sample setting [11].

C. Runtime Comparisons

We compare the runtimes for the various algorithms in
Figure 3c. Surprisingly, ¢ — CUT is competitive with con-
tinuous optimization formulations (DAGMA and NOTEARS)
even for moderately sized graphs. Of course, as the number of
vertices increases, e —C'UT begins to fall behind DAGMA and
NOTEARS. This is to be expected since ¢ — CUT requires an
exhaustive search procedure for each pair of vertices to satisfy
the false-positive constraint, leading to increased runtimes. We
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Fig. 3: Numerical results of the performance of various detectors. For all the cases, > = 1 and n = 10 and the regularization
constant A is varied for LASSO, NOTEARS, and DAGMA to control the error rates. The regularizer values used to generate
the plots are given in the supplemental file: https://github.com/shaskajo/epsilonCUT. Performance curves are averaged over

1500 iterations.

reiterate that e — CUT does not require hyperparameter tuning
to satisfy the false-positive constraint.

D. Recovering Directions From Support

Throughout this paper, we have focused only on the support
recovery of a directed acyclic graph as this is the most chal-
lenging part of the graph identification problem. Note that the
maximum likelihood estimate of the underlying DAG structure
without any sparsity constraints can be found by considering
only complete DAGs, i.e., DAGs with the maximum number
of edges (Proposition 3.2 in [18]); thus one must consciously
enforce sparsity. However, if one does not care to enforce
sparsity during the maximum likelihood estimation, then the
maximum likelihood estimate may be found efficiently [18],
[21]. Thus, the maximum likelihood estimate can be used to
estimate link direction and the associated weights.

We first use ¢ — CUT to estimate the support x. Then, we
then compute the unrestricted maximum likelihood estimate,

1 .
min %d log(2mo?) + — Trace((I — AT - AY) 47)
o

AeM

where M is the set of all DAGs, and ¥ is the empirical
covariance matrix. Denoting the maximum likelihood estimate

9

as A ML, the final estimate is A=A ML © x which contains
the edge weights and directions of the causal graph while
inheriting the theoretical guarantees on the sparsity provided
by e — CUT. In Fig. 3d we plot the Frobenius norm between
the true matrix A and the estimated matrix A obtained from
the procedure described above. In addition, we compare the
performance of this procedure with DAGMA and NOTEARS,
both of which output a DAG (as opposed to only the support).
Except in the regime for larger false alarm rates, e-cut yields
superior performance over NOTEARS and DAGMA for full
DAG recovery. Thus, our method is competitive with both
continuous optimization formulations, despite focusing only
on support recovery.

VII. CONCLUSIONS

We have introduced a framework for Neyman-Pearson
causal discovery. Often, one needs to control one type of
edge error, so our framework seeks to minimize one error
rate subject to the other being below a user-specified tolerance
level. This approach allowed us to derive the optimal detec-
tor for this problem. We derived finite sample performance
bounds for this optimal detector. Surprisingly, there is a
strong performance gap between current methods and the
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optimal detector. Unfortunately, the optimal detector becomes
computationally infeasible even for modestly sized graphs,
which motivated us to derive ¢ — CUT, which scales more
favorably with graph size. We showed that e — CUT provides
finite-sample guarantees, and hence is feasible in the Neyman-
Pearson causal discovery framework. In addition, we showed
that e — CUT is competitive with state-of-the-art methods
without the need to tune regularizers or hyper-parameters
while offering performance guarantees in the finite sample
regime. Finally, we considered the ability to recover both
directions and edge weights, since ¢ — CUT only recovers
support, and show that our method in tandem with unrestricted
maximum likelihood estimations is better than state-of-the-art
methods that output the full DAG for small false-alarm rate
constraints.

APPENDIX

A. Definitions

Definition 2. The Rényi divergence of order A\ between two
probability measures P and @ is given as

DAPI@) = 3=z [ (55

a0 (48)

) @,

where 94X is the Radon-Nikodym derivative of P with respect

dQ
to Q.
Definition 3. For any two probability measures P and Q, let
. dP
DAPIQ) = [ FiasP.@)los 5. (49)
, dpP\? 2
4Pl = [ Ar(les) - (DArI0)
(50
A 1-X
where Fy\(z; P,Q) = T f(z) g(z)l Y for A €0,1].
x
(5D
B. Proof of Proposition 1
Proof. for any i, 7, we have
wy,
Q;; < Qi 2y (52)
i, 2,7 (dQ’L,J wz 7 )
dpi . w: .
= 1 Lo> By tdQ; (53)
A {in,j wz:jfy} b
(a) w1 dP .\ A
< [ (G255 ) dQuy (54)
/X (w}] vy in’j) -
wi A1 AP i\ X
= (-%) = ) Qi (59)

A
where (a) holds since 1{a > v} < (%) for any a,~y, A > 0.

Since, the above holds for any A > 0. Multiplying by w;
yields

-0 —\1- L _a- Qs
w; Q7 < (ww.)l A(w:j)/\?e (A=NDA(Pi4l1Qis)  (56)
Summing over %, j completes the proof. O
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C. Proof of Proposition 2
Proof. 1t is relatively easy to show that for any pair (7, j),

Qi (X1,., Xin) = exp{—(1 = \) DA(P; |Qi.5) (57)
dP;
—Mog dQ J}F)\(Xl,...,Xn, 237Q23) (58)
P j(X1,.., Xn) = exp{—(1 = \) DA(P; ;1|Qi,5) (59)
dP; ;
=+ (1 — )\) log %}F)\(Xl, ceey Xn, Pi,j7 Qi,j)-
/LL]
(60)
Then, consider the following sets
Xijn = { X1, X [log S~ D (P 1Qu)| <
5,5, — 1yeey A - g dQZ7] 7,7 1,7
2DY(P;,;1|Qi5)
(61)
XY = {Xl, o Xt Xy = 0}, (62)
Xl = {Xl,...,Xn P Xij = 1}. (63)
Hence, for any Xy, ..., X, € X ; », we have that
Qij(X1,.,X) >
exp{ = (1= NDAPL11Qss) ~ DA 11@1)
M2DUP Qi) P (X Ko Py Qi)
(64)
P i(X1,..,Xy,) >
exp{ = (1= DA 1Gu) + (1= VDR 110

- 2D§<Pi,j||Qi,j>}FA<X1, o Xt Prys Oiy).
(65)

Notice that D) (P; ;]|Q; ;) is actually the mean of log dQ’ -
with respect to the distribution F), and DY (P; ;||Q;,;) is its
variance. Then, X; ; » is the event that the log-likelihood ratio
is within v/2 standard deviations of its mean, and so from
Chebychev’s inequality,

1
/ FA(XI»-- X’IL?P,]7QZ,])Z§ (66)
XL A
J
Then, from the union bound, we have that
/ F (X1, ... X0 P j, Qi)
Xi,j,AﬁXRj
1
+/ F,\(Xl,.. X’I’HP,]7Q’LJ) > 5
Xi,j,Ar‘lA"ilj
’ (67)
From (65), we have that
/ Fx(X1,.... X0 P 5, Qi) (68)
Xi‘j,)\ﬁ)c‘il’j
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< exp {(1 CNDA(P1@iy) — (1— NDA(P|[Qsy)  Which yields

(1 X),/2D4( ”||Q”>}/ Py X)L 2 Zw exp{ (L= X)Dx(Pi11Qi)

i,j,)\ﬁXil’j
69 w,
O ADYPIIu) ~ 2 2DAP 1) | - mae {2

< exp {(1 — NDAP1IQu) — (1= NDA(P @) &
exp{ DL(PN@is) + (1 2>A\/2D;'<a,j||@,j>}}
_ P A0 +
(L0 2DUP Qi) b S
(70) INRENE
(75)
-+ — <t <
and so Noticing that Z W, ]P, ; = € < ecompletes the proof. [

D. Proof of Theorem 1.

Fr(X1, oy X0 Pijy Qi) > 1 We first present the proof of Theorem 1, which closely
X, i ana0 " T2 resembles that of the Neyman-Pearson Lemma (Proposition
o IL.D.1 in [27]). Nonetheless, we include it here for complete-

exp {(1 — A)DA(Pi511Qi,5) — (1 = N)DA(Pi411Qi;) (7D ness.

Proof. We proceed first by showing existence. Let 7 > 0 be
1— 2D (P: 1O; +
(=) (B JHQ”)} : the largest ~ such that
dpP,;  w;;
+ 2]
Then, (64) gives wi,jpi7j< 0., < + 7) (76)
i,j b Wi

Then, if the inequality is strict, select 7 to be

0, > exp{ (11— NDAP Q1)

+ 7,7 lJ
€ — i wi,jPi,j( < ’y)
CADY (P 11Qi) — M /2D (P l1@e) exp } 0= > an
'Y

+ apr;; _ W
i Wij P 5 ( =

dQi,; w;
/ Fx(X1, ..., Xn; Pij, Qi j),
Xz-,,-,mxgj otherwise choose 7 arbitrarily. Hence, we have that
(72)
together with (71) we have w»
Z wy; P Z wy ( ( )
_ 1
Q1,2 jeo{ = (1= VDA Qi) ~ ADL(PL11Q1) o (BB - ))
- 2DLPglQe) | - e { - DALl 78)
- P
+(1-2) ZDS’(Pz',jHQi,j)}P;,}- wa 7 (de )
(73) . ap, (79)
Multiplying both sides by w; ; and summing over all (4, ) + TIZ%gR:,j (dQ = w+V> =e
pairs gives us Y " J

We next show that threshold rules are optimal. We use the
Lagrange multiplier A\g > 0 (if the optimal estimator is
waj ihj = 2 Zw exp{ = A)DA(P;1|Qi,5) such that Ay = 0 then the constraint is inactive, and so the
iJ optimal estimator should always declare X; ; = 1) and seek

, - to minimize e~ + A\ge'. Then, we have
— ADA (P 5]|Qi,5) — A/ 2DX(Pi;1Qi.) Zw,Jw

e + )\0€+ = ngjp(f@,j = O‘Xi,j = 1)

expd — DA(Piy1|Qi) + (1 — 20)y/2DY (P | } ot " (80)
p{ = DRI + (1 - 202047 l101) o S B — 1 —0
i,J
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X = 01X, ey X0)Qi i (X1, s Xin)

+ Xow;HP(X; 5 = UX1, o, Xn) Pij(X1, o Xin).
(81)

Then, to minimize €~ + Age™, the estimator x should be
such that Xi,j = 0 if wZ_jinj S AOWZjPi,j(le-uaXn)
and 5(1-’]— = 1 otherwise. Since threshold rules are optimal, it
remains to be seen how to select the threshold ~. Observe that

”<

the probabilities P; ; ( Ld~ | are increasing in y for

l)
t i,j

all pairs (4, j), and that the probabilities Q; ; (gg” > Zij 7)
id i

are decreasing in ~. Hence, €T is increasing in «, and €~ is
decreasing in . Then, to minimize €, v should be chosen to
make €T as large as possible. O

E. Proof of Theorem 2.

Proof. First, recall that e =3, g w:“j P ';» and so if it holds
+ - wt. Pt

that for all i,j, P, < ¢ we get e = > . Wi P <

621 j wz ;= € Then it suffices to show that for all 4, j,

PJr < e. We begin by writing

Pfj = /APA(fQ,j = 1|Xi,j = O)P(A‘Xi,j =0)
(@ )
0 / (ki = DP(Alx,; = 0)

= [ PaG = UXRAK P, =0
(82)
where X V7 denotes the set of all measurements except those
from the ith and jth vertex. That is, X \/ = {X\"/}n_|
where X" = [X3(1), ..., Xg(i — 1), X (i + 1), 0.0, Xp(j —
1), Xk(j+1),.... Xx(d)]". (a) holds since x; ; is a determin-
istic function of A which gives us

. P(x;; =1, x:,; =0, A)
Paxi; =1xi; =0)= Hi(A7Xij j: 0) ®
_ POxiy = 0%y = L APA(Xi; = Da (84)
P(Xi,j =0[A)Ta
P(x, . =0/APA(x: . =1
_ (Xz,] | ) A(Xl,] )7T'A _ PA(Xi,j — 1) (85)

]P(Xi,j =0[A)Ta

Now, if we can say that for any A and X \iJ we have
Pa(x;; = 1|X\”) < ¢, then the proof is complete since
that would give us

/ / . .PA(Xi,j = 1|X\i’j)PA(X\i’j)P<A|Xi7j =0)
AJx\ii

Se/ / Pa(X\)P(Alx,; =0) =c
A Jx\isi ’

(86)
We focus on the event x; ; = 1. Notice that our algorithm
only declares an edge between the vertices ¢ and j if for all

sets of potential parents, which we denote as Z(i) and Z(7),
respectively, we have that |67 — 67| > 75, 5(;), Where

67 = (Xu(i) — & Z4(3)°, (87)
k=1

52 =" (Xu(G) — BT Zu(h)’, (88)
k=1

and the vectors Zj( (4) and Z(i ) contain the kth measurements
of the vertices in Z(i) and Z(j), respectively. The vectors
& and B are the resulting coefficient vectors obtained by
performing least squares of vertices ¢ and j on the potential
parent sets Z(i) and Z(j), respectively. T3(i),2(j) 18 chosen
so that

2= Fop(T50 2y 71 =P+ Fuep (=75 25 71— P)

A
= Fua(T 2y T D+ Fama(=T2) 2y T = 0)
= 6,
(89)
where 7/, = (7 TZ(:),2() — lg — p|02)/202, p=[2(i)]

Z(),2(j)
and ¢ = | Z|(j) and F} is the cdf of the chi-squared distribu-
tions with [-degrees of freedom.

Then, we have that

Pa(xi,; = 11X \"7) (90)

= PA( m |67 — o3| > Tz(i),Z(j)|X\i’j> oD
Z2(i),2(5)

<Pa(|672 = 672 > T2),2(5)| X V) 92)

—(n—=p)o® + (n—q)o* + (¢ — p)o’|
> TZ(i),2(j \X\”)

(G)P (A*Q A;Q

(93)
®) 2 2 %2 2
< Pa(|6;? = (n—p)o®| + 167> — (n — q)o?|
+1(g —p)o?| > TZ(i),Z(j)|X\Z’J)
G
=Pa(|6;> = (n—p)o®|+ 167> — (n — q)o?|
> Tz(i),2() — |4 —P|02|X\m)
(95)
© 2 T2().2() — 17— plo?
< Pallor? — (n—p)o?| > -
~x TZ(),Z(5 *\Q*p\UZ i.d
U|‘7j27”7Q)02|> (4) (3)2 |X\,J)
(96)
@ 1572 .
< IPA(‘ = —(n *p)' > T/z(z),z(j)|X\ ’J>
a? 97)
0_*2 (
+PA( oy —(n— q)‘ > T,z X )
Where (a) holds since
—(n—p)o* + (n—q)o’ + (¢—p)o®=0.  (98)
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(b) holds since by the triangle inequality we have

1672 — 65% — (n—p)o” + (n— q)o” + (¢ — p)o”|

<1672 = (n = p)o®| +165* — (n — q)o®| +|(q — p)o?],

99)
and so if the left side is greater than 7z z(;), this implies
that right side is as well. Hence,

{Tzu),zm <
62— 67— (n—p)o® + (n— g)o® + (g p>02}
- {TZ(i),Z(j) <|67* — (n—p)o?|

10 = (1= )%+ g~ p)o?l .
(100)
(c) holds due to the following fact: for any real numbers a, b,
and c,

a+b>c:>a>gorb>g, (101)

2

and (d) holds by the union bound and the definition
TZ(),2() = (Tg(i)’z(j) —|q — plo?) /202, For simplicity, we
turn our attention to

~x2

o
Pa(|5

First, begin by noticing (102) can be written as

—(n —P)’ > le(i)z(j)‘X\i’j)' (102)

A%2

9i
PA( o2

—(n—p)> TIZ(i),Z(j)
A k2

U3
g2

which is further upper bounded by

(103)

—(n—-p)< _T/zf(i),z(j))X\i’j)

A2

5
PA( o2

—(n—p) > T%(i),Z(j) ‘X\i’j>

v (104)

)
2

NG

—(n—p) < _Té(i),z(j)‘X\i’j)'

We turn our attention to the first-term
~x2

IPA(O”‘Q

g

From Lemma 2, (;—*22 follows a chi-squared distribution with
n —p degrees of freedom conditioned on X /. We have that
(105) is equal to

L= Fop(T2y,2¢) T — D) (106)

where F),_, is the cumulative distribution function (cdf) of
a chi-squared distribution with n — p degrees of freedom.
Following a similar argument, we also get that

512 g
PA(ﬁ < Tz T —P‘X\ "7>

= Fop(~TZ3),2() T — D)

(107)

Following the same argument, we have that

~ 52

]P)A(’% —(n—q) > T%(i),z(j)’X\i’j)

<1 = Fuo(tz0),2¢) + 7 =)

+ Fpg(=TZ ), 2(5) T — @)
Hence, from (97) we have
Pa(x;,; = 1x\) <2- Fonq(T2),2¢) 17— 9)
- Fn*P(TIZ(i),Z(j) +n—p)+ Fn*q(_T%(i),Z(j) +n—q)
+ Fop(=Tz(),2(5) T 7 — D)

(108)

(109)
From the definition of 7z z(;), the right-hand side of (109)
is equal to €, which completes the proof. O

F. Proof of Lemma 1

For notational simplicity and readability, we restate the
lemma with simplified notation.

Lemma 2. Let {X}}'_, be a fixed dataset of p-dimensional
vectors. Let X be the matrix constructed by taking the kth
row as X,;r. Let yi, be defined as

yk:X];er-i-’LUk,

where « is a vector of coefficients and wy is zero mean
Gaussian noise with variance o?. Furthermore, let & =
(XTX)*lXTY, i.e., the ordinary least squares estimate of
o, where Y = [y1,Y2, ..., Yn] | . Then,

1 ¢ )
=) Z(yk - Xa)?,
k=1

follows a chi-squared distribution with n — p degrees of
freedom.

Proof of Lemma 2. We begin by defining the vector of resid-
uals as

W=Y-Xa=QY =Q(Xa+W), (110)

where Q = T-X (X "X) ' X T and W = [wy, wa, ..., w,] T
Notice that QX = 0, and that Q is a projection matrix.
Hence, Q? = Q which implies W is a Gaussian vector with
zero mean and variance o2Q. Then, there exists some unitary
matrix U that diagonalizes @@ Moreover, notice that

Trace(Q) @ Trace(] — X (X' X)'X ) =n—p (111)

where (a) holds since the trace is invariant to cyclic shifts.
Then, if we define W' = WTU, we see that W' is a Gaussian
vector with zero mean and covariance JzUTQTQU which
from the previous calculations is equal to 02U ' QU = o2A,
where A is the diagonal matrix of the eigenvalues of @, which
can only be 0 or 1 due to @ being a projection matrix. Then,
we have that p of the entries of W’ are equal to zero, and
so ||W’||3/02 is the sum of the squares n — p independent
Gaussian random variables each with mean zero and variance
one, which is exactly a chi-squared distribution with n — p
degrees of freedom. Finally, notice that W2 = |UTW| =
W[5
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