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Abstract

Shock-driven variable density mixing has been frequently explored through
the single-phase Richtmyer-Meshkov instability. Here, such mixing is consid-
ered when driven by a multiphase component, the Shock-Driven Multiphase
Instability (SDMI). The simple case of a solid particle seeded gas in a cylin-
drical region surrounded by clean gas is studied. It has been previously
shown that the particle-phase can lag behind the gas, diminishing vortic-
ity deposition. In this letter we present theoretical analysis of the vorticity
deposition, and a new model predicting the circulation deposition for an
SDMI as a function of particle relaxation distance and hydrodynamic mixing
strength. The theory is founded on a simplified vorticity equation, advection
and multiphase source terms, using simple drag models to predict the par-
ticle dynamics, and scaling the results using existing circulation models for
the Richtmyer-Meshkov instability in the small particle limit. The model is
compared to new high-fidelity experimental data, and previous experiments
and simulations, finding good agreement. This model provides the first the-
oretical prediction of mixing suppression in the SDMI.
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The instantaneous acceleration of a perturbed variable-density fluid inter-1

face by a shock wave results in strong vorticity ω deposition and subsequent2

mixing (fig. 1). When both fluids are continuous and of a single phase,3

the resulting hydrodynamic instability is known as the Richtmyer-Meshkov4

instability (RMI). The RMI has been well-studied for its applications in in-5

ertial confinement fusion and combustion among others. A closely related6

instability, the Shock-Driven Multiphase Instability (SDMI), results when7
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Figure 1: The development of the Richmyer-Meshkov and Shock-Driven Multiphase In-
stabilities highlighting the effect of particle lag.

one or both fluids is composed of a multiphase mixture, e.g. particles and8

gas. If the coupling of the phases is slow relative to the hydrodynamic time9

scales, then one phase will lag behind the other. These lag effects have been10

observed to reduce the shock-deposited vorticity at the interface while also11

increasing particle entrainment. This letter, and the supporting document12

[7], study the vorticity deposition on a cylindrical SMDI interface, a problem13

frequently arising in combustion applications. Theory for multiphase effects14

and a model to predict the circulation deposition, based on RMI models and15

particle momentum equilibration rates, is presented.16

In the RMI, vorticity is deposited due to a misalignment between pressure17

and density gradients. This misalignment creates baroclinic vorticity along18

the fluid interface as seen in the vorticity eqn 1, where ui is the gas velocity,19

ρg in the gas density, τjl is the viscous stress tensor, and Bj is a body force.20

The pressure gradient is often characterized by the shock wave Mach number21

while the density gradient is characterized by the gas Atwood number Ag =22

(ρB−ρA)/(ρB+ρA), where ρA and ρB are the initial density of the surrounding23

and interface gases respectively.24
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∂tωk + uj∂jωi = ωj∂jui − ωi∂juj +
1

ρ2g
εkij∂iρg∂jP︸ ︷︷ ︸
baroclinic

+εkij∂i
∂lτjl
ρg

+ εkij∂i
Bj

ρg︸ ︷︷ ︸
body force

. (1)25

The misalignment of pressure and density gradients frequently results26

from a perturbation in the fluid interface. While linear stability theory treats27

the interface perturbation by means of a Fourier series (sine waves), circular28

and spherical interface geometries are common in many applications, e.g.29

fuel jets and bubbles [19]. Several models have been proposed to predict30

RMI circulation (Γ =
∫
ωdA) deposition on cylindrical interfaces. Wang et31

al. [18] provides a summary and comparison of these models. The model32

of Picone and Boris [13], of interest in this work, predicts the circulation as33

shown in eqn. 2.34

ΓPB = v′A

(
v′A
wi

− 2

)
D0

2
∗ ln(ρB/ρA) (2)35

In the case of the SDMI, RMI theory can be applied by treating the36

multiphase mixtures as single fluids with appropriately averaged properties.37

An effective density ρe for the interface fluid can be found as the sum of gas38

and particle mass divided by the total volume in the interface. The effective39

Atwood number can then be found as Ae = (ρe − ρA)/(ρe + ρA). Using the40

effective interface density, RMI theory provides a good prediction of SDMI41

circulation in the case of small fast reacting particles. As particles become42

larger, or heavier, their velocity equilibration time (tv) becomes significant43

compared to the hydrodynamic time scale, taken as th = D0/wi, where D044

in the interface length scale (diameter) and wi is the incident shock wave45

velocity. The non-dimension relation time then is τv = tv/th.46

The particles generate a drag force on the gas that generates vorticity47

through the body force term (eqn. 1). As the particles advect through the48

gas, they carry the vorticity production term, depositing vorticity over their49

path. This leads to increased dissipation of the newly deposited vorticity50

, resulting in decreased circulation. Dahal and McFarland proposed that51

this misalignment could be understood through enstrophy, eqn. 3, where52

Ω = ωkωk/2. In this equation, the multiphase enstrophy production can be53

seen to increase when the enstrophy source term and previously deposited54

vorticity are aligned.55
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DtΩ =

ωiωj∂jui − ωiωi∂juj +
ωk

ρ2g
εkij∂iρg∂jP︸ ︷︷ ︸
baroclinic

+ν∂j∂jΩ− ν∂jωi∂jωi + ωkεkij∂i
Bj

ρg︸ ︷︷ ︸
multiphase

(3)56

The SDMI was first shown experimentally by Vorobieff et al. [16]. Sub-57

sequent work by McFarland et al. [10] found that instability could result58

from differences in both effective densities and equilibration times. Dahal59

and McFarland [4] suggested that circulation deposition was reduced due to60

the misalignment of vorticity deposited by the advecting particle field and61

the gas phase vorticity. Middlebrooks et al. [11] highlighted the effects of62

droplet size and breakup in experiments, while Duke et al. [6] simulated63

these experiments and provided further insight into the effect of breakup64

and evaporation on the SDMI. Si et al. [15] explored the effect of Stokes65

number, St, on a combined RMI and SMDI in simulations.66

The degree of momentum coupling between particles and gas is deter-67

mined from the drag force and particle mass. In the absence of deformation68

or breakup, the particle can be treated as a simple sphere with diamter dp.69

Various forces arise on the particle [9] during shock interaction, but among70

these the steady drag force is the most influential [1]. The drag force depends71

on the time-dependent Reynolds number (Re = ρ′Bdp(v
′
A − vp)/µ

′
B), where72

ρ′B is the post shock carrier gas density, vp is the particle velocity relative73

to the gas, µ′
B the post-shock carrier gas viscosity, and v′A is the carrier gas74

post-shock velocity. Here we assume v′A ≈ v′B as the interface gas is limited75

in size (mass) and will equilibrate with the surrounding gas velocity.76

For low Re, the Stokes flow drag relation can be used, CD = 24/Re.77

It is assumed that equilibrium is achieved when the final velocity of the78

particle reaches 99% of the freestream gas velocity, vp,f = 0.99v′A, transferring79

98% of its momentum to the gas phase. From the Stokes drag force, the80

particle velocity equilibration time can be found as tv,s = −ln(0.01)/B, where81

B = 18µ′
B/(d

2
pρp/) and ρp is the density of the particle material. The distance82

the particle travels relative to the gas at this time, the lag distance, can be83

found as xf,s = −v′A/B(e−Bt − 1).84

At higher Re, various models have been proposed. Cloutman [3] provided85

an analytical solution for particle trajectories based on the Kliatchko drag86

model (eqn. 4). Only the Re < 1000 solutions are presented as the particles87
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and conditions used here meet this criteria. The high Re velocity equilibra-88

tion time can be found as shown in eqn. 5, where C = 1
6
[dpρg/(µ)]

2/3. The89

lag distance, can be found by eqn. 6.90

CD =

{
24/Re+ 4/Re1/3 Re ≤ 1000
0.424 Re > 1000

(4)91

tv,c =
3

2B
ln

(
v
−2/3
p,f + C

v
′−2/3
A + C

)
(5)92

xl,c =
3

BC

(
v
′ 1
3
A + C− 1

2 arctanC− 1
2v

′− 1
3

A

−v
1
3
p,f − C− 1

2 arctanC− 1
2v

− 1
3

p,f

) (6)93

To study the SDMI, a cylindrical multiphase interface was created in a94

shock tube facility (fig.2) with internal cross section of ≈ 14x14cm, follow-95

ing the methods of Duke et al. [5]. The carrier and surrounding gas were96

air initially at ambient conditions (T = 293K, P = 100.3kPa). A Mach97

1.35 ± 0.007 shock wave was used to accelerate the interface, providing re-98

peatability, and sufficient hydrodynamic time scales for imaging. Shock wave99

velocities and pressures were measured by dynamic pressure transducers and100

gas properties calculated from gas dynamics equations (v′A = 177.4±3.3m/s,101

ρ′B = 1.9± 0.01kg/m3).102

Figure 2: Shock Tube facility, interface Initial Conditions and Diagnostics: A) example of
the stability of the multiphase interface, and B) test section configuration
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Figure 3: Scanning Electron Microscopy images of the particles used. Note the scale is
different for the smallest particles.

Solid particles were used in place of the previous liquid droplets to avoid103

deformation and breakup effects. Following the results of McFarland et104

al. [10], particles with τv = O(0.1, 1, 10) were desired. TiO2 particles105

(4200kg/m3) with nominal diameter of 0.2µm and aluminum particles (ρAl =106

2700kg/m3) with nominal diameters of 1 and 5 µm were used.107

Particle sizes were measured ex-situ via scanning electron microscopy (fig.108

3) and in-situ via phase Doppler Particle Anemometry (PDPA). Table 1 pro-109

vides the sizes measured, though the TiO2 particles were below the detectable110

range for PDPA. The arithmetic mean diameter (d10) agreed, but the PDPA111

measurement found larger Sauter mean diameters (d32). We attribute this112

discrepancy to agglomeration that may occur in the delivery of the particles113

to the shock tube.114

Table 1: Particle size statistics
PI TiO2 Al(1) Al(5)

SEM
D10[µm] 0.2 1.18 4.61
D32[µm] 0.3 1.65 6.28

PDPA 120 mm
D10[µm] - 1.56 4.30
D32[µm] - 2.31 9.73

A solid particle delivery system consisting of a vibrating hopper, ejec-115

tor pump, and flow-straightener was used to create a cylindrical interface116

with D0 = 1.24 ± 0.01cm, as seen in fig.2. The particle mass flow rate was117

measured in-situ by capturing, filtering, and weighing (balance accuracy of118
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±0.1[mg]) the particles exiting the interface creation device over a 1 minute119

time. Particle mass flow rates were consistent such that the gas flow rates120

could be adjusted to provide Ae = 0.0379± 0.009.121

Three cases (table 2) were developed to study the desired range of τv. For122

case 1, it was desired to have (τv ≈ 0), essentially an RMI. The TiO2 particles123

were found to provide a sufficiently low lag distances to act as a reliable gas124

tracer. Thus, Ae was set by using a gas mixture (80/20%-N2/CO2 ) by125

volume, ρB = 1.28kg/m3) with the particles contributing a negligible mass126

to the interface. For cases 2 and 3, the aluminum particles were seeded in127

air. Temperatures were monitored (TA/TB = 1.00± 0.02) to ensure that the128

carrier and surrounding gas densities matched and did not contribute to Ae.129

Table 2: Initial conditions
cases 1 2 3

Particles TiO2 Al(1) Al(5)
τv for d10 0 1.27 2.54
τv for d32 0 7.37 28.3

Ag 0.0388 0 0
Ae 0.0388 0.0376 0.0371
σAe 0.0001 0.0086 0.0074

The interface development was imaged by laser Mie-scattering. A laser130

sheet (< 0.2cm thick by 2cm wide) created by a pulsed dual head Nd:YAG131

laser (532nm, 150mj/pulse) is introduced through a window at the end of the132

shock tube. The sheet and cameras are oriented to allow the rΘ plane of the133

cylinder to be imaged. Cameras (La Vision 25MP CMOS) are mounted at134

two windows to view the initial interface and its evolution at a downstream135

location (≈ 0.546m) with resolution up to ∼ 6µm/px. The cameras and laser136

are triggered by an upstream pressure transducer.137

To acquire particle velocities, the particle imaging velocimetry (PIV)138

technique was used. Two images were acquired with laser pulses triggered139

2µs apart. The DaVIS 11.0 software was used to correlate the images and140

provided a velocity field with a 24 x 24 pixel spacing with a 50% overlap.141

A multi-pass cross correlation was used, with the final pass providing vec-142

tors with ≈ 72µm spatial resolution. The vectors were post-processed to143

reduce noise and a Gaussian smoothing filter applied to smooth gradients.144

It should be noted that PIV is challenging in shock-driven flows and at high145

particle concentrations [12]. The velocity measurements obtained are for146
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Figure 4: Interface development for each case at t ≈ 3ms.

the particle phase and only provide an estimate of the gas velocity once147

in equilibrium. The supporting document [7] provides more details on the148

experimental methods.149

Figure 4 shows the late-time evolution of the interface for each case at t ≈150

3ms. Case 1 (RMI) shows well-developed vortex cores similar to observations151

in previous RMI works [14]. Case 2 shows a more perturbed development152

with secondary instabilities arising on the upstream (left) interface. The153

particle field is more diffused in the vortex cores dues to lag effects. Case154

3 shows much less development of the vortex cores and a long tail of larger155

particles lagging behind the flow (left). It is notable that the development156

of these cases follows closely the trends shown in early SDMI simulations157

[4, 17].158

Vorticity (ωz) fields were found by first-order finite difference method for159

each case as shown in fig. 5. It should be noted that at this late time the160

particles have equilibrated with the gas flow, thus the particles should be an161

accurate tracer of gas velocity where present. While well-defined vortex cores162

are visible, each case also shows spurious alternating patches of positive and163

negative vorticity along the upstream portion of the interface.164

To determine the circulation the center of each vortex core is first iden-165

tified by the location of maximum swirling strength. A line integral of the166

azimuthal velocity field is performed along a circle centered on the vortex167

core (
∮

v⃗ · d⃗r). The radius of this circle is increased until the maximum168

circulation is found, as seen in figure 6. This procedure was repeated for169

8-10 images for each case to determine the average circulation. It should be170

noted that this method produces a conservative estimate as it excludes some171
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Figure 5: Vorticity for each case at t ≈ 3ms.

of the vorticity outside the cores. Furthermore, some vorticity present in the172

carrier gas is missed, due to the absence of tracer particles in this gas. This173

is most significant for case 1, where there is little diffusion of particles across174

the interface. Table 3 shows the average circulation found for each case.175

Table 3: Average and standard deviation of circulation (cm2/s) from vortex cores

Cases 1 2 3
Γ 952.45 320.75 56.159

σΓ± 98.078 116.46 22.85

The circulation for the RMI case can be predicted by various models,176

but the one provided by Picone and Boris (PB, eqn. 2) has been shown to177

perform well for heavy gas cylinders [18]. From this model, case 1 should have178

a circulation of ΓPB = 1350cm/s2. Using this value we plot a normalized179

circulation Γ/ΓPB versus the characteristic particle diameter (dc) in figure180

7. We use the d32 value for dc as the lag distance scales with d2 while181

the momentum carried by each particle scales with d3. Data from previous182

experimental and simulation works on circular SDMI interfaces are included183

as well. In order to scale dc for different particle materials from previous184

works, we take dc to be for aluminum particles, scaling other materials as185

dc = d32(ρp/ρAl).186

As proposed in Dahal and McFarland [4], vorticity should be a function187

of both the strength of particle source term and its alignment with the gas188

phase. To explain the observed circulation deposition we propose a simplified189
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Figure 6: Circulation estimate versus circle radius for the evaluation of the line integral.
The center line represents the average and the shaded region the maximum and minimum
for all trials.

model based on the vorticity and enstrophys equations (eqns. 1 and 3).190

For this problem the flowfield can be taken to be 2D and incompressible191

(post-shock), with gas velocity and momentum source term primarily in the192

x-direction. The enstrophy can be found for a control volume (CV) that193

travels with the particles as seen in eqn. 7, where ωl is the vorticity local to194

the CV given in eqn. 8, Bx is the momentum source term, and vx the gas195

velocity relative to the particles.196

DtΩ =
1

ρ′B
ωl∂yBx (7)197

∂tωl =
1

ρ′B
∂yBx − vx∂xωl (8)198

A closed-form solution for ωl and Ω can be found for the Stokes drag199

model, Bx = mpBx′(t) where mp is the total particle mass in the cloud. The200

length scale for the CV is taken as the radius of the interface, D0/2, and201
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was found to well-represent the length scale for the interface vorticity. By202

numerical integration [7], it was found that the Stokes and Cloutman solu-203

tions provide similar (±10%) vorticity deposition at particles sizes less than204

∼ 2.5µm. At 10µm, approximately the Al(5) case d32, the error increases to205

near 300%. While this error is significant, both models result in a similar206

trends with particle size and predict much lower vorticity for larger particles.207

The final vorticity is obtained as t → ∞, when the Stokes lag distance208

reaches its maximum value, xs. The maximum vorticity is found as dp → 0,209

e.g. limxs→0 ω
(
xs

)
. Taking that circulation is proportional to vorticity and210

should approach that of an RMI at this maximum(eqn. 2), equations 7 and211

8 can be solved with the Stokes drag model and scaled to predict circulation212

for the circular interface as shown in equations 9 and 10.213

Γt =
√
2B

(
D0

2

)2

ln

(
ρe
ρ′B

)(
v′A
wi

− 2

)
∗
(

2

D0

xf + e−2xf/D0 − 1

)1/2

(9)214

Γl = B

(
D0

2

)2

ln

(
ρe
ρ′B

)(
v′A
wi

− 2

)(
1− e−2xf/D0

)
(10)215

These equations are normalized by the maximum circulation (ΓPB), and216

plotted in fig. 7. We attribute the disagreement in circulation for case 1217

to a lack of vorticity information in the surrounding gas and a limited mea-218

surement resolution. Simulation results for small particles [4] showed better219

agreement with the models. The simulations from Duke et al. (2021) [6] also220

showed a lower circulation than predicted by either model for small particles.221

We believe this is due to initial water vapor in the interface, creating a small222

negative Ag.223

At larger diameters, experimental data from Duke et al. (2020) [5] shows224

a higher circulation than predicted by the Γl model. In this experiment, a225

significant positive Ag was present increasing the gas phase vorticity, which is226

not captured in the current models. Also, the droplets underwent a breakup227

process, reducing their equilibration time. Simulations from Duke et al.228

(2021) [6] also show an increased circulation deposition for large particle229

sizes. This again can be attributed to droplet breakup decreasing the effective230

equilibration time. Another source of error for large particle cases is that231

the particles lag behind even small gas velocity changes, and thus the PIV232

measurements may show less circulation than that of the gas phase.233
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Figure 7: Circulation versus particle characteristic size. Blue line: Circulation predicted
by theory. Orange squares: Current experimental data. Green circles: Simulations from
[4]. Blue circles: Simulations from [6]. Yellow square: Experiments of [5]. Red outlines
indicate data with breakup effects.
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Overall the local circulation model shows better agreement for larger par-234

ticles sizes than the total circulation model. The reason for this is primarily235

due to the dissipation of advected vorticty, that is not captured in eqn. 9.236

Vorticity advected downstream is dissipated by viscous effects. In the case237

of the simulation results, advected vorticity is dissipated through numerical238

viscosity and diffusion. It should also be noted that other drag models may239

be applied, and those developed for the Re found in this work (e.g. [2, 8])240

produce similar results.241

The local circulation model provides a new theoretical understanding for242

the effect of finite momentum coupling rates on the SDMI. The model makes243

several fundamental assumptions: 1) The advection and multiphase source244

terms dominate the interface vorticity dynamics, 2) In the small-particle245

limit the circulation reaches that of an equivalent RMI, 3) The circulation246

decreases as the particle lag distance increases relative to the interface vor-247

ticity length scale, D0/2 here 4) The particle lag distance is a function of the248

drag force, modeled here by the steady drag for a simple sphere in isolation.249

With these assumptions, the theory can be easily generalized to other250

interface geometries by scaling with the appropriate circulation and drag251

models. The results suggest that mixing suppression by multiphase effects252

can be predicted and perhaps exploited in engineering applications, such as253

inertial confinement fusion (ICF) and shock-driven combustion. Future work254

will explore the effect of including the baroclinic term for interfaces with gas255

phase density differences, providing further insight into droplet laden fuel256

vapor mixing and particle laden gas/plasma interfaces such as those found257

in ICF and supernovae.258
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