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Sharp stability for Sobolev and log-Sobolev
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Jean Dolbeault∗, Maria J. Esteban†, Alessio Figalli‡,
Rupert L. Frank§, and Michael Loss¶

We prove a sharp quantitative version for the stability of the Sobol-
ev inequality with explicit constants. Moreover, the constants have
the correct behavior in the limit of large dimensions, which allows
us to deduce an optimal quantitative stability estimate for the
Gaussian log-Sobolev inequality with an explicit dimension-free
constant. Our proofs rely on several ingredients such as compet-
ing symmetries, a flow based on continuous Steiner symmetrization
that interpolates continuously between a function and its symmet-
ric decreasing rearrangement, and refined estimates on the Sobolev
functional in the neighborhood of the optimal Aubin–Talenti func-
tions.
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1. Introduction and main results

The classical Sobolev inequality on Rd, d ≥ 3, states that

∥∇f∥2
L2(Rd) ≥ Sd ∥f∥2

L2∗ (Rd) ∀ f ∈ Ḣ1(Rd) ,
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where 2∗ = 2 d
d−2 is the Sobolev exponent, Sd = 1

4 d (d − 2) |Sd|2/d is the
sharp Sobolev constant, and |Sd| denotes the d-dimensional volume of the
unit sphere in Sd ⊂ Rd+1. Here Ḣ1(Rd) is the closure of C∞

c (Rd) with respect
to the seminorm ∥f∥Ḣ1(Rd) := ∥∇f∥2

L2(Rd). In addition, equality holds if and
only if f belongs to the (d + 2)-dimensional manifold

M :=
{
ga,b,c : (a, b, c) ∈ (0,+∞) × Rd × R

}

where ga,b,c(x) = c ḡ
(x− b

a

)
and ḡ(x) =

( 2
1 + |x|2

) d−2
2

.(1)

In [13] Brezis and Lieb asked the following question:
Do there exist constants κ, α > 0 such that

δSob(f) :=
∥∇f∥2

L2(Rd)
∥f∥2

L2∗ (Rd)
− Sd ≥ κ dist(f,M)α

where dist(·,M) denotes some ‘natural distance’ from the set of optimizers?
In the modern terminology, δSob(f) is usually called the Sobolev deficit. In
this kind of stability questions, one can try to obtain ‘the best possible result’
by finding the strongest possible topology to define the distance and the best
possible constant κ and exponent α. A beautiful answer to Brezis and Lieb’s
question has been given by Bianchi and Egnell in [7]: for any d ≥ 3 there is
a dimensional constant Cd,BE > 0 such that

(2) δSob(f) ≥ Cd,BE inf
g∈M

∥∇f −∇g∥2
L2(Rd)

for any f ∈ Ḣ1(Rd) such that ∥f∥L2∗ (Rd) = 1. It is worth observing that this
result is optimal both in terms of the distance used (the Ḣ1 norm) and in
terms of the exponent 2. Its proof is based on two principles:

(i) Local-to-global: it suffices to prove the inequality in a neighborhood of
M;

(ii) Local analysis: (2) holds near M.

As shown in [7], these two steps are achieved as follows:

(i) By Lions’s concentration-compactness theorem, if δSob(f) is small, then
f is close in Ḣ1 to M.

(ii) Given f close to M, one can assume that ḡ ∈ M is the closest point
to f . Then, if one writes f = ḡ + ϵ ϕ with ϵ := ∥∇f − ∇ḡ∥L2(Rd) and
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∥∇ϕ∥L2(Rd) = 1, a Taylor expansion gives

δSob(ḡ + ϵ ϕ) ≥ ϵ2 Qḡ[ϕ] − 2
2∗ ϵ

2∗ ,

where Qḡ[ · ] is a quadratic form depending on ḡ (see Section 2.4 below
for more details). In addition, spectral analysis shows that Qḡ[ϕ] ≥ 4

d+4
and this inequality is sharp, proving that

(3) δSob(ḡ + ϵ ϕ) ≥ 4
d + 4 ϵ2 − 2

2∗ ϵ
2∗ .

In particular, if ϵ is sufficiently small then (2) follows.
Although Bianchi and Egnell’s result gives a very satisfactory answer to

the question raised by Brezis and Lieb, their method gives no information
about the constant Cd,BE. More precisely:

(i) Since the local-to-global argument is based on compactness, there is no
information about the size of Cd,BE outside a small Ḣ1-neighborhood
of M.

(ii) Even if we restrict to functions close to M, the bound provided by
Bianchi and Egnell is very unsatisfactory for large dimensions. Indeed,
(3) implies that δSob(g+ ϵ ϕ) ! 1

d ϵ
2 provided ϵ2

∗−2 " 1
d , or equivalently

ϵ " d−d/4. In other words, for large dimensions, the neighborhood of
M where the Taylor expansion of Bianchi and Egnell provides a lower
bound is super-exponentially small with respect to d.

The goal of this paper is to provide a new proof of the Bianchi-Egnell
estimate that leads to a completely sharp result. More precisely, by a series
of new ideas and techniques, we shall provide:

(i) a quantitative local-to-global principle, based on competing symmetries
and continuous Steiner symmetrization, that allows us to reduce the
global estimate to a local estimate;

(ii) a refined local analysis that provides a bound on the form δSob(g+ϵ ϕ) ≥
c0
d ϵ2 for ϵ ≤ ϵ0, where c0 and ϵ0 are independent of the dimension.

These techniques allow us to prove the following explicit stability constant
estimate.
Theorem 1.1. There is an explicit constant β > 0 such that, for all d ≥ 3
and all f ∈ Ḣ1(Rd),

∥∇f∥2
L2(Rd) − Sd ∥f∥2

L2∗ (Rd) ≥
β

d
inf
g∈M

∥∇f −∇g∥2
L2(Rd) .
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To our knowledge, this is the first estimate where one obtains a complete
dimensionally sharp result for the deficit of a Sobolev inequality. If Cd,BE
denotes the sharp constant in (2), which we shall assume from now on, then
Theorem 1.1 can be succinctly written

Cd,BE ≥ β

d
,

where β is independent of d. To emphasize the robustness of our result we can
prove, as a direct consequence of Theorem 1.1 when d → ∞, a new stability
result for the Gaussian log-Sobolev inequality. More precisely, on RN with
N ≥ 1, we consider the Gaussian measure

dγ(x) = e−π |x|2 dx .

We abbreviate L2(γ) = L2(RN , dγ) and denote by H1(γ) the space of all
u ∈ L2(γ) with distributional gradient in L2(γ).

Corollary 1.2. With β > 0 as in Theorem 1.1, we have that, for all N ∈ N
and all u ∈ H1(γ),
∫

RN

|∇u|2 dγ−π

∫

RN

u2 ln
(

u2

∥u∥2
L2(γ)

)
dγ ≥ β π

2 inf
b∈RN, c∈R

∫

RN

(
u−c eb·x

)2
dγ .

As we shall discuss later, also this corollary is optimal, in terms of the
power that we control.

Some references

The question of optimality in the Sobolev inequality has a long history. Ro-
demich [70], Aubin [4] and Talenti [76] (see also [72]) proved that the Sobolev
deficit is nonnegative. Moreover, it was shown by Lieb [63], Gidas, Ni and
Nirenberg [52] and Caffarelli, Gidas and Spruck [20] that the deficit vanishes
if and only if the function f is in the (d + 2)-dimensional manifold M of the
‘Aubin–Talenti functions’ of the form (1). Lions [65] has shown that if the
Sobolev deficit is small for some function f , then f has to be close to the set
M of Sobolev optimizers, as a consequence of the concentration-compactness
method (see also [75] for a textbook presentation). In that case, the close-
ness is measured in the strongest possible sense, namely with respect to the
norm in Ḣ1(Rd). The Bianchi–Egnell inequality (2) makes the qualitative re-
sult of Lions quantitative. In particular, it shows that the distance to the
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manifold vanishes at least like the square root of the Sobolev deficit. Such
‘stability’ estimates have been established in other contexts as well, e.g., for
the isoperimetric inequality or for classical inequalities in real and harmonic
analysis. In fact, stability has attracted a lot of attention in recent years. We
refer to [46, 45] and references therein for quantitative stability results for
isoperimetric inequalities based on a generalization of the Fraenkel asymme-
try and to [51, 32] for related results for functional inequalities of Sobolev
type; to [33] for a selection principle which provides an alternative proof of
these results; to [29] for stability in the fractional Sobolev inequality; to [47]
for a sharp quantitative stability result corresponding to the embedding of
Ẇ1,p into the critical Lq(Rd) space (and references therein for earlier papers);
to [37] for stability results based on the duality between Sobolev and Hardy–
Littlewood–Sobolev inequalities and to [24] for the question of the stability
of the lowest eigenvalue of the Schrödinger operator under the constraint of
a given Lp norm of the potential based on Gagliardo–Nirenberg inequalities,
by a Keller duality; to [30, 31] for respectively sharpened Hausdorff–Young
and Riesz rearrangement inequalities, with applications in [49, 50]; to [23]
and [73, 67] for an extension of the Bianchi-Egnell method to a Sobolev in-
equality for continuous dimensions (using weights) motivated by Gagliardo–
Nirenberg inequalities, whose stability (under tail restriction) is also obtained
by entropy estimates and regularizing properties of fast diffusion flows in [11],
with constructive estimates; to [48, 14] for related results on the unit sphere
for subcritical interpolation inequalities. In several of these papers the strat-
egy of Bianchi and Egnell or its generalizations play an important role.

An interesting point about (2) and other inequalities obtained by this
method is that nothing seems to be known about the value of the constant
Cd,BE except for the fact that it is strictly positive and bounded from above
by

(4) Cd,BE ≤ 4
d + 4 ,

as a consequence of the sharpness of the leading order term in (3) (see also
the proof of [7, Lemma 1] or [29, Introduction]). As mentioned before, the
proof of (2) in [7] proceeds by a spectral estimate combined with a compact-
ness argument and hence cannot give any information about Cd,BE. In [61]
König shows that the upper bound in (4) is strict and in [62] that the infimum
defining Cd,BE is attained1. This is reminiscent of the planar isoperimetric in-
equality, where the constant in the quantitative isoperimetric inequality with

1In fact, the results of König in [61, 62] provide affirmative answers to questions
that we had asked in a first version of this paper.
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Frankel asymmetry is strictly smaller than the constant in the corresponding
spectral gap inequality and where one can prove the existence of an optimizing
domain; see [8]. For further studies under an additional convexity assumption,
see [21, 2, 34]. Explicit lower estimates are known only for distances to M
measured by weaker norms than in (2) and for functions satisfying additional
constraints, while much more is known for subcritical interpolation inequali-
ties than for Sobolev-type inequalities. We refer to [10, 38, 11] for Euclidean
Gagliardo–Nirenberg–Sobolev inequalities, to [3] for improvements for Gaus-
sian weights, and to [36, 48, 27, 14] for interpolation inequalities on the sphere.
After the completion of this paper, an extension of our method to fractional
Sobolev inequalities has been obtained in [28] with interesting consequences
for Hardy–Littlewood–Sobolev inequalities.

The logarithmic Sobolev inequality on a finite dimensional Euclidean space
(with either Gaussian or Lebesgue measures) can be seen as a large dimen-
sional limit of the Sobolev inequality, for instance by considering Sobolev’s
inequality on a sphere of radius

√
d applied to a function depending only on

N real variables as in [6, p. 4818] and [66]. Also see [78, Remark 4, p. 254] for
some historical comments. The classical versions of the logarithmic Sobolev
inequality are usually attributed to Stam [74], Federbush [43], Gross [54], and
also Weissler [80] for a scale-invariant form. There is a huge literature on log-
arithmic Sobolev inequalities and we refer to [55] for a survey on many early
results. Equality cases in the logarithmic Sobolev inequality have been char-
acterized by Carlen in [22, Theorem 5], even with a remainder term, see [22,
Theorem 6]. Other remainder terms are given in [9, 42, 39, 15, 56] and, using
weaker notions of distances, in [9, 59, 42, 44, 58], while some obstructions to
stability results involving strong notions of distance are given in [60, 41]. Un-
der some restrictions, improved forms of the inequality are known for instance
from [42, 39, 41, 14]. Also see [53] for a connection between deficit estimates
for the logarithmic Sobolev inequality and the Mahler conjecture in convex
geometry, and [58] for a detailed list of earlier related results. However, as far
as we know, the Bianchi–Egnell strategy has so far not been applied to the
logarithmic Sobolev inequality, probably because u -→ u2 ln(u2) is not twice
differentiable at the origin. Here we overcome this issue as a consequence of
the optimal d−1 decay of Cd,BE.

Comments

Stability of functional inequalities is a natural question in the Calculus of
Variations. As soon as the set M of all minimizers of a given functional is
known, the next question is: if for some function f the functional takes a value

For the author's personal use only.

For the author's personal use only.



366 Jean Dolbeault et al.

above the minimum, can we control a distance dist(f,M) of f to M in terms
of the value of the functional? This is precisely what we do with the deficit
of the Sobolev inequality δSob. Applications range from the justification of
the use of Taylor expansions and spectral estimates, which is essential in
many areas of physics, to the computation of a posteriori errors in numerical
analysis. Stability in the Sobolev inequality is of particular interest because a
whole range of stability estimates in subcritical inequalities can be deduced by
interpolation. This stability also applies to inequalities based on duality, like
the Hardy–Littlewood–Sobolev inequalities, with applications to mean-field
models and nonlinear equations involving fractional operators. The knowledge
of an explicit stability constant is also an invitation to revisit various problems
of analysis, like blow-up phenomena in which Aubin–Talenti functions play a
key role, or rates of convergence in nonlinear parabolic equations, for instance
fast diffusion equations, in which Barenblatt profiles are nothing more than
Aubin–Talenti functions in a different setting.

An important point when discussing stability of functional inequalities
is the notion of distance that is employed. In the setting of the Sobolev in-
equality, the distance dist(f, g) = ∥∇f − ∇g∥2 used by Bianchi and Egnell
is the strongest possible notion of distance. The situation is less clear in
the setting of the log-Sobolev inequality. It is well known that the entropy,
that is,

∫
RN f ln f dγ, controls ∥f − 1∥L1(γ), if

∫
RN f dγ = 1, by the stan-

dard Pinsker–Csiszár–Kullback inequality, and the Wasserstein distance by
the Talagrand inequality (see for instance [5, Notes and references of Chap-
ters 5 and 9]). Here f plays the role of u2 in our Corollary 1.2. Stability of
the log-Sobolev inequality in Wasserstein distance is by now classical, with
results that go back to [59, 9], but is weaker than in L2(Rd, dγ) distance as
in Corollary 1.2. One may wonder whether one can prove stability with re-
spect to the H1(RN , dγ)-distance. However, the corresponding bound does
not hold according to [56]; see [15, 57] for recent advances on this issue. In
addition, within the Lp(RN , dγ) spaces, p = 2 is the largest natural expo-
nent for which such a stability estimate can hold; see [60] for a result in this
direction.

Strategy of the proofs and outline

Let us start with the proof of Theorem 1.1, concerning the stability of the
Sobolev inequality. It consists of three main parts. The first and second parts
deal with nonnegative functions, while in the third part we deduce the in-
equality for arbitrary functions from that for nonnegative functions. The
latter argument uses a concavity property of the problem. Potentially this
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argument comes with a loss in the constant, but we show that it does not
destroy the d−1 behavior that we need to prove Corollary 1.2.

We now discuss the first and the second parts in more detail. These two
parts correspond to the two ingredients mentioned at the beginning of the
introduction, namely to the local analysis (ii) and the local-to-global principle
(i), respectively. The region where the local analysis applies is where the
quantity infg∈M ∥∇f−∇g∥2

L2(Rd)/∥∇f∥2
L2(Rd) ≤ δ, while the remaining region

will be treated using the local-to-global principle. Here δ ∈ (0, 1/2) is a free
parameter that will be chosen appropriately at the end. The crucial point is
that δ can be chosen independently of the dimension d.

The first part of the proof (see Theorem 2.1 in Section 2.2) is concerned
with a nonnegative function f that is close to the set of optimizers. The basic
strategy is to expand the quantity ∥f∥2

Lq(Rd), with the main term given by this
quantity when f is replaced by the closest optimizer g. By this choice there
will be no linear term in the expansion, and for the quadratic term one uses a
spectral gap inequality (Section 2.3). A first version of this argument appears
in the proof of Proposition 2.4 in Section 2.4. Such a naive expansion, however,
is not good enough to reproduce the correct d−1 behavior of the constant
Cd,BE. Instead, a refined argument (Sections 2.5 and 2.6) is needed where
we cut the function f/g in various parts of its range and treat the different
parts by ad hoc arguments. Three different ranges of the function are treated
and, while each of these arguments individually is not sufficient, by carefully
combining them we obtain the final result. We mention that the spectral gap
inequality is only used for an L∞-bounded part of the perturbation.

Parenthetically we point out that we actually prove something stronger.
Namely, we assume a decomposition f = g+r with g ∈ M and a perturbation
r satisfying certain orthogonality conditions. These orthogonality conditions
for r are guaranteed when g realizes the infimum infg′∈M ∥∇f −∇g′∥2

L2(Rd),
but our argument does not make use of this minimality of g.

In the second part of the proof of Theorem 1.1, described in Section 3.1,
we obtain a lower bound on

(5) E(f) :=
∥∇f∥2

L2(Rd) − Sd ∥f∥2
L2∗ (Rd)

infg∈M ∥∇f −∇g∥2
L2(Rd)

∀ f ∈ Ḣ1(Rd) \M

for nonnegative functions f satisfying infg∈M∥∇f−∇g∥2
L2(Rd) > δ ∥∇f∥2

L2(Rd);
see Theorem 3.1 for a detailed statement. Bianchi and Egnell [7] handle this
part by a compactness argument and this is the reason why up to now there
did not exist an explicit lower bound on Cd,BE. Our solution is to replace this
argument by a constructive procedure using an idea taken from a paper by
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Christ [31], in which he establishes a quantitative error term for the Riesz
rearrangement inequality. To implement this strategy in our context we con-
struct, using competing symmetries [25] and continuous rearrangement [16],
a family of functions fτ , 0 ≤ τ < ∞, such that f0 = f , ∥fτ∥2∗ = ∥f∥2∗ ,
τ -→ ∥∇fτ∥2 is nonincreasing and infg∈M ∥∇(fτ − g)∥2 → 0 as τ → ∞.
Clearly,

E(f) ≥
∥∇f∥2

L2(Rd) − Sd ∥f∥2
L2∗ (Rd)

∥∇f∥2
L2(Rd)

= 1 − Sd

∥f∥2
L2∗ (Rd)

∥∇f∥2
L2(Rd)

≥
∥∇fτ∥2

L2(Rd) − Sd ∥fτ∥2
L2∗ (Rd)

∥∇fτ∥2
L2(Rd)

.

Starting with infg∈M ∥∇f −∇g∥2
L2(Rd) > δ ∥∇f∥2

L2(Rd), one would like to run
the flow until at a certain point τ0 one has

(6) inf
g∈M

∥∇(fτ0 − g)∥2
L2(Rd) = δ ∥∇fτ0∥2

L2(Rd) ,

so that

E(f) ≥
∥∇fτ0∥2

L2(Rd) − Sd ∥fτ0∥2
L2∗ (Rd)

∥∇fτ0∥2
L2(Rd)

= δ
∥∇fτ0∥2

L2(Rd) − Sd ∥fτ0∥2
L2∗ (Rd)

infg∈M ∥∇(fτ0 − g)∥2
L2(Rd)

.

This would allow us to apply the first part of the proof to the function fτ0
and obtain the desired bound. The details of this argument are more involved
than presented here, mostly because the function τ -→ ∥∇fτ∥L2(Rd) need not
be continuous, so the existence of a τ0 as in (6) is not guaranteed.

Continuous rearrangement flows in the setting of Steiner symmetrizations
have been used by Pólya–Szegő [68, Note B], Brock [16, 17] and others. For a
recent application see [26]. In the setting of symmetric decreasing rearrange-
ments of sets they were used by Bucur–Henrot [18] and we will generalize
them to functions. Additional results on this flow, which might be useful in
other contexts as well, are given in Appendix A.

The proof of Corollary 1.2, concerning stability for the log-Sobolev in-
equality, is given in Section 4. The underlying idea is that this inequality on
RN can be obtained by taking an appropriate limit in the Sobolev inequali-
ties in dimension d, in the limiting regime as d → +∞, and that the same
property should also be true for the corresponding stability inequalities. This
large dimensional limit is accompanied by a rescaling argument and it is for
scaling reasons that the Ḣ1(Rd) distance in the stability term for the Sobolev
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inequality gives rise only to a stability estimate in L2(RN , dγ) for the loga-
rithmic Sobolev inequality. This L2(RN , dγ)-stability is not an artifact of our
method of proof since, as we have already mentioned, the stability for the
log-Sobolev inequality does not hold in H1(RN , dγ) according to [56].

We also note that in [35] we give an alternative, direct proof of the stability
for the log-Sobolev inequality, which runs through rearrangements on Gauss
space, but otherwise the strategy is essentially the same as in the proof of our
Theorem 1.1.

Throughout this paper we deal with real-valued functions. With minor
additional effort our arguments can be extended to the case of complex-valued
functions. In order to make notations lighter, we will write ∥ · ∥q = ∥ · ∥Lq(Rd)
whenever the space is Rd with Lebesgue measure.

2. Local stability for nonnegative functions

Our goal in this section is to prove a quantitative stability inequality for
nonnegative functions close to the manifold of optimizers. In order to simplify
the notation, we write in this section

q = 2∗ = 2 d/(d− 2) , θ = q − 2 = 4/(d− 2)

and

(7) A = 1
4 d (d− 2) .

2.1. The Sobolev inequality on the sphere

It is well known that the Sobolev inequality on Rd has an equivalent formu-
lation on Sd, the unit sphere in Rd+1. It will be convenient for us at several
steps of our proof to carry out the arguments in the setting of Sd. Let us give
some details.

We denote by ω = (ω1,ω2, . . . ,ωd+1) the coordinates in Rd+1. Then the
unit sphere Sd ⊂ Rd+1 can be parametrized in terms of stereographic coordi-
nates by

ωj = 2xj
1 + |x|2 , j = 1, . . . , d , ωd+1 = 1 − |x|2

1 + |x|2 .

To a function f on Rd we associate a function F on Sd via

(8) F (ω) =
(1 + |x|2

2

) d−2
2

f(x) ∀x ∈ Rd .
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Then, since
(
2/(1 + |x|2)

)d is the Jacobian of the inverse stereographic pro-
jection x -→ ω,

|Sd|
∫

Sd

|F (ω)|2∗ dµ(ω) =
∫

Rd

|f(x)|2∗ dx ,

where µ denotes the uniform probability measure on Sd. Moreover, F ∈ H1(Sd)
if and only if f ∈ Ḣ1(Rd), and in this case

|Sd|
∫

Sd

(
|∇F |2 + A |F |2

)
dµ(ω) =

∫

Rd

|∇f |2 dx .

Therefore, with A given by (7), the sharp Sobolev inequality on Rd is equiv-
alent to the following sharp Sobolev inequality on Sd,

∫

Sd

(
|∇F |2 + A |F |2

)
dµ ≥ A

(∫

Sd

|F |2∗ dµ
)2/2∗

∀F ∈ H1(Sd, dµ) ,

with equality exactly for the functions

G(ω) = c
(
a + b · ω

)− d−2
2 ,

where a > 0, b ∈ Rd and c ∈ R are constants with |b| < a. We denote the
corresponding set of functions by M . Then the above equivalence shows that

E(f) = ∥∇f∥2
2 − Sd ∥f∥2

2∗

infg∈M∥∇f −∇g∥2
2
=

∥∇F∥2
L2(Sd) + A ∥F∥2

L2(Sd) − Sd ∥F∥2
L2∗ (Sd)

infG∈M{∥∇F −∇G∥2
L2(Sd)+A ∥F−G∥2

L2(Sd)}
.

2.2. A stability result for functions close to the manifold of
optimizers

Theorem 2.1. Let q = 2∗ = 2 d/(d − 2) and θ = q − 2 = 4/(d − 2). There
are explicit constants ϵ0 > 0 and δ̃ ∈ (0, 1/2) such that for all d ≥ 3 and for
all − 1 ≤ r ∈ H1(Sd) satisfying

(9)
(∫

Sd

|r|q dµ
)2/q

≤ δ̃

and

(10)
∫

Sd

r dµ = 0 =
∫

Sd

ωj r dµ , j = 1, . . . , d + 1 ,
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one has

∫

Sd

(
|∇r|2 + A (1 + r)2

)
dµ− A

(∫

Sd

(1 + r)q dµ
)2/q

≥ θ ϵ0

∫

Sd

(
|∇r|2 + A r2) dµ .

The key feature of this theorem is that the constant θ ϵ0 behaves like
4 ϵ0 d−1 for large d. This d−1 behavior leads to a corresponding lower bound
on the behavior of Cd,BE, which in view of (4) is optimal.

Remark 2.2. In fact, we show that for every 0 < ϵ0 < 1
3 there is a δ̃ > 0 such

that the assertion in the theorem holds for all d ≥ 6. The same argument also
gives that for every 0 < ϵ0 < 1

2 there is a D and a δ̃ > 0 such that the assertion
of the theorem holds for all d ≥ D. The explicit expression for δ̃ > 0 can be
found in the proofs of Theorem 2.1, Proposition 2.18 and in (23) below.

The proof of Theorem 2.1 will take up the rest of this section.

2.3. The spectral gap inequality

Of crucial importance in our analysis, just like in that of Bianchi and Eg-
nell [7], is the following spectral bound. It appears, for instance, in Rey’s
paper [69, Appendix D] slightly before the work of Bianchi and Egnell.

Lemma 2.3. Let d ≥ 3 and assume that r ∈ H1(Sd) satisfies (10). Then
∫

Sd

(
|∇r|2 − d r2) dµ ≥ 4

d + 4

∫

Sd

(
|∇r|2 + A r2) dµ .

Proof. We recall that the Laplace–Beltrami operator on Sd is diagonal in the
basis of spherical harmonics and that its eigenvalue on spherical harmonics
of degree ℓ is ℓ (ℓ + d− 1).

Conditions (10) mean that r is orthogonal to spherical harmonics of de-
grees ℓ ≤ 1. Diagonalizing the Laplace–Beltrami operator, the claimed in-
equality becomes

ℓ (ℓ + d− 1) − d ≥ 4
d + 4

(
ℓ (ℓ + d− 1) + A

)
for all ℓ ≥ 2 .

This is elementary to check.
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2.4. Warm-up: A bound with suboptimal dimension dependence

In this subsection we prove a preliminary version of Theorem 2.1 where the
constant θ ϵ0 on the right side is replaced by some d-dependent constant,
which decreases much faster than d−1 as d increases.

The motivation for proving this preliminary version is threefold. First, it
explains the basic strategy of the proof without the additional difficulty of
tracking the dependence on d. The latter will require some rather elaborate
additional arguments. Second, this more involved proof works nicely when
the exponent q = 2∗ is ≤ 3, which means d ≥ 6. (It is, however, not difficult
to adjust it to arbitrary d.) Therefore our chosen proof of Theorem 2.1 will
combine the inequality proved in this subsection for d = 3, 4, 5 with the in-
equality proved in the next subsection for d ≥ 6. Third, the simpler argument
in this subsection gives simpler expressions for the relevant constants, which
might be preferable in certain applications in low dimensions where the values
of these constants play a role.
Proposition 2.4. For all δ̃ > 0 and for all − 1 ≤ r ∈ H1(Sd) satisfying (9)
and (10) one has

∫

Sd

(
|∇r|2 + A (1 + r)2

)
dµ− A

(∫

Sd

(1 + r)q dµ
)2/q

≥ m(δ̃1/2)
∫

Sd

(
|∇r|2 + A r2) dµ ,

where dµ is the uniform probability measure, with

(11)
m(ν) := 4

d+4 − 2
q ν

q−2 if d ≥ 6 ,
m(ν) := 4

d+4 − 1
3 (q − 1) (q − 2) ν − 2

q ν
q−2 if d = 4 , 5 ,

m(ν) := 4
7 − 20

3 ν − 5 ν2 − 2 ν3 − 1
3 ν

4 if d = 3 .

We note that for any d ≥ 3 there is a νd such that m(ν) > 0 for ν < νd.
Thus, for δ̃ < ν2

d we obtain a stability inequality.

We begin the proof of Proposition 2.4 with some elementary inequalities.
Lemma 2.5. If q ≥ 2, then, for all t ≥ 0,

(1 + t)
2
q ≤ 1 + 2

q t .

This is well known and we omit its simple proof.
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Lemma 2.6. We have the following bounds.

• If 2 ≤ q ≤ 3, then, for all t ≥ − 1,

(1 + t)q ≤ 1 + q t + 1
2 q (q − 1) t2 + tq+ .

• If 3 ≤ q ≤ 4, then, for all t ≥ − 1,

(1 + t)q ≤ 1 + q t + 1
2 q (q − 1) t2 + 1

6 q (q − 1) (q − 2) t3 + |t|q .

Similar bounds can also be derived for real q ∈ (4,∞). They become
increasingly more complicated each time q passes an integer. The only bound
for q > 4 that we shall need corresponds to the critical exponent q = 6
when d = 3. In that case, we rely on the binomial expansion (1 + t)6 =
1 + 6 t + 15 t2 + 20 t3 + 15 t4 + 6 t5 + t6.
Proof. The case q = 2 is trivial. We begin with the case 2 < q ≤ 3 and set

φ(t) := (1 + t)q − 1 − q t− 1
2 q (q − 1) t2 − tq+ .

For any t ≥ − 1, we compute

φ′(t) = q
(
(1 + t)q−1 − 1 − (q − 1) t− tq−1

+

)
,

φ′′(t) = q (q − 1)
(
(1 + t)q−2 − 1 − tq−2

+

)
.

For − 1 ≤ t ≤ 0 we clearly have (1+t)q−2−1−tq−2
+ = (1− |t|)q−2−1 ≤ 0. For

t ≥ 0 we have, by a well-known elementary inequality, (1+ t)q−2 − 1− tq−2
+ =

(1+t)q−2−1−tq−2 ≤ 0. To summarize, φ is concave on [−1,∞). We conclude
that, for all t ≥ − 1,

φ(t) ≤ φ(0) − φ′(0) t .
Since φ(0) = φ′(0) = 0, this is the claimed inequality.

We now turn to the case 3 ≤ q ≤ 4 and set this time

φ(t) := (1 + t)q − 1 − q t− 1
2 q (q − 1) t2 − 1

6 q (q − 1) (q − 2) t3 − |t|q .

Again, we compute

φ′(t) = q
(
(1 + t)q−1 − 1 − (q − 1) t− 1

2 (q − 1) (q − 2) t2 − |t|q−2 t
)
,

φ′′(t) = q (q − 1)
(
(1 + t)q−2 − 1 − (q − 2) t− |t|q−2

)
.
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Since again φ(0) = φ′(0) = 0, the claimed inequality will follow if we can
show concavity of φ on [−1,∞), that is, ψ ≤ 0 on [−1,∞) where

ψ(t) := (1 + t)q−2 − 1 − (q − 2) t− |t|q−2 .

We compute

ψ′(t) = (q − 2)
(
(1 + t)q−3 − 1 − |t|q−4 t

)
,

ψ′′(t) = (q − 2) (q − 3)
(
(1 + t)q−4 − |t|q−4) .

We discuss ψ separately on [−1, 0] and on (0,∞).
◦ We begin with the second case. For t > 0 we have, by the same elemen-

tary inequality as before, (1 + t)q−3 − 1 − tq−3 < 0. Thus, ψ′ < 0 on
(0,∞). Since ψ(0) = 0, we deduce ψ < 0 on (0,∞).

◦ Now let us consider the interval [−1, 0]. We see that ψ′′ > 0 on
(−1,−1/2) and ψ′′ < 0 on (−1/2, 0). Therefore ψ′ is increasing on
(−1,−1/2) and decreasing on (−1/2, 0). Since ψ′(−1) = ψ′(0) = 0, we
conclude that ψ′ > 0 on (−1, 0) and therefore ψ is increasing on (−1, 0).
Since ψ(0) = 0 we conclude that ψ < 0 on [−1, 0), as claimed.

This completes the proof of the lemma.
From Lemmas 2.5 and 2.6 we easily obtain the following inequalities.

Proposition 2.7. Let (X, dµ) be a measure space and u, r ∈ Lq(X, dµ) for
some q ≥ 2 with u ≥ 0 and u + r ≥ 0. Assume also that

∫
X uq−1 r dµ = 0.

• If 2 ≤ q ≤ 3, then

∥u + r∥2
q ≤ ∥u∥2

q + ∥u∥2−q
q

(
(q − 1)

∫

X
uq−2 r2 dµ + 2

q

∫

X
rq+ dµ

)
.

• If 3 ≤ q ≤ 4, then

∥u + r∥2
q ≤ ∥u∥2

q + (q − 1) ∥u∥2−q
q

∫

X
uq−2 r2 dµ

+ ∥u∥2−q
q

(
1
3 (q − 1) (q − 2)

∫

X
uq−3 r3 dµ + 2

q

∫

X
|r|q dµ

)
.

• If q = 6, then

∥u + r∥2
q ≤ ∥u∥2

q + ∥u∥2−q
q

(
5
∫

X
uq−2 r2 dµ + 20

3

∫

X
uq−3 r3 dµ
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+ 5
∫

X
uq−4 r4 dµ + 2

∫

X
uq−5 r5 dµ + 1

3

∫

X
r6 dµ

)
.

Proof. For 2 ≤ q ≤ 3 we have, by Lemma 2.6, almost everywhere on X,

(u + r)q ≤ uq + q uq−1 r + 1
2 q (q − 1)uq−2 r2 + rq+ .

Integrating this and using the assumed orthogonality condition, we obtain
∫

X
(u + r)q dµ ≤

∫

X
uq dµ + 1

2 q (q − 1)
∫

X
uq−2 r2 dµ +

∫

X
rq+ dµ .

Applying Lemma 2.5, we obtain

(∫

X
(u + r)q dµ

) 2
q

≤
(∫

X
uq dµ

) 2
q

+
(∫

X
uq dµ

) 2−q
q

(
(q − 1)

∫

X
uq−2 r2 dµ + 2

q

∫

X
rq+ dµ

)
.

This is the claimed inequality for 2 ≤ q ≤ 3. The proof for 3 < q ≤ 4 is similar
and the inequality for q = 6 follows from expanding the polynomial.
Proof of Proposition 2.4. Let r be as in Theorem 2.1. Because of the mean-
zero condition we can apply Proposition 2.7 with u = 1 on X = Sd and dµ
the uniform probability measure. We simplify the resulting term using Hölder
and Sobolev, which imply for 2 < t ≤ q,

∫

Sd

|r|t dµ ≤
(∫

Sd

|r|q dµ
)t/q

≤ δ̃
t−2
2 A−1

∫

Sd

(
|∇r|2 + A r2) dµ .

In this way, we obtain

(∫

Sd

(1 + r)q dµ
)2/q

≤ 1 + (q − 1)
∫

Sd

r2 dµ

+ n(δ̃1/2) A−1
∫

Sd

(
|∇r|2 + A r2) dµ ,

where
n(ν) := 2

q ν
q−2 if d ≥ 6 ,

n(ν) := 1
3 (q − 1) (q − 2) ν + 2

q ν
q−2 if d = 4 , 5 ,

n(ν) := 20
3 ν + 5 ν2 + 2 ν3 + 1

3 ν
4 if d = 3 .
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Using A (q − 2) = d, we deduce that

∫

Sd

(
|∇r|2 + A (1 + r)2

)
dµ− A

(∫

Sd

(1 + r)q dµ
)2/q

≥
∫

Sd

(
|∇r|2 − dr2) dµ− n(δ̃1/2)

∫

Sd

(
|∇r|2 + A r2) dµ .

Using the spectral gap inequality in Lemma 2.3 and noting that m(ν) =
4

d+4 − n(ν), we obtain the claimed inequality.
Remark 2.8. The estimates of Proposition 2.4 are good enough for proving
Theorem 2.1 for d finite, but fail for proving that the stability constant is of
the order of θ ϵ0 in the large d limit, for some positive ϵ0 independent of d
and θ = q − 2 = 4/(d− 2). Indeed, if we write that m(ν) ≥ θ ϵ0, we obtain

νq−2 ≤ q

2

( 4
d + 4 − (q − 2) ϵ0

)
≤ q

2
4

d + 4 = 4 d
(d− 2) (d + 4) ≤ 4

d− 2 ,

which means ν ≤
(
d−2
4
)−d−2

4 <
√
δ̃ for d large enough, for any given δ̃ > 0.

Theorem 2.1 cannot be deduced from Proposition 2.4 as d → +∞ and this is
why we need better estimates.

2.5. Cutting r into pieces

We turn now to the proof of Theorem 2.1 with the optimal dependence of the
constant on the dimension. Thus, until the end of Section 2.2 we will assume
that r satisfies the assumptions of Theorem 2.1. The following proposition
gives an upper bound on

(1 + r)q − 1 − q r

for real numbers r in terms of three numbers

(12) r1 := min{r, γ} , r2 := min{(r− γ)+,M − γ} and r3 := (r−M)+

where γ and M are parameters such that 0 < γ < M . Notice that

r = r1 + r2 + r3 .

We will later apply this when r is a function. Our goal is to obtain a bound
in terms of

(13) θ := q − 2 where q = 2∗ = 2 d
d− 2 .

For the author's personal use only.

For the author's personal use only.



Sharp stability for Sobolev and log-Sobolev inequalities 377

We have in mind to let d → +∞ so that θ → 0+.

Proposition 2.9. Given M ∈ (0,+∞) and M ∈ [√e,+∞), there are two
positive constants CM and CM,M depending respectively only on M and
{M,M} such that, for any γ ∈ (0,M ], q ∈ [2, 3] and r ∈ [−1,∞), we have

(14) (1 + r)q − 1 − q r ≤ 1
2 q (q − 1) (r1 + r2)2

+ 2 (r1 + r2) r3 +
(
1 + CM θM

−1 lnM
)
rq3

+
(3

2 γ θ r
2
1 + CM,M θ r2

2
)
1{r≤M} + CM,M θM2 1{r>M}

with r1, r2, r3 and θ given by (12) and (13).

For the proof of Proposition 2.9, we need two elementary lemmas.

Lemma 2.10. If 2 ≤ q ≤ 3, then for all r ∈ [−1,∞),

(1 + r)q ≤ 1 + q r + 1
2 q (q − 1) r2 + (q − 2) r3

+ .

Proof. The inequality for − 1 ≤ r ≤ 0 follows from Lemma 2.6. Let now
r ≥ 0. Then

(1+ r)q −1− q r− 1
2 q (q−1) r2 =q (q−1) (q−2)

∫ r

0

∫ s

0

∫ t

0
(1+u)q−3 du dt ds .

Since q ≤ 3 we have (1 + u)q−3 ≤ 1 and therefore

q (q − 1) (q − 2)
∫ r

0

∫ s

0

∫ t

0
(1 + u)q−3 du dt ds

≤ q (q − 1) (q − 2)
∫ r

0

∫ s

0

∫ t

0
du dt ds = q

3
q−1
2 (q − 2) r3 ≤ (q − 2) r3 ,

as claimed.

Lemma 2.11. For all q ≥ 2 and all v ≥ M ≥
√
e we have

q vq−1 − 2 v ≤ 1 + 2 lnM

M
(q − 2) vq and

1
2 q (q − 1) vq−2 − 1 ≤

1+q
2 + lnM

M
2 (q − 2) vq .
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Proof. Let
v(1)
∗ :=

(
2 q−1

q

) 1
q−2 and v(2)

∗ :=
( 1
q−1

) 1
q−2 .

Then an elementary computation shows that v -→ q v−1 − 2 v1−q is increasing
on

(
0, v(1)

∗
]

and decreasing on
[
v(1)
∗ ,∞

)
. Similarly v -→ 1

2 q (q − 1) v−2 − v−q

is increasing on
(
0, v(2)

∗
]

and decreasing on
[
v(2)
∗ ,∞

)
. Thus,

q vq−1 − 2 v ≤
(
qM

−1 − 2M1−q
)
vq for all v ≥ M ≥ v(1)

∗

and

1
2 q (q − 1) vq−2 − 1 ≤

(
1
2 q (q − 1)M−2 −M

−q
)

+
vq , ∀ v ≥ M ≥ v(2)

∗ .

One has v(1)
∗ ≥ 1 ≥ v(2)

∗ and, using ln t ≤ t− 1 for all t > 0, we find

ln v(1)
∗ ≤ 1

q ≤ 1
2 , that is, v(1)

∗ ≤
√
e .

Thus, the above inequality hold, in particular, for v ≥ M ≥
√
e.

Moreover, using 1 − t−1 ≤ ln t for t > 1 we can bound

qM
−1 − 2M1−q = (q − 2)M−1 + 2

(
M

−1 −M
1−q

)

≤ (q − 2)M−1 (1 + 2 lnM
)

and

1
2 q (q − 1)M−2 −M

−q =
(1

2 q (q − 1) − 1
)
M

−2 +
(
M

−2 −M
−q
)

≤ (q − 2)M−2 (1+q
2 + lnM

)
.

This proves the assertion.
Proof of Proposition 2.9. We now turn to the proof of (14). Assume first that
r ≤ M . We apply Lemma 2.10 and obtain

(1 + r)q − 1 − q r ≤ 1
2 q (q − 1) (r1 + r2)2 + θ (r1 + r2)3+ .

If r ≤ γ, then r2 = 0 and (14) follows from (r1)3+ ≤ γ r2
1 ≤ 3

2 γ r
2
1. If γ < r ≤

M , we have, since r1 = γ and 3 r1 r2 ≤ 1
2 r

2
1 + 9

2 r
2
2, we have

(r1 + r2)3+ = γ r2
1 + 3 γ r1 r2 + 3 γ r2

2 + r3
2 ≤ 3

2 γ r
2
1 +

(15
2 γ + M

)
r2
2 .
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Since γ ≤ M this proves (14) with CM,M ≥ 17
2 M .

From here on, let us consider the case r > M . Using r = M + r3 we can
write

(1 + r)q − 1 − q r = (1 + r)q − (1 + r)2 + (1 + M)2

− 1 − qM − (q − 2) r3 + r2
3 + 2M r3 .

We use

(1 + M)2 − 1 − qM − 1
2 q (q − 1)M2

= − 1
2 (q − 2)M

(
2 + (q + 1)M

)
≤ 0

as well as − (q − 2) r3 ≤ 0, to get

(1 + r)q − 1 − q r ≤ 1
2 q (q − 1)M2 + 2M r3 + r2

3 + (1 + r)q − (1 + r)2 .
(15)

Note that the terms 2Mr3 = 2 (r1 + r2) r3 and 1
2 q (q − 1)M2 = 1

2 q (q −
1) (r1 + r2)2 are already of the form required in (14). In the following we
bound the remaining terms r2

3 + (1 + r)q − (1 + r)2. We do this separately in
the cases M < r ≤ M + M and r > M + M , where M ≥ 0 is an additional
parameter.

If M < r ≤ M + M , we have

(1 + r)q − (1 + r)2 ≤ C(1)
M,M

θ and r2
3 − rq3 ≤ C(1)

M
θ .

Inserting this into (15), we have for M < r ≤ M + M

(1 + r)q − 1 − q r ≤ 2M r3 + rq3 +
(1

2 q (q − 1) + CM,M θ
)
M2 ,

provided
CM,M ≥ M−2

(
C(1)

M,M
+ C(1)

M

)
.

This is a bound of the form (14), since r1 + r2 = M for r > M .
Next, we consider the case r > M + M , that is r3 = r − M > M . By

Lemma 2.10 we have

(1 + r)q = (1 + M + r3)q = rq3
(
1 + 1+M

r3

)q
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≤ rq3 + q rq−1
3 (1 + M) + 1

2 q (q − 1) rq−2
3 (1 + M)2 + θ rq−3

3 (1 + M)3

≤ rq3 + q rq−1
3 (1 + M) + 1

2 q (q − 1) rq−2
3 (1 + M)2 + θM

q−3 (1 + M)3

= rq3 + q rq−1
3 (1 + M) + 1

2 q (q − 1) rq−2
3 (1 + M)2 + C(2)

M,M
θ .

In the last inequality, we used q ≤ 3 and r3 > M . This, together with

(1 + r)2 = (1 + M + r3)2 = r2
3 + 2 r3 (1 + M) + (1 + M)2 ,

gives

1
2 q (q − 1)M2 + 2M r3 + r2

3 + (1 + r)q − (1 + r)2

≤ 2M r3 + rq3 +
(
q rq−1

3 − 2 r3
)

(1 + M)

+
(

1
2 q (q − 1) rq−2

3 − 1
)

(1 + M)2 + C(2)
M,M

θ + 1
2 q (q − 1)M2 .

We now assume that M ≥
√
e. Then, by Lemma 2.11,

q rq−1
3 − 2 r3 ≤ 1 + 2 lnM

M
θ rq3 and

1
2 q (q − 1) rq−2

3 − 1 ≤ 2 + lnM

M
2 θ rq3 .

Thus,

1
2 q (q − 1)M2 + 2M r3 + r2

3 + (1 + r)q − (1 + r)2

≤ 2M r3 +
(

1 + CM lnM

M
θ

)
rq3 + C(2)

M,M
θ + 1

2 q (q − 1)M2 ,

where CM is a constant satisfying

1 + 2 lnM

M
(1 + M) + 2 + lnM

M
2 (1 + M)2 ≤ CM lnM

M
for all M ≥

√
e .

Combining this with (15) we obtain a bound of the form (14), provided the
constant CM,M satisfies

CM,M ≥ M−2 C(2)
M,M

.
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This concludes the proof with

CM,M = M−2 max
{
C(1)

M,M
+ C(1)

M
, C(2)

M,M

}
.

Corollary 2.12. Given ϵ > 0, M > 0, and γ ∈ (0,M/2), there is a constant
Cγ,ϵ,M > 0 with the following property: if 2 ≤ q ≤ 3, r ∈ [−1,∞), then

(16)
(1 + r)q − 1 − q r ≤

(1
2 q (q − 1) + 2 γ θ

)
r2
1 +

(1
2 q (q − 1) + Cγ,ϵ,M θ

)
r2
2

+ 2 r1 r2 + 2 (r1 + r2) r3 + (1 + ϵ θ) rq3

with r1, r2, r3 and θ given by (12) and (13).

Proof. Since

q (q − 1) r1 r2 = 2 r1 r2 + (3 + θ) θ r1 r2 ≤ 2 r1 r2 + 4 θ r1 r2

≤ 2 r1 r2 + γ
2 θ r

2
1 + 8

γ θ r
2
2

and
CM,M M2 1{r>M} ≤ 4CM,M (M − γ)2 1{r>M} ≤ 4CM,M r2

2 ,

we deduce from (14) that

(1 + r)q − 1 − q r ≤
(1

2 q (q − 1) + 2 γ θ
)
r2
1 + 2 r1 r2 + 2 (r1 + r2) r3

+
(

1
2 q (q − 1) + 8

γ θ + 5CM,M θ
)
r2
2 +

(
1 + CM θM

−1 lnM
)
rq3 .

Given any M ≥ 2 γ, we choose M such that M ≥
√
e and CM M

−1 lnM ≤ ϵ.
Then (16) follows with Cγ,ϵ,M = 8

γ + 5CM,M .
We will apply Corollary 2.12 for q close to 2 and the main point is how

the constants depend on q. Apart from the ‘natural’ terms 1
2 q (q − 1) r2

1,
1
2 q (q − 1) r2

2, 2 r1 r2 and 2 (r1 + r2) r3, all other terms are multiplied by θ,
which is small in our application. Moreover, we have the freedom to choose γ
and ϵ as small as we please (independent of q) and so the prefactors of the
terms r2

1 and rq3 are almost the natural ones. The price to be paid is a rather
large constant in front of the error term involving r2

2. In order to have better
estimates as d → +∞, more work is needed.
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2.6. A detailed estimate of the deficit

We assume that − 1 ≤ r ∈ H1(Sd) satisfies the orthogonality conditions (10)
as well as the smallness condition (9) with some δ̃, and we show that, if this
δ̃ is small enough, given ϵ0 ∈ (0, 1

3), we obtain the claimed inequality.
Given two parameters ϵ1, ϵ2 > 0 we apply Corollary 2.12 with

(17) γ = ϵ1
2 , ϵ = ϵ2 and Cγ,ϵ,M = Cϵ1,ϵ2 .

In terms of these parameters, we decompose r = r1 + r2 + r3. We obtain
∫

Sd

|∇r|2 dµ =
∫

Sd

|∇r1|2 dµ +
∫

Sd

|∇r2|2 dµ +
∫

Sd

|∇r3|2 dµ

and, since r has mean zero,
∫

Sd

(1 + r)2 dµ = 1 +
∫

Sd

r2 dµ .

Moreover,
∫

Sd

r2 dµ =
∫

Sd

r2
1 dµ +

∫

Sd

r2
2 dµ +

∫

Sd

r2
3 dµ

+ 2
∫

Sd

r1 r2 dµ + 2
∫

Sd

(r1 + r2) r3 dµ .

According to Corollary 2.12 and using again the fact that r has mean zero,
we have

∫

Sd

(1 + r)q dµ ≤ 1 +
(1

2 q (q − 1) + ϵ1 θ
) ∫

Sd

r2
1 dµ

+
(1

2 q (q − 1) + Cϵ1,ϵ2 θ
) ∫

Sd

r2
2 dµ + 2

∫

Sd

r1 r2 dµ

+ 2
∫

Sd

(r1 + r2) r3 dµ + (1 + ϵ2 θ)
∫

Sd

rq3 dµ .

Using (1 + x)2/q ≤ 1 + 2
q x, we obtain

(∫

Sd

(1 + r)q dµ
)2/q

≤ 1 + (q − 1 + 2
q ϵ1 θ)

∫

Sd

r2
1 dµ+
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(q − 1 + 2
q Cϵ1,ϵ2 θ)

∫

Sd

r2
2 dµ + 4

q

∫

Sd

r1 r2 dµ

+ 4
q

∫

Sd

(r1 + r2) r3 dµ + 2
q (1 + ϵ2 θ)

∫

Sd

rq3 dµ

≤ 1 + (q − 1 + ϵ1 θ)
∫

Sd

r2
1 dµ + (q − 1 + Cϵ1,ϵ2 θ)

∫

Sd

r2
2 dµ

+ 2
∫

Sd

r1 r2 dµ + 2
∫

Sd

(r1 + r2) r3 dµ + 2
q (1 + ϵ2 θ)

∫

Sd

rq3 dµ .

In the last inequality we used 2
q ≤ 1. For the final term, however, it is vital

that we keep 2
q . We thus have, for any 0 < ϵ0 ≤ θ−1,

∫

Sd

(
|∇r|2 + A (1 + r)2

)
dµ− A

(∫

Sd

(1 + r)q dµ
)2/q

≥ θ ϵ0

∫

Sd

(
|∇r|2 + A r2) dµ

+ (1 − θ ϵ0)
∫

Sd

(
|∇r1|2 + A r2

1
)
dµ− A (q − 1 + ϵ1 θ)

∫

Sd

r2
1 dµ

+ (1 − θ ϵ0)
∫

Sd

(
|∇r2|2 + A r2

2
)
dµ− A (q − 1 + Cϵ1,ϵ2 θ)

∫

Sd

r2
2 dµ

+ (1 − θ ϵ0)
∫

Sd

(
|∇r3|2 + A r2

3
)
dµ− 2

q A (1 + ϵ2 θ)
∫

Sd

rq3 dµ .

With another parameter σ0 > 0 we define

I1 := (1 − θ ϵ0)
∫

Sd

(
|∇r1|2 + A r2

1
)
dµ

− A (q − 1 + ϵ1 θ)
∫

Sd

r2
1 dµ + Aσ0 θ

∫

Sd

(r2
2 + r2

3) dµ ,

I2 := (1 − θ ϵ0)
∫

Sd

(
|∇r2|2 + A r2

2
)
dµ− A

(
q − 1 + (σ0 + Cϵ1,ϵ2) θ

) ∫

Sd

r2
2 dµ ,

I3 := (1 − θ ϵ0)
∫

Sd

(
|∇r3|2 + A r2

3
)
dµ

− 2
q A (1 + ϵ2 θ)

∫

Sd

rq3 dµ− Aσ0 θ

∫

Sd

r2
3 dµ .

We recall that A = 1
4 d (d− 2). For later purposes, we note that A θ = A (q −

2) = d and
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I1 = (1 − θ ϵ0)
∫

Sd

|∇r1|2 dµ− d (1 + ϵ0 + ϵ1)
∫

Sd

r2
1 dµ

+ dσ0

∫

Sd

(r2
2 + r2

3) dµ ,

I2 = (1 − θ ϵ0)
∫

Sd

|∇r2|2 dµ− d (1 + ϵ0 + σ0 + Cϵ1,ϵ2)
∫

Sd

r2
2 dµ .

To summarize, we have

∫

Sd

(
|∇r|2 + A (1 + r)2

)
dµ− A

(∫

Sd

(1 + r)q dµ
)2/q

≥ θ ϵ0

∫

Sd

(
|∇r|2 + A r2) dµ +

3∑

k=1
Ik .

In the following we will show that I1, I3 and I2 are nonnegative, in this order.

2.6.1. Bound on I1. The intuition here is the same as in the proof of the
spectral gap inequality in Lemma 2.3. Namely, the lowest L2-eigenvalue of∫

Sd |∇u|2 dµ on functions orthogonal to spherical harmonics of degree less or
equal than 1 is 2 (d+ 1), while the term that we are subtracting corresponds
to a component that is multiplied by a number only slightly larger than d.
Therefore, there is space to accommodate the errors coming from ϵ0 and ϵ1.
Another source of an error comes from the fact that, while r is orthogonal to
spherical harmonics of degree less or equal than 1, r1 need not be. However, as
we will see, it nearly is. To control the corresponding error from orthogonality
we need the positive terms involving σ0.

Proposition 2.13. For any 0 < ϵ0 < 1
3 , there is a constant σ0(γ, ϵ0, δ̃) > 0

depending explicitly on γ, ϵ0 and δ̃ such that for all d ≥ 6 and all r ∈ H1(Sd)
such that r ≥ −1 and satisfying (9) and (10) as in Theorem 2.1, with θ given
by (13),

(18) ϵ1 = 1
2 (1 − 3 ϵ0)

and σ0 ≥ σ0(γ, ϵ0, δ̃), one has
I1 ≥ 0 .

Notice that θ = q−2 ≤ 1 with q = 2 d/(d−2) means d ≥ 6. An expression
of σ0 is given below in (22).
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Proof. We split the proof in three simple steps.

Step 1. Let r̃1 be the orthogonal projection of r1 onto the space of spherical
harmonics of degree ≥ 2, that is,

r̃1 = r1 −
∫

Sd

r1 dµ− (d + 1)ω ·
∫

Sd

ω′ r1(ω′) dµ(ω′)

as
√
d + 1ωj is L2-normalized with respect to the uniform probability measure

on the sphere for any j = 1, 2, . . . , d + 1. Then

I1 = (1 − θ ϵ0)
∫

Sd

|∇r̃1|2 dµ− d (1 + ϵ0 + ϵ1)
∫

Sd

r̃2
1 dµ

+ dσ0

∫

Sd

(r2
2 + r2

3) dµ− d (1 + ϵ0 + ϵ1)
(∫

Sd

r1 dµ

)2

− d (d + 1)
(
(1 + θ) ϵ0 + ϵ1

) ∣∣∣∣
∫

Sd

ω r1 dµ

∣∣∣∣
2

≥
(
2 (d + 1) (1 − θ ϵ0) − d (1 + ϵ0 + ϵ1)

) ∫

Sd

r̃2
1 dµ

+ dσ0

∫

Sd

(r2
2 + r2

3) dµ− d (1 + ϵ0 + ϵ1)
(∫

Sd

r1 dµ

)2

− d (d + 1)
(
(1 + θ) ϵ0 + ϵ1

) ∣∣∣∣
∫

Sd

ω r1 dµ

∣∣∣∣
2
.

In the equality, we used the fact that the ωj ’s are eigenfunctions of the
Laplace–Beltrami operator with eigenvalue d. In the inequality, we used the
fact that the operator is bounded from below by 2 (d + 1) on the orthogonal
complement of spherical harmonics of degree less or equal than 1.

Step 2. With ϵ1 given by (18), it is easy to see that for any ϵ0 < 1
3 , using

θ ≤ 1, we have

(19) 2 (d+1) (1− θ ϵ0)−d (1+ ϵ0 + ϵ1) ≥ d
2 (1− 3 ϵ0)+2 (1− ϵ0) > d ϵ1 > 0 .

Using
∫

Sd

r̃2
1 dµ =

∫

Sd

r2
1 dµ−

(∫

Sd

r1 dµ

)2
− (d + 1)

∣∣∣∣
∫

Sd

ω r1 dµ

∣∣∣∣
2
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and θ ≤ 1, we obtain

1
d
I1 ≥ ϵ1

∫

Sd

r̃2
1 dµ + σ0

∫

Sd

(r2
2 + r2

3) dµ

− (1 + ϵ0 + ϵ1)
(∫

Sd

r1 dµ

)2
− (d + 1)

(
(1 + θ) ϵ0 + ϵ1

) ∣∣∣∣
∫

Sd

ω r1 dµ

∣∣∣∣
2

≥ ϵ1

∫

Sd

r2
1 dµ + σ0

∫

Sd

(r2
2 + r2

3) dµ

− (1 + ϵ0)
(∫

Sd

r1 dµ

)2
− 2 (d + 1) ϵ0

∣∣∣∣
∫

Sd

ω r1 dµ

∣∣∣∣
2
.

Step 3. Let us take care of the rank one terms coming from the orthogonality
conditions. We will show that I1 ≥ 0 for an appropriately chosen σ0 as a
consequence of

(20) (1 + ϵ0)
(∫

Sd

r1 dµ

)2
+ 2 (d + 1) ϵ0

∣∣∣∣
∫

Sd

ω r1 dµ

∣∣∣∣
2

≤ ϵ1

∫

Sd

r2
1 dµ + σ0

∫

Sd

(r2
2 + r2

3) dµ .

Let Y be one of the functions 1 and a ·ω, a ∈ Rd+1. Then, since
∫

Sd Y r dµ = 0
by (10),

(∫

Sd

Y r1 dµ

)2
=

(∫

Sd

Y (r2 + r3) dµ
)2

≤ ∥Y ∥2
L4(Sd) µ

(
{r2 + r3 > 0}

)1/2 ∥r2 + r3∥2
L2(Sd) .

Since {r2 + r3 > 0} ⊂ {r1 ≥ γ}, we have

µ({r2 + r3 > 0}) ≤ µ({r1 ≥ γ}) ≤ 1
γ2

∫

Sd

r2
1 dµ = 1

γ2 ∥r1∥2
L2(Sd) .

Thus we have

(21)
(∫

Sd

Y r1 dµ

)2
≤ ∥Y ∥2

L4(Sd)

√
2 δ̃
γ

∥r1∥L2(Sd)

(∫

Sd

(
r2
2 + r2

3
)
dµ

)1/2

using ∥r2 + r3∥2
L2(Sd) ≤

√
2 δ̃

(∫
Sd

(
r2
2 + r2

3
)
dµ

)1/2 because ∥r2 + r3∥2
L2(Sd) ≤
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2
∫

Sd

(
r2
2 + r2

3
)
dµ and

∥r2 + r3∥L2(Sd) ≤ ∥r∥L2(Sd) ≤ ∥r∥Lq(Sd) ≤
√

δ̃ .

If Y = 1, then clearly ∥Y ∥L4(Sd) = 1 and (21) gives

(∫

Sd

r1 dµ

)2
≤

√
2 δ̃
γ

∥r1∥L2(Sd)

(∫

Sd

(
r2
2 + r2

3
)
dµ

)1/2
.

If Y = a · ω, then a quick computation gives

∥Y ∥4
L4(Sd) =

∫ π
0 cos4 θ sind−1 θ dθ∫ π

0 sind−1 θ dθ
|a|4 = 3 |a|4

(d + 3) (d + 1) ≤ 3 |a|4
(d + 1)2 .

From (21) applied with a =
∫

Sd ω r1 dµ, we obtain

(d + 1)
∣∣∣∣
∫

Sd

ω r1 dµ

∣∣∣∣
2

= d + 1
|a|2

(∫

Sd

Y r1 dµ

)2

≤
√

3
√

2 δ̃
γ

∥r1∥L2(Sd)

(∫

Sd

(
r2
2 + r2

3
)
dµ

)1/2
.

Summing up, we have

ϵ1 ∥r1∥2
L2(Sd) + σ0

∫

Sd

(
r2
2 + r2

3
)
dµ− (1 + ϵ0)

(∫

Sd

r1 dµ

)2

− 2 (d + 1) ϵ0
∣∣∣∣
∫

Sd

ω r1 dµ

∣∣∣∣
2

≥ ϵ1 ∥r1∥2
L2(Sd) + σ0

∫

Sd

(
r2
2 + r2

3
)
dµ

−
(
1 + (2

√
3 + 1) ϵ0

)
√

2 δ̃
γ

∥r1∥L2(Sd)

(∫

Sd

(
r2
2 + r2

3
)
dµ

)1/2

and the right-hand side is nonnegative under a nonpositive discriminant con-
dition which is satisfied by σ0 ≥ σ0(γ, ϵ0, δ̃) with

(22) σ0(γ, ϵ0, δ) := 1
2 ϵ1

(
1 + (2

√
3 + 1) ϵ0

)2 δ

γ2 .

This choice establishes (20) and allows us to conclude that I1 ≥ 0.
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Let us define

(23) δ1 := 4 ϵ1 ϵ2 γ2

q
(
1 + (2

√
3 + 1) ϵ0

)2 .

The condition σ0 ≥ σ0(γ, ϵ0, δ̃) of Proposition 2.13 can be inverted as follows.

Corollary 2.14. For any 0 < ϵ0 < 1
3 and σ0 > 0, for all d ≥ 6 and all

r ∈ H1(Sd) such that r ≥ −1 and satisfying (9) and (10) as in Theorem 2.1,
with θ, ϵ1, ϵ2 and δ1 respectively given by (13), (18), (17) and (23), if

0 < δ̃ ≤ δ1
q σ0
2 ϵ2

,

then one has I1 ≥ 0.

Remark 2.15. The assumption ϵ0 < 1
3 is used in (18) to guarantee that ϵ1

takes positive values. A less restrictive condition can be obtained by request-
ing that the left-hand side in (19) is actually 0. We see that if ϵ0 < 1, then a
similar bound as in (19), namely with 1

2 (1− ϵ0) on the right-hand side, holds
for all sufficiently large d, depending on ϵ0.

2.6.2. Bound on I3. The idea for bounding this term is to use the Sobolev
inequality. The extra coefficient 2

q < 1 gives us enough room to accommodate
all error terms.

Proposition 2.16. Assume that δ̃ ∈ (0, 1) and 0 < ϵ0 < 1
3 . With

(24) ϵ2 := 1
4 (1 − 3 ϵ0)

and σ0 = 2
q ϵ2, for all d ≥ 6, all δ̃ ≤ 1 and all r as in Theorem 2.1, one has

I3 ≥ 0 .

Proof. Taking into account the choice for σ0, we have

I3 = (1 − θ ϵ0)
∫

Sd

(
|∇r3|2 + A r2

3
)
dµ

− 2
q A

(
(1 + ϵ2 θ)

∫

Sd

rq3 dµ + ϵ2 θ

∫

Sd

r2
3 dµ

)
.
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We have ∥r3∥qLq(Sd) ≤ ∥r3∥2
Lq(Sd) because ∥r3∥Lq(Sd) ≤ ∥r∥Lq(Sd) ≤ 1 and

∥r3∥L2(Sd) ≤ ∥r3∥Lq(Sd) by Hölder’s inequality. Thus, we obtain

I3 ≥ (1 − θ ϵ0)
∫

Sd

(
|∇r3|2 + A r2

3
)
dµ− A 2

q (1 + 2 ϵ2 θ)
(∫

Sd

rq3 dµ

)2/q

≥ θ

q
(1 − q ϵ0 − 4 ϵ2)

∫

Sd

(
|∇r3|2 + A r2

3
)
dµ ≥ 0 ,

using θ = q − 2 ≤ 1 and Sobolev’s inequality: ∥∇r3∥2
L2(Sd) + A ∥r3∥2

L2(Sd) ≥
A ∥r3∥2

Lq(Sd).

Remark 2.17. The restriction ϵ0 < 1
3 can be relaxed to ϵ0 < 1

2 at the
expense of having the inequality valid only in sufficiently high dimensions d,
depending on ϵ0. Indeed, ignoring the influence of ϵ2 and σ0 for the moment,
the inequality at the end of the previous proof requires 1 − q

2 ϵ0 > 0 and this
is possible in all sufficiently high dimensions if and only if ϵ0 < 1

2 . Since this
inequality is strict, the errors from ϵ2 and σ0 can then be accommodated as
well.

2.6.3. Bound on I2. At this point in the proof, for given 0 < ϵ0 < 1
3 ,

we have fixed the parameters ϵ1 and ϵ2 and we have found a δ3 such that I1,
I3 ≥ 0 under the assumption δ̃ ≤ δ3. Here we show that, by further decreasing
δ̃ if necessary, we can ensure that I3 ≥ 0. The idea to achieve this is to use
that r2 satisfies an improved spectral gap inequality.

Proposition 2.18. For any 0 < ϵ0 < 1
3 , let σ0 = 2

q ϵ2. Then there is a
δ2 ∈ (0, 1) such that, for all d ≥ 6, all δ̃ ≤ δ2 and all r as in Theorem 2.1,
one has

I2 ≥ 0 .

Proof. We first claim that for any L2-normalized spherical harmonic Y of
degree k ∈ N, we have

(25)
∣∣∣∣
∫

Sd

Y r2 dµ

∣∣∣∣ ≤ 3 k
2 γ−

q
4 δ̃

q
8 ∥r2∥L2(Sd) .

Indeed, according to [40, Theorem 1], for any such spherical harmonic and
any p ∈ [2,∞) we have

∥Y ∥Lp(Sd) ≤ (p− 1) k
2 .
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Thus, we can bound
∣∣∣∣
∫

Sd

Y r2 dµ

∣∣∣∣ ≤ ∥Y ∥L4(Sd) µ
(
{r2 > 0}

) 1
4 ∥r2∥L2(Sd)

≤ 3 k
2 µ

(
{r2 > 0}

) 1
4 ∥r2∥L2(Sd) .

Meanwhile,

µ
(
{r2 > 0}

)
= µ

(
{r > γ}

)
≤ 1

γq
∥r∥qLq(Sd) ≤

δ̃q/2

γq
.

This leads to the claimed bound (25).
If πk r2 denotes the projection of r2 onto spherical harmonics of degree k,

from (25) to Y = πk r2/ ∥πk r2∥L2(Sd), it follows that

∥Πk r2∥L2(Sd) ≤ 3 k
2 γ−

q
4 δ̃

q
8 ∥r2∥L2(Sd) .

Next, for any K ∈ N, if ΠK r2 :=
∑

k<K πk r2 denotes the projection of r2
onto spherical harmonics of degree less than K, then

∥ΠK r2∥L2(Sd) =
(
∑

k<K ∥πk r2∥2
L2(Sd)

)1/2

≤ γ−
q
4 δ̃

q
8 ∥r2∥L2(Sd)

√
∑

k<K3k ≤ 3K
2 γ−

q
4 δ̃

q
8 ∥r2∥L2(Sd) .

From this we conclude that
∫

Sd

|∇r2|2 dµ ≥
∫

Sd

|∇(1 − ΠK) r2|2 dµ

≥ K (K + d− 1)
∫

Sd

|(1 − ΠK) r2|2 dµ

= K (K + d− 1)
(
∥r2∥2

L2(Sd) − ∥ΠK r2∥2
L2(Sd)

)

≥ K (K + d− 1)
(
1 − 3K γ−

q
2 δ̃

q
4

)
∥r2∥2

L2(Sd) .

Consequently,

I2 ≥
(
(1 − θ ϵ0)K (K + d− 1)

(
1 − 3K γ−

q
2 δ̃

q
4

))
∥r2∥2

L2(Sd)

− d (1 + ϵ0 + σ0 + Cϵ1,ϵ2) ∥r2∥2
L2(Sd) .
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We choose K ∈ N and δ2 > 0 such that

(26) K := 1 +
[
2 1 + ϵ0 + σ0 + Cϵ1,ϵ2

1 − ϵ0

]
and δ2 := 1

4
γ2

32K

where [x] denotes the integer part of x ∈ R and δ3 is given by (24). From
the definition of δ2, if δ̃ ≤ δ2, we have 1 − 3K γ−

q
2 δ̃

q
4 ≥ 1

2 and conclude that
I2 ≥ 0 because K + d− 1 ≥ d.

2.7. Proof of Theorem 2.1

We assume that d ≥ 6 and fix some ϵ0 ∈ (0, 1/3). With the choice

γ = ϵ2 = 2 ϵ1 = 1
4 (1 − 3 ϵ0) and σ0 = 2

q
ϵ2

according to (17), (18), and (24) on the one hand so that the assumptions
of Corollary 2.14, Proposition 2.16 and Proposition 2.18 are fulfilled, and an
arbitrary choice of

M ≥ 2 γ , M ≥
√
e and ϵ = γ

which determines Cϵ1,ϵ2 = Cγ,ϵ,M according to (17) on the other hand, and
with the condition

δ̃ = min
{
δ1, δ2

}

with δ1 and δ2 given by (23) and (26), we claim that I1, I2 and I3 are nonneg-
ative, which completes the proof of Theorem 2.1 for q ≤ 3, that is d ≥ 6. The
assertion for d = 3, 4, 5 follows from the result proved in Subsection 2.4.

3. From a local to a global stability result

We work with nonnegative functions in Section 3.1 and extend the method
to sign-changing functions in Section 3.2. Our goal is to prove Theorem 1.1:
see Section 3.3.

3.1. Nonnegative functions away from the manifold of optimizers

Here we prove a stability inequality for nonnegative functions that are ‘far’
away from the manifold of optimizers. With E defined by (5), let us introduce

I (δ) := inf
{
E(f) : 0 ≤ f ∈ Ḣ1(Rd)\M , inf

g∈M
∥∇f −∇g∥2

2 ≤ δ ∥∇f∥2
2

}
.

(27)
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Theorem 3.1. Let δ ∈ (0, 1/2) and assume that 0 ≤ f ∈ Ḣ1(Rd)\M satisfies

inf
g∈M

∥∇f −∇g∥2
2 ≥ δ ∥∇f∥2

2 .

Then, with I (δ) defined by (27), we have

E(f) ≥ δI (δ) .

We will prove this theorem by symmetrization. First, we will use a discrete
symmetrization procedure to get somewhat close to the manifold, then we will
use a further continuous symmetrization procedure to fine tune the distance
to the manifold.

3.1.1. Competing symmetries. The functional E(f) is conformally in-
variant in the sense that if C : Rd ∪ {∞} → Rd ∪ {∞} is a conformal map,
the function

fC(x) = |detDC(x)|1/2∗f
(
C(x)

)

satisfies
E(fC) = E(f) .

In order to verify this, we recall that any conformal map is a composition of
scalings, translations, rotations and inversions. For scalings, translations and
rotations in Rd the claimed invariance is easy to see. The additional map to
consider is the inversion I(x) = x

|x|2 and a straightforward change of variables
shows that

∥∇fI∥2
2 = ∥∇f∥2

2 , ∥fI∥2
2∗ = ∥f∥2

2∗ .

The equality
inf
g∈M

∥∇(fI − g)∥2
2 = inf

g∈M
∥∇f −∇g∥2

2

follows from

inf
g∈M

∥∇(fI − g)∥2
2 = inf

g∈M
∥∇(f − gI)∥2

2 = inf
g∈M

∥∇f −∇g∥2
2

since I2 = I and g → gI maps the set M to itself in a one-to-one and onto
fashion.

Another and perhaps easier way to see the conformal invariance is to pull
the problem up to the sphere via the stereographic projection, as discussed
in Section 2.1. On the sphere the inversion I takes the form of the reflection
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(s1, . . . , sd, sd+1) → (s1, . . . , sd,−sd+1), which clearly leaves the functional on
the sphere unchanged.

A second ingredient for the construction of the discrete symmetrization
flow is the technique of ‘competing symmetries’, invented in [25]. Consider
any nonnegative function f ∈ Ḣ1(Rd) and its counterpart F ∈ H1(Sd) given
by (8). Set

(UF )(ω) = F (ω1,ω2, . . . ,ωd+1,−ωd) ,
which corresponds to a rotation by π/2 that maps the ‘north pole’ axis
(0, 0, . . . , 1) to (0, . . . , 1, 0). Reversing (8) the function on Rd that corresponds
to UF is given by

(28) (Uf)(x) =
( 2
|x− ed|2

) d−2
2

f

(
x1

|x− ed|2
, . . . ,

xd−1
|x− ed|2

,
|x|2 − 1
|x− ed|2

)
,

where ed = (0, . . . , 0, 1) ∈ Rd. It follows that

E(Uf) = E(f) .

The operation U is obviously linear, invertible and an isometry on L2∗(Rd).
We also consider the symmetric decreasing rearrangement

Rf(x) = f∗(x) .

The most important properties are that f and f∗ are equimeasurable and
that ∥∇f∗∥2 ≤ ∥∇f∥2. For elementary properties of rearrangements the
reader may consult [64]. Being equimeasurable, this map is also an isome-
try on L2∗(Rd). It is when using the decreasing rearrangement that we use
the fact that f is a nonnegative function. For functions that change sign one
conventionally defines their rearrangement as the rearrangement of their ab-
solute value. Passing from a function to its absolute value does not alter the
numerator of E(f) but may decrease the denominator so that other arguments
are needed.

On Rd, let

(29) g∗(x) := |Sd|−
d−2
2 d

( 2
1 + |x|2

) d−2
2

.

Note that ∥g∗∥2∗ = 1 because it is obtained as the stereographic projection of
the constant function on Sd with 2∗-norm equal to 1. The following theorem
was proved in [25].
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Theorem 3.2. Let f ∈ L2∗(Rd) be a nonnegative function. Consider the
sequence (fn)n∈N of functions

(30) fn = (RU)nf ∀n ∈ N .

Then
lim
n→∞

∥fn − hf∥2∗ = 0

where hf = ∥f∥2∗ g∗ ∈ M. Moreover, if f ∈ Ḣ1(Rd), then (∥∇fn∥2
2)n∈N is a

nonincreasing sequence.

It does not seem clear whether the functional E(f) decreases or increases
under rearrangement. The next lemma helps to explain this point. Define M1
to be the set of the elements in M with 2∗-norm equal to 1.

Lemma 3.3. For any f ∈ Ḣ1(Rd), we have

dist(f,M)2 = inf
g∈M

∥∇f −∇g∥2
2 = ∥∇f∥2

2 − Sd sup
g∈M1

(
f, g2∗−1)2

.

Here and in the sequel, (·, ·) is the L2(Rd) inner product or, more precisely,
the duality pairing between L2∗(Rd) and L(2∗)′(Rd).

Proof. Let g be any Aubin–Talenti function. The function g is an optimizer
of the Sobolev inequality, i.e., ∥∇g∥2

2 = Sd ∥g∥2
2∗ = Sd and is a solution of the

Sobolev equation

(31) −∆g = Sd
g2∗−1

∥g∥2∗−2
2∗

= Sd g
2∗−1 .

Hence for any nonnegative constant c, if ∥g∥2∗ = 1, we find

∥∇(f − c g)∥2
2 = ∥∇f∥2

2 − 2 c (∇f,∇g) + c2 ∥∇g∥2

= ∥∇f∥2
2 − 2 c Sd

(
f, g2∗−1) + Sd c

2

and minimizing with respect to c we find the lower bound ∥∇f∥2
2 −

Sd

(
f, g2∗−1)2, which proves the lemma.

In the above proof, notice that the optimal value of c is such that c =(
f, g2∗−1) ≤ ∥f∥L2∗ (Rd) and elementary considerations on M1 show that c > 0

if f ̸= 0 is nonnegative, so that dist(f,M)2 < ∥∇f∥2
2. With the notation
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of (1) and ga,b(x) :=
(
a |Sd|1/d

)−(d−2)/2
ḡ
(
(x − b)/a

)
, we find that

(
f, g2∗−1

a,b

)

converges to 0 as a + a−1 + |b| → +∞. A sequence (an, bn, cn) such that

lim
n→+∞

∥∇(f − cn gan,bn)∥2
L2(Rd) = dist(f,M)2

is therefore relatively compact in (0,+∞) × Rd × R, which proves that
dist(f,M) is attained at some Aubin–Talenti function of the form (1).

We note that, under the decreasing rearrangement, the term ∥∇f∥2
2 does

not increase whereas the term supg∈M1

(
f, g2∗−1)2 increases. To see this, note

that dist(f,M) is attained at some Aubin–Talenti function which is a strictly
symmetric decreasing function about some point b ∈ Rd. Replacing f by its
symmetric decreasing rearrangement about that point increases

(
f, g2∗−1)2,

in fact strictly unless f is already symmetric decreasing about the point b.
Thus, while the numerator in E(f) decreases under rearrangements, so does
the denominator and there are no direct conclusions to be drawn from this.
The next lemma summarizes what we have shown.

Lemma 3.4. For the sequence (fn)n∈N in Theorem 3.2 we have that n -→
supg∈M1

(
fn, g2∗−1)2 is strictly increasing, n -→ infg∈M ∥∇fn − ∇g∥2

2∗ is
strictly decreasing and, with hf = ∥f∥2∗ g∗ as in Theorem 3.2,

lim
n→∞

inf
g∈M

∥∇fn −∇g∥2
2 = lim

n→∞
∥∇fn∥2

2 − Sd ∥hf∥2
2∗

= lim
n→∞

∥∇fn∥2
2 − Sd ∥f∥2

2∗ .

Proof. From

inf
g∈M

∥∇fn −∇g∥2
2 = ∥∇fn∥2

2 − Sd sup
g∈M1

(
fn, g

2∗−1)2

we see that the first term converges since (∥∇fn∥2
2)n∈N is a nonincreasing se-

quence. For the second term, which is strictly increasing, we have by Hölder’s
inequality

sup
g∈M1

(
fn, g

2∗−1)2 ≤ ∥fn∥2
2∗ = ∥f∥2

2∗

and since g∗ as defined in (29) is in M1 we have

lim inf
n→∞

sup
g∈M1

(
fn, g

2∗−1)2 ≥ lim inf
n→∞

(
fn, g

2∗−1
∗

)2 = ∥f∥2
2∗

by Theorem 3.2.

For the author's personal use only.

For the author's personal use only.



396 Jean Dolbeault et al.

Lemma 3.5. Assume that 0 ≤ f ∈ Ḣ1(Rd) \M satisfies

inf
g∈M

∥∇f −∇g∥2
2 ≥ δ ∥∇f∥2

2

and let (fn)n∈N be the sequence defined by (30). Then one of the following
alternatives holds:

(a) for all n = 0, 1, 2 . . . we have

inf
g∈M

∥∇fn −∇g∥2
2 ≥ δ ∥∇fn∥2

2 ,

(b) there is a natural number n0 such that

inf
g∈M

∥∇fn0 −∇g∥2
2 ≥ δ ∥∇fn0∥2

2

and
inf
g∈M

∥∇fn0+1 −∇g∥2
2 < δ ∥∇fn0+1∥2

2 .

Proof. Assume that alternative (a) does not hold. Then there is a largest
value n0 ≥ 0 such that infg∈M ∥∇fn0 −∇g∥2

2 ≥ δ ∥∇fn0∥2
2.

Lemma 3.6. Assume that 0 ≤ f ∈ Ḣ1(Rd) \M satisfies

inf
g∈M

∥∇f −∇g∥2
2 ≥ δ ∥∇f∥2

2

and suppose that in Lemma 3.5 alternative (a) holds for the sequence (fn)n∈N
defined by (30). Then

E(f) ≥ δ .

Proof. We have

(32) E(f) = ∥∇f∥2
2 − Sd ∥f∥2

2∗

infg∈M ∥∇f −∇g∥2
2
≥ ∥∇f∥2

2 − Sd ∥f∥2
2∗

∥∇f∥2
2

≥ ∥∇fn∥2
2 − Sd ∥f∥2

2∗

∥∇fn∥2
2

,

where the second inequality is a consequence of ∥∇fn∥2
2 ≤ ∥∇f∥2

2 for all
n = 0, 1, 2,. . . proved in Theorem 3.2. By the assumption that alternative (a)
holds and by Lemma 3.4, we learn that
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lim
n→∞

∥∇fn∥2
2 ≤ 1

δ
lim
n→∞

inf
g∈M

∥∇fn −∇g∥2
2

= 1
δ

(
lim
n→∞

∥∇fn∥2
2 − Sd ∥f∥2

2∗
)
.

Since

lim
n→∞

∥∇fn∥2
2 − Sd ∥f∥2

2∗ ≥ δ lim
n→∞

∥∇fn∥2
2

≥ δ Sd lim
n→∞

∥fn∥2
2∗ = δ Sd ∥f∥2

2∗ > 0 ,

we can take the limit as n → ∞ on the right side of (32) and compute the
limit of the quotient as the quotient of the limits. This proves the lemma.

3.1.2. Continuous rearrangement. Next, we analyze the case where the
alternative (b) in Lemma 3.5 holds. We recall that I (δ) was defined in (27).

Lemma 3.7. For any δ ∈ (0, 1], we have I (δ) ≤ 1.

Proof. By Lemma 3.3, we have

inf
g∈M

∥∇f −∇g∥2
2 = ∥∇f∥2

2 − Sd sup
g∈M1

(
f, g2∗−1)2

and it follows from Hölder’s inequality that

sup
g∈M1

(
f, g2∗−1)2 ≤ ∥f∥2

2∗ .

Thus, the denominator in E(f) that enters the definition of I (δ) is at least
as large as the numerator, so the quotient is at most 1.

Our goal in this subsection is to prove the following lower bound on E(f).

Lemma 3.8. Assume that 0 ≤ f ∈ Ḣ1(Rd) \M satisfies

inf
g∈M

∥∇f −∇g∥2
2 ≥ δ ∥∇f∥2

2

for some δ ∈ (0, 1/2) and suppose that in Lemma 3.5 alternative (b) holds
for the sequence (fn)n∈N of Theorem 3.2 defined by (30). Then, with I (δ)
defined by (27), we have

E(f) ≥ δI (δ) .
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For the proof of this lemma we introduce a continuous rearrangement
flow that interpolates between a function and its symmetric decreasing rear-
rangement. The basic ingredient for this flow is similar to a flow that Brock
introduced [16, 17] and that interpolates between a function and its Steiner
symmetrization with respect to a given hyperplane. Brock’s construction, in
turn, is based on ideas of Rogers [71] and Brascamp–Lieb–Luttinger [12].
Our flow is obtained by glueing together infinitely many copies of Brock’s
flows with respect to a sequence of judiciously chosen hyperplanes. A similar
construction was performed by Bucur and Henrot [18]; see also [31].

More specifically, for a given hyperplane H, Brock’s flow interpolates be-
tween a given function f and f∗H , the Steiner symmetrized function with
respect to H. The family that interpolates between f and f∗H is denoted by
fH
τ , τ ∈ [0,∞], and we have

f0 = f , fH
∞ = f∗H .

Further, for any τ , fH
τ and f are equimeasurable, i.e.,

∣∣{x ∈ Rd : fH
τ (x) > t

}∣∣ =
∣∣{x ∈ Rd : f(x) > t

}∣∣ ∀ t > 0 .

Moreover, if f ∈ Lp(Rd) for some 1 ≤ p < ∞, then τ -→ fH
τ is continuous in

Lp(Rd).
By choosing a sequence of hyperplanes we construct another flow τ -→ fτ

that has the same properties but interpolates between f and f∗, the symmet-
ric decreasing rearrangement. In Appendix A we explain this in more detail
and prove the following properties that are important for our proof, assuming
f ∈ Ḣ1(Rd). From the L2∗(Rd) continuity of the flow we will deduce that

(33) lim
τ→τ0

sup
g∈M1

(fτ , g)2 = sup
g∈M1

(fτ0 , g)2 .

Concerning the gradient we prove the monotonicity

∥∇fτ2∥2 ≤ ∥∇fτ1∥2 , 0 ≤ τ1 ≤ τ2 ≤ ∞ ,

and the right continuity

(34) lim
τ2→τ+

1

∥∇fτ2∥2 = ∥∇fτ1∥2 , 0 ≤ τ1 < ∞ .

Proof of Lemma 3.8. We begin by motivating and explaining the strategy of
the proof. As before, we bound
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(35) E(f) = ∥∇f∥2
2 − Sd ∥f∥2

2∗

infg∈M ∥∇f −∇g∥2
2
≥ ∥∇f∥2

2 − Sd ∥f∥2
2∗

∥∇f∥2
2

≥ ∥∇fn0∥2
2 − Sd ∥fn0∥2

2∗

∥∇fn0∥2
2

.

We could bound the right side further from below by replacing fn0 by fn0+1.
This bound, however, might be too crude for our purposes and we proceed
differently. The move from fn0 to fn0+1 consists of two steps, namely first
applying a conformal rotation and second applying symmetric decreasing re-
arrangement. The first step leaves all terms on the right side invariant and we
do carry out this step. The second step leaves the 2∗-norm invariant, while
the gradient term does not go up. In fact, the gradient term might go down
too far. Therefore, we replace the application of the rearrangement by a con-
tinuous rearrangement flow. We denote by fτ , n0 ≤ τ < n0+1, the continuous
rearrangement starting at fn0 := Ufn0 , where U denotes the conformal rota-
tion (28). The ‘time’ variable τ has been reparametrized so that at τ = n0 +1
we have arrived at the symmetric decreasing rearrangement of fn0 , that is,

(36) fn0+1 = (fn0)∗ = fn0+1 .

Ideally, we would like to find τ0 ∈ [n0, n0 + 1) such that

inf
g∈M

∥∇fτ0 −∇g∥2
2 = δ ∥∇fτ0∥2

2 .

Then the right side of (35) is equal to

1 − Sd
∥fn0∥2

2∗

∥∇fn0∥2
2
≥ 1 − Sd

∥fτ0∥2
2∗

∥∇fτ0∥2
2

= δ
∥∇fτ0∥2

2 − Sd ∥fτ0∥2
2∗

infg∈M ∥∇fτ0 −∇g∥2
2
,

which can be bounded from below by δI (δ), since fτ0 is admissible in the
infimum (27). This would prove the desired bound.

The problem with this argument is that the existence of such a τ0 ∈
[n0, n0 + 1) is in general not clear, since neither of the terms infg∈M ∥∇fτ −
∇g∥2

2 and ∥∇fτ∥2
2 needs to be continuous in τ . Nevertheless, we will be able

to adapt the above argument to yield the same conclusion.
We now turn to the details of the argument. Recalling that

inf
g∈M

∥∇f0 −∇g∥2
2 ≥ δ ∥∇f0∥2

2 ,
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we define

τ0 := inf
{
τ ∈ (n0, n0 + 1) : inf

g∈M
∥∇fτ −∇g∥2

2 < δ ∥∇fτ∥2
2

}

with the convention that inf ∅ = n0 + 1. If τ < τ0 ∈ (n0, n0 + 1], similarly as
before, the right side of (35) is equal to

∥∇fn0∥2
2 − Sd ∥fn0∥2

2∗

∥∇fn0∥2
2

= 1 − Sd
∥fn0∥2

2∗

∥∇fn0∥2
2
≥ ∥∇fτ∥2

2 − Sd ∥fτ0∥2
2∗

∥∇fτ∥2
2

≥ δ
∥∇fτ∥2

2 − Sd ∥fτ0∥2
2∗

infg∈M ∥∇fτ −∇g∥2
2
,

where the last inequality arises from infg∈M ∥∇fτ −∇g∥2
2 ≥ δ ∥∇fτ∥2

2 for any
τ ∈ [n0, τ0). Taking the limit inferior as τ → τ−0 , we obtain

(37) ∥∇fn0∥2
2 − Sd ∥fn0∥2

2∗

∥∇fn0∥2
2

≥ δ
limτ→τ−

0
∥∇fτ∥2

2 − Sd ∥fτ0∥2
2∗

lim infτ→τ−
0

infg∈M ∥∇fτ −∇g∥2
2
.

Note that the denominator appearing here does not vanish. Indeed, we have

inf
g∈M

∥∇fτ −∇g∥2
2 ≥ δ ∥∇fτ∥2

2 ≥ δ Sd ∥fτ∥2
2∗ = δ Sd ∥f∥2

2∗ > 0 ∀ τ ∈ [n0, τ0)

and, as a consequence,

lim inf
τ→τ−

0

inf
g∈M

∥∇fτ −∇g∥2
2 ≥ δ Sd ∥f∥2

2∗ > 0 .

The same inequality (37) remains valid if τ0 = n0 and if we interpret limτ→τ−
0

and lim infτ→τ−
0

as evaluating at τ0 = n0.
At this point we find it convenient to apply Lemma 3.3 and use the

representation

inf
g∈M

∥∇fτ −∇g∥2
2 = ∥∇fτ∥2

2 − Sd sup
g∈M1

(
fτ , g2∗−1)2

.

Using (33), that is, the continuity of τ -→ supg∈M1

(
fτ , g2∗−1)2, we see that

lim inf
τ→τ−

0

inf
g∈M

∥∇fτ −∇g∥2
2 = lim

τ→τ−
0

∥∇fτ∥2
2 − Sd sup

g∈M1

(
fτ0 , g2∗−1)2

.
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Thus, the relevant quotient is equal to

(38)
limτ→τ−

0
∥∇fτ∥2

2 − Sd ∥fτ0∥2
2∗

limτ→τ−
0
∥∇fτ∥2

2 − Sd supg∈M1 (fτ0 , g2∗−1)2
.

Our goal in the remainder of this proof is to show that this quotient is larger
or equal than I (δ). We will use the fact that

(39) sup
g∈M1

(
fτ0 , g2∗−1)2 ≤ ∥fτ0∥2

2∗ ,

which follows from Hölder’s inequality. We also note that equality holds here
if and only if fτ0 ∈ M.

Let us first handle the case where fτ0 ∈ M. Then by (3.1.2) and because
of equality in (39), the quotient (38) is equal to 1, which by Lemma 3.7 can
be further bounded from below by I (δ), leading to the claimed bound. This
completes the proof in the case fτ0 ∈ M and in what follows we assume

fτ0 ̸∈ M .

As a consequence of this assumption and (39), we have

(40) ∥∇fτ0∥2
2 > Sd ∥fτ0∥2

2∗ ≥ Sd sup
g∈M1

(
fτ0 , g2∗−1)2

.

Next, we observe that for α > β the function x -→ (x−α)/(x−β) is monotone
increasing on the interval (β,∞). This, together with the strict inequality
in (40), implies that the quotient (38) can be bounded from below by

(41)
limτ→τ−

0
∥∇fτ∥2

2 − Sd ∥fτ0∥2
2∗

limτ→τ−
0
∥∇fτ∥2

2 − Sd supg∈M1 (fτ0 , g2∗−1)2

≥ ∥∇fτ0∥2
2 − Sd ∥fτ0∥2

2∗

∥∇fτ0∥2
2 − Sd supg∈M1 (fτ0 , g2∗−1)2

.

We now claim that

(42) inf
g∈M

∥∇fτ0 −∇g∥2
2 ≤ δ ∥∇fτ0∥2

2 .

Once this is proved, we can bound the right side of (41) from below by I (δ).
This inequality is the claimed inequality after taking into account (37).
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To prove (42), we first note that it is verified if τ0 = n0 + 1. Indeed,
fn0+1 = fn0+1 by (36) and therefore, by assumption of alternative (b),
infg∈M ∥∇fn0+1 −∇g∥2

2 < δ ∥∇fn0+1∥2
2.

Now let τ0 < n0 + 1. We argue by contradiction and assume that

(43) inf
g∈M

∥∇fτ0 −∇g∥2
2 > δ ∥∇fτ0∥2

2 .

Because of this strict inequality and the definition of τ0, for any k ∈ N there
are σk ∈ (τ0, n0 + 1) with limk→∞ σk = τ0 such that infg∈M ∥∇fσk −∇g∥2

2 <
δ ∥∇fσk∥2

2, that is,

∥∇fσk∥2
2 − Sd sup

g∈M1

(
fσk , g

2∗−1)2
< δ ∥∇fσk∥2

2 ∀ k ∈ N .

Letting k → ∞ and using (33) as well as the right continuity of ∥∇fτ∥2
2,

see (34), we deduce that

∥∇fτ0∥2
2 − Sd sup

g∈M1

(
fτ0 , g2∗−1)2 ≤ δ ∥∇fτ0∥2

2 .

This is the same as infg∈M ∥∇fτ0 − ∇g∥2
2 ≤ δ ∥∇fτ0∥2

2 and contradicts (43).
This proves (42) and completes the proof of the lemma.
Remark 3.9. The above argument would be simpler if τ -→ ∥∇fτ∥2

2 were
continuous for an appropriate choice of hyperplanes (see Appendix A) in the
definition of the flow. Since the flow is weakly continuous in Ḣ1(Rd), continuity
of the norm is equivalent to (strong) continuity of the flow in Ḣ1(Rd). Thus,
for continuity of the norm for an appropriate choice of hyperplanes, it is
necessary that there is such a choice for which the Steiner symmetrizations
approximate f∗ in Ḣ1(Rd). According to a theorem of Burchard [19] this holds
if and only if f is co-area regular, i.e, if and only if the distribution function

h -→ |{x ∈ Rd : f(x) > h, ∇f(x) = 0}|

has no absolutely continuous component. As shown by Almgren and Lieb [1],
both co-area regular and co-area irregular functions are dense for d ≥ 2.

3.1.3. Proof of Theorem 3.1. It is now easy to prove the main result
of this section, Theorem 3.1. Let δ ∈ (0, 1/2) and assume that 0 ≤ f ∈
Ḣ1(Rd) \M satisfies

inf
g∈M

∥∇f −∇g∥2
2 ≥ δ ∥∇f∥2

2 .
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By Lemma 3.5 either alternative (a) or (b) holds. In the first case, we apply
Lemmas 3.6 and 3.7, and in the second case, we apply Lemma 3.8. This
completes the proof.

3.2. From nonnegative functions to arbitrary functions

We recall that Cd,BE denotes the optimal constant in (2). Similarly, we denote
by C pos

d,BE the optimal constant in (2) when restricted to nonnegative functions
f . Thus, C pos

d,BE ≥ Cd,BE. We do not know whether these two constants coincide
or not. The main result in this section will be to prove the following lower
bound on Cd,BE in terms of C pos

d,BE.

Proposition 3.10. For any d ≥ 3,

Cd,BE ≥ min
{

1
2 C pos

d,BE, 1 − 2− 2
d

}
.

Proof. To simplify the notation, given a function v ∈ Ḣ1(Rd), we introduce
the deficit

d(v) := ∥∇v∥2
L2(Rd) − Sd ∥v∥2

L2∗ (Rd) = ∥v∥2
L2∗ (Rd) δSob(v) ,

where δSob is defined in Section 1 (see for instance (2)). Also, we set αd :=
2
2∗ = 1 − 2

d < 1,

h(p) := pαd + (1 − p)αd − 1 , and hd := h(1
2) = 21−αd − 1 = 2 2

d − 1 .

Let us consider a function u ∈ Ḣ1(Rd). By homogeneity we can assume
that ∥u∥L2∗ (Rd) = 1. Let u± denote the positive and negative parts of u, set

m := ∥u−∥2∗
L2∗ (Rd) ,

and assume (without loss of generality) that

(44) m ∈ [0, 1/2] .

Note that ∥u+∥2∗
L2∗ (Rd) = 1−m and ∥∇u∥2

L2(Rd) = ∥∇u−∥2
L2(Rd)+∥∇u+∥2

L2(Rd).
Hence, we have

(45) d(u) = ∥∇u∥2
L2(Rd) − Sd = d(u+) + d(u−) + Sd h(m).
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Since the function p -→ h(p) is monotone increasing and concave on [0, 1/2],
we have

(46) 2hd p ≤ h(p) .

Also, if we set ξd := 2 (1 − 2−αd), the function f(p) := (1 − p)αd − 1 + ξd p
satisfies f(0) = f(1/2) = 0 and f ′′(p) ≤ 0, so that f(p) ≥ 0 for all p ∈ [0, 1/2].
Hence, by (44), we have

(1 − p)αd ≥ 1 − ξd p ,

which, by the definition of h(p), yields

h(p) ≥ pαd − ξd p .

Combining this bound with (46), this gives
(
1 + ξd

2hd

)
h(p) ≥ pαd .

Therefore, recalling (45) and noticing that d(u−) + Sdmαd = ∥∇u−∥2
L2(Rd),

we get

d(u) ≥ d(u+) + d(u−) + Sd
2hd

2hd + ξd
mαd

≥ d(u+) + 2hd

2hd + ξd
∥∇u−∥2

L2(Rd) .

By definition, we have

d(u+) ≥ C pos
d,BE inf

g∈M
∥∇u+ −∇g∥2

L2(Rd) .

As a consequence, if g+ ∈ M is optimal for u+, we obtain

d(u) ≥ C pos
d,BE ∥∇u+−∇g+∥2

L2(Rd)+
2hd

2hd + ξd
∥∇u−∥2

L2(Rd)

≥ min
{

C pos
d,BE,

2hd

2hd + ξd

}
∥∇u+ −∇g+∥2

L2(Rd)

+ min
{

C pos
d,BE,

2hd

2hd + ξd

}
∥∇u−∥2

L2(Rd)
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≥ 1
2 min

{
C pos
d,BE,

2hd

2hd + ξd

}
∥∇u−∇g+∥2

L2(Rd) .

Since 2hd + ξd = 2 · 2 2
d − 2 + 2 − 21−αd = 2 2

d we get

hd

2hd + ξd
= 2− 2

d

(
2 2

d − 1
)

= 1 − 2− 2
d ,

which concludes the proof.

3.3. Stability of the Sobolev inequality: Proof of Theorem 1.1

We now combine the results from the previous three sections and deduce in
this way the main result of this paper.
Proof. We recall that the constant C pos

d,BE was defined in the previous sub-
section and that I (δ) was defined in (27). Then, as a consequence of Theo-
rem 3.1, we have

C pos
d,BE ≥ sup

0<δ≤1
δI (δ) .

(Indeed, for any δ ∈ (0, 1/2), if f satisfies ∥∇f − ∇g∥2
2 ≥ δ ∥∇f∥2, then

E(f) ≥ δI (δ), while if ∥∇f−∇g∥2
2 ≤ δ ∥∇f∥2, then E(f) ≥ I (δ) ≥ δI (δ).)

Thus, it remains to bound I (δ) for a suitable δ ∈ (0, 1/2).
We let ϵ0, δ̃ ∈ (0, 1/2) be as in Theorem 2.1. We will bound I (δ) with

δ = δ̃
1+δ̃

∈ (0, 1
2). Thus, let 0 ≤ f ∈ Ḣ1(Rd) with

inf
g∈M

∥∇f −∇g∥2
2 ≤ δ̃

1+δ̃
∥∇f∥2

2 .

The infimum on the left side is attained for the reasons given in Section 3.1.
After a translation, a dilation and multiplication by a constant, we may as-
sume that it is attained at g = (2/(1+|x|2))(d−2)/2. We now pass to the sphere
using the stereographic projection as in Section 2.1. Let 0 ≤ u ∈ H1(Sd) be
the function associated to f . The function 1 is associated to g and we set
r := u− 1. The fact that the distance is attained at 1 implies that r satisfies
the orthogonality conditions (10). Moreover, with A given by (7), we have

∫

Sd

(
|∇r|2 + A r2) dµ ≤ δ̃

1+δ̃

∫

Sd

(
|∇u|2 + Au2) dµ

= δ̃
1+δ̃

(
A +

∫

Sd

(
|∇r|2 + A r2) dµ

)
,
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so ∫

Sd

(
|∇r|2 + A r2) dµ ≤ δ̃ A .

By the Sobolev inequality, this implies
(∫

Sd

rq dµ

)2/q
≤ δ̃ ,

and therefore we are in the situation of Theorem 2.1. We deduce that
∫

Sd

(
|∇u|2 + Au2) dµ− A

(∫

Sd

uq dµ

)2/q
≥ θ ϵ0

∫

Sd

(
|∇r|2 + A r2) dµ .

Translating this result back to Rd, we have shown that

I
(

δ̃
1+δ̃

)
≥ θ ϵ0 = 4 ϵ0

d−2 ,

and therefore
C pos
d,BE ≥ δ̃

1+δ̃
4 ϵ0
d−2 ,

where we recall that 0 < ϵ0 < 1
3 is fixed and δ̃ depends on ϵ0, but not on d.

This constant has the claimed d−1 behavior.
We turn now to the case of general, not necessarily nonnegative functions.

By Proposition 3.10

Cd,BE ≥ min
{

1
2 C pos

d,BE, 1 − 2− 2
d

}
.

Using 1 − 2− 2
d ≥ (2 ln 2)/d together with the result for C pos

d,BE we obtain also
in the general case the claimed d−1 behavior. As constant in Theorem 2.1 we
get

(47) β = min
{

2 ϵ0 δ̃
1+δ̃

, 2 ln 2
}
,

which is computable, since δ̃ depends in a complicated, yet explicit way on
ϵ0.

Remark 3.11. The constant given by (47) is a lower estimate of dCd,BE,
which for large d is of the same order as the strict upper estimate obtained
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from (4). If we apply Proposition 2.4 instead of Theorem 2.1 in the above
argument, we obtain

C pos
d,BE ≥ sup

0<δ<1/2
δI (δ) ≥ sup

0<δ̃<1

δ̃
1+δ̃

m(δ̃1/2) = sup
0<δ<1/2

δm
(√

δ
1−δ

)

with m given by (11). As explained in Remark 2.8, this lower bound is not
very good for large dimensions. In the above expression, it corresponds to a
right-hand side of the order of 2−d d−(d+2)/2 as d → +∞, but for d = 3, 4, 5,
6 it gives decent numerical lower bounds on C pos

d,BE.

4. The large-dimensional limit: Proof of Corollary 1.2

Assume that d ≥ 3 and consider the stability estimate for Sobolev’s inequality

(48) ∥∇f∥2
L2(Rd) − Sd ∥f∥2

L2∗ (Rd) ≥
β(d)
d

inf
g∈M

∥∇f −∇g∥2
L2(Rd) ,

for all 0 ≤ f ∈ Ḣ1(Rd), where β(d) = dC pos
d,BE > 0 denotes the optimal stabil-

ity constant for nonnegative functions. Theorem 1.1 (also see Theorem 3.1)
provides us with an explicit lower estimate of β(d) and shows that

(49) β⋆ = lim inf
d→+∞

β(d) > 0 .

As noted for instance in [6], to obtain the logarithmic Sobolev inequality
as a limit of the Sobolev inequality when d → +∞, an important step is to
perform a rescaling depending on d. In order to do this, let u be a nonnegative
Lipschitz function of compact support in RN and consider the ansatz

(50) f(x) := u(x1, . . . , xN ) f∗(x) ,

where f∗ is a Sobolev optimizer in dimension d ≥ N . Specifically, we choose

f∗(x) = Z
2−d
2 d

d

(
1 + 1

r2
d
|x|2

)1− d
2 ∀x ∈ Rd ,

with

rd =
√

d
2π .
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The normalization constant Zd is chosen to render ∥f∗∥L2∗ (Rd) = 1. Note
that f∗(x) = r1−d/2

d g∗(x/rd), with g∗ given by (29), solves the Sobolev equa-
tion (31) with sharp Sobolev constant Sd = d (d− 2) r−2

d Z2/d
d and

(51) Zd =
(
d
2
) d

2
Γ
(
d
2
)

Γ(d) =
(

d
8π

) d
2 |Sd| = rdd

2d |S
d| .

It is also easy to see that

(52) lim
d→+∞

Z
2
d
d = e

4 .

By integration by parts, using the fact that f∗ is a Sobolev optimizer, we find

(53) ∥∇f∥2
L2(Rd) =

∫

Rd

|∇u|2 f2
∗ dx−

∫
u2 f∗ ∆f∗ dx

=
∫

Rd

|∇u|2 f2
∗ dx + d (d−2)

r2
d

Z
2
d
d

∫

Rd

u2 f2∗
∗ dx .

It follows that the left-hand side of the stability inequality (48), written for
f = u f∗, is
∫

Rd

|∇u|2 f2
∗ dx + d (d−2)

r2
d

Z
2
d
d

∫

Rd

u2 f2∗
∗ dx− d (d−2)

r2
d

Z
2
d
d

(∫

Rd

u2∗ f2∗
∗ dx

)2/2∗

,

which can be written as

Z
2
d
d

∫

Rd

|∇u|2
(
1 + 1

r2
d
|x|2

)2
dµd

− 2π (d− 2)Z
2
d
d

((∫

Rd

u2∗ dµd

)2/2∗

−
∫

Rd

u2 dµd

)
,

where dµd = f2∗
∗ (x) dx is a probability measure.

Let us write x = (y, z) ∈ RN ×Rd−N ≈ Rd, for some integer N such that
1 ≤ N < d. With |x|2 = |y|2 + |z|2 and

1 + 1
r2
d
|x|2 = 1 + 1

r2
d

(
|y|2 + |z|2

)
=

(
1 + 1

r2
d
|y|2

)(
1 + |z|2

r2
d+|y|2

)
,

we can integrate over the z variable to obtain
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(54)
∫

Rd−N

dz
(
1 + 1

r2
d

(
|y|2 + |z|2

))d

= rd−N
d(

1 + 1
r2
d
|y|2

)N+d
2

∫

Rd−N

dζ

(1 + |ζ|2)d
=

Γ
(
d+N

2
) (

d
2
) d−N

2

Γ(d)
(
1 + 1

r2
d
|y|2

)N+d
2

.

By taking into account the limits

(55) lim
d→+∞

(
1 + 1

r2
d
|y|2

)−N+d
2 = e−π |y|2 and

lim
d→+∞

rd−N
d

Zd

∫

Rd−N

dζ

(1 + |ζ|2)d
= lim

d→+∞

Γ
(
d+N

2
)

Zd Γ(d)

(
d

2

) d−N
2

= 1 ,

we obtain

(56) lim
d→+∞

∫

Rd

|u(y)|2 dµd =
∫

RN

u2 dγ

where dγ(y) := e−π |y|2 dy is a Gaussian probability measure. A similar com-
putation shows that

lim
d→+∞

∫

Rd

|∇u|2
(
1 + 1

r2
d
|x|2

)2
dµd = 4

∫

RN

|∇u|2 dγ ,

because
lim

d→+∞

1
Zd

∫

Rd−N

(
1 + 1

r2
d

(
|y|2 + |z|2

))2−d
dz = 4 .

On the other hand, let ε := 1/(d− 2) and write

(d− 2)
[(∫

RN

u2∗ dγ

)2/2∗

−
∫

RN

u2 dγ

]

= 1
ε

[(∫

RN

u2+4 ε dγ

) 1
1+2 ε

−
∫

RN

u2 dγ

]
.

As a consequence, we obtain

lim
d→+∞

(d− 2)
[(∫

RN

u2∗ dγ

)2/2∗

−
∫

RN

u2 dγ

]
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= d

dε

∣∣∣
ε=0

(∫

RN

u2 (1+2 ε) dγ

) 1
1+2 ε

= 2
∫

RN

u2 ln
(

u2
∫

RN u2 dγ

)
dγ .

Altogether, we find that

1
4 lim

d→+∞

[∫

Rd

|∇u|2
(
1 + 1

r2
d
|x|2

)2
dµd

−2π (d− 2)
((∫

Rd

u2∗ dµd

)2/2∗

−
∫

Rd

u2 dµd

)]

=
∫

RN

|∇u|2 dγ − π

∫

RN

u2 ln
(

u2
∫

RN u2 dγ

)
dγ .

Using (52), we have proved

Lemma 4.1. Let f be given by (50) where u is a nonnegative Lipschitz func-
tion of compact support in RN . Then the limit of the left-hand side of the
stability inequality (48) as d → +∞ is

lim
d→+∞

∥∇f∥2
L2(Rd) − Sd ∥f∥2

L2∗ (Rd)

= e

[∫

RN

|∇u|2 dγ − π

∫

RN

u2 ln
(

u2
∫

RN u2 dγ

)
dγ

]
.

Next we deal with the large d limit of the right side of (48).

Lemma 4.2. Let f be given by (50) where u is a nonnegative Lipschitz func-
tion of compact support in RN . Then

lim
d→+∞

1
d

inf
a>0, b∈Rd

c∈R

∥∇f − c∇ha,b(x)∥2
L2(Rd)

= π e

2 inf
c∈R, b′∈RN

∫

RN

∣∣u(y) − c eπ b′·y∣∣2 dγ ,

where ha,b(x) := |Sd|− d−2
2 d

(
2 a

a2+|x−b|2

) d−2
2 is, up to a multiplicative constant,

any Sobolev optimizer.

Proof. In the main part of this proof, using (·, ·) as in Lemma 3.3, we shall
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show that

(57) lim
d→+∞

sup
a>0, b∈Rd

(
f, h

d+2
d−2
a,b

)
= sup

b′∈RN

∫

RN

u(y) e−π
2 |y|2 e−

π
2 |y−b′|2 dy .

Before proving (57), let us show that it implies the assertion of the lemma.
As in Lemma 3.3 we can optimize the right side of (48) over c and find

(58) inf
a>0, b∈Rd

inf
c∈R

∥∇f − c∇ha,b∥2
L2(Rd)

= ∥∇f∥2
L2(Rd) − Sd sup

a>0, b∈Rd

(
f, h

d+2
d−2
a,b

)2

L2(Rd)
,

where ha,b satisfies
∫

Rd

ha,b(x)
2 d
d−2 dx = 1 .

Similarly, from
∫

RN

∣∣u(y) − c eπ b′·y∣∣2 dγ

=
∫

RN

|u(y)|2 dγ + c2 eπ |b′|2 − 2 c
∫

RN

u(y) eπ b′·y dγ

we deduce that

sup
c∈R

∫

RN

∣∣u(y) − c eπ b′·y∣∣2 dγ

=
∫

RN

|u(y)|2 dγ − e−π |b′|2
(∫

RN

u(y) eπ b′·y dγ

)2

=
∫

RN

|u(y)|2 dγ −
(∫

RN

u(y) e−π
2 |y|2 e−

π
2 |y−b′|2 dy

)2

and, consequently,

inf
c∈R, b′∈RN

∫

RN

∣∣u(y) − c eπ b′·y∣∣2 dγ

=
∫

RN

u2 dγ − sup
b′∈RN

(∫

RN

u(y) e−π
2 |y|2 e−

π
2 |y−b′|2 dy

)2
.

For the author's personal use only.

For the author's personal use only.



412 Jean Dolbeault et al.

Now as before, using (53), we get

lim
d→+∞

1
d
∥∇f∥2

L2(Rd) = π e

2

∫
e−π |y|2 |u(y)|2 dy .

Inserting this together with the fact that limd→+∞ Sd/d = π e/2 into (58),
shows that (57) implies the assertion of the lemma.

Thus, from now on we concentrate on proving (57). Clearly, we may as-
sume u ̸≡ 0. It is easy to see that for every d, there are ad > 0 and bd ∈ Rd

such that
sup

a>0, b∈Rd

(
f, h

d+2
d−2
a,b

)
=

(
f, h

d+2
d−2
ad,bd

)
.

To pass to the limit in (57) as d → +∞, we have to study the asymptotic
behavior of ad and bd.

• The limit of ad. We will derive a lower and an upper bound on
(
f, h

d+2
d−2
ad,bd

)
.

For the lower bound we test the supremum defining this quantity with a = rd
and b = 0, in which case hrd,0 = f∗. Arguing similarly as in (56) and recalling
u ̸≡ 0, we obtain

(59) lim inf
d→+∞

(
f, h

d+2
d−2
ad,bd

)
≥ lim

d→+∞

(
f, h

d+2
d−2
rd,0

)
=

∫

RN

u dγ > 0 .

To derive an upper bound we use the fact that f∗ and had,0 are symmetric
decreasing functions, which implies that

0 ≤
(
f, h

d+2
d−2
ad,bd

)
≤ ∥u∥L∞(Rd)

∫

Rd

f∗(x)had,0(x− bd)
d+2
d−2 dx

≤ ∥u∥L∞(Rd)

∫

Rd

f∗ h
d+2
d−2
ad,0 dx .

By inserting the expression (51) of Zd and setting αd = ad/rd, we obtain

∫

Rd

f∗ h
d+2
d−2
ad,0 dx = 2d

rdd |Sd|

∫

Rd

(
1 + |x|2

r2
d

)− d−2
2

(
αd + |x|2

αd r2
d

)− d+2
2

dx

= 1
|Sd|

∫

Rd

( 2
1 + |x|2

) d−2
2

(
2αd

α2
d + |x|2

) d+2
2

dx

= |Sd−1|
|Sd|

∫ +∞

0

( 2 r
1 + r2

) d−2
2

( 2αd r

α2
d + r2

) d+2
2 dr

r
,
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where we scaled x -→ rd x and introduced radial coordinates. If we now set
αd = esd and change variables to r = et, and then rescale according to
t -→ t/

√
d, we find

∫

Rd

f∗ h
d+2
d−2
ad,0 dx = |Sd−1|

|Sd|

∫ ∞

−∞

(
cosh t

)− d−2
2
(
cosh(t− sd)

)− d+2
2 dt

= |Sd−1|√
d |Sd|

∫ ∞

−∞

(
cosh t√

d

)− d−2
2
(
cosh t−σd√

d

)− d+2
2 dt

with sd = σd/
√
d. By the elementary inequality cosh t ≥ 1+ t2/2, we find the

following bound for the integral on the right side for large d:
∫ ∞

−∞

(
1 + t2

2 d
)− d−2

2
(
1 + (t−σd)2

2 d
)− d+2

2 dt≈
∫ ∞

−∞
e−

t2
4 e−

(t−σd)2
4 dt =

√
2π e−

σ2
d
8 .

Using limd→+∞
|Sd−1|√
d |Sd| =

√
2π, we finally conclude by combining the upper

and the lower bound that

2π lim inf
d→+∞

e−
σ2
d
8 ≥ lim inf

d→+∞

(
f, h

d+2
d−2
ad,bd

)
≥

∫

RN

u dγ > 0 .

As a consequence, |σd| is bounded and we deduce that

(60) lim
d→+∞

ad
rd

= lim
d→+∞

αd = lim
d→+∞

esd = lim
d→+∞

e
σd√
d = 1 .

• A uniform bound on bd. We begin by noting that

(
f, h

d+2
d−2
ad,b

)
=

∫∫

RN×Rd−N

u(y) f∗(y, z)had,0
(
y − b′, z − b′′

) d+2
d−2 dy dz

≤
∫

RN

u(y)
(∫

Rd−N

f∗(y, z)had,0
(
y − b′, z

) d+2
d−2 dz

)
dy

with b = (b′, b′′) ∈ RN × Rd−N , because u is nonnegative, and z -→ f∗(y, z)
and z -→ had,0(y, z)

d+2
d−2 are symmetric decreasing functions. As a consequence,

we can assume without loss of generality bd = (b′d, 0) ∈ RN × Rd−N .
Our task is to obtain a bound on |b′d|. As before, we obtain this by deriving

a lower and upper bound on
(
f, h

d+2
d−2
ad,bd

)
. As lower bound we use again (59).

For the upper bound we write

For the author's personal use only.

For the author's personal use only.



414 Jean Dolbeault et al.

(61)
(
f, h

d+2
d−2
ad,(b′d,0)

)

= 1
Zd α

d+2
2

d

∫∫

RN×Rd−N

u(y)
(
1 + 1

r2
d

(
|y|2 + |z|2

))− d−2
2

×
(
1 + 1

α2
d r

2
d

(
|y − b′d|2 + |z|2

))− d+2
2

dy dz ,

where Zd is given by (51). From Hölder’s inequality we learn that

(
f, h

d+2
d−2
ad,(b′d,0)

)
≤
(

1
Zd

∫∫

RN×Rd−N

u(y)
(
1 + 1

r2
d

(
|y|2 + |z|2

))−d
dy dz

) d−2
2 d

×
( 1
Zd αd

d

∫∫

RN×Rd−N

u(y)
(
1 + 1

α2
d r

2
d

(
|y − b′d|2 + |z|2

))−d
dy dz

) d+2
2 d

.

Let R > 0 be such that u is supported in the centered ball BR of radius
R > 0 and assume that |b′d| > R (otherwise |b′d| ≤ R and we have the claimed
bound). It follows that |y − b′d|2 ≥ (|b′d|− R)2 in the support of u. Using the
identity

(62)
∫

Rd−N

(
A2 + 1

λ2 |z|2
)−d

dz = λd−N

Ad+N

∫

Rd−N

(1 + |ζ|2)−d dζ

based on the change of variables z = Aλ ζ, and applying it with A =
1

αd rd

√
α2
d r

2
d+(|b′d|−R)2 and λ = αd rd, we obtain

1
Zd αd

d

∫∫

RN×Rd−N

u(y)
(
1 + 1

α2
d r

2
d

(
|y − b′d|2 + |z|2

))−d
dy dz

≤ |BR| ∥u∥L∞(Rd)
1
αN
d

(
1 + (|b′d|−R)2

α2
d r

2
d

)− d+N
2 rd−N

d

Zd

∫

Rd−N

(1 + |ζ|2)−d dζ

≤ |BR| ∥u∥L∞(Rd)
dα2−N

d

(d + N)π (|b′d|−R)2
rd−N
d

Zd

∫

Rd−N

(1 + |ζ|2)−d dζ

using the inequality (1 + t/k)−k ≤ 1/t for all t > 0 with k = (d + N)/2. As
in (56), using (55) and (60), this yields

lim inf
d→+∞

(
f, h

d+2
d−2
ad,(b′d,0)

)
≤

√
|BR| ∥u∥L∞(Rd)

∫
RN u dγ

π lim supd→∞(|b′d|−R)2 .
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Taking the lower bound in (59) into account, we obtain

lim sup
d→∞

|b′d| ≤ R +

√
|BR| ∥u∥L∞(Rd)

π
∫

RN u dγ
.

This proves that b′d is uniformly bounded w.r.t. d.

• The large dimensional limit. We are finally in position to prove (57). We
first show that

(63) lim sup
d→+∞

sup
a>0, b∈Rd

(
f, h

d+2
d−2
a,b

)
≤ sup

b′∈RN

∫

RN

u(y) e−π
2 |y|2 e−

π
2 |y−b′|2 dy .

To do so, we consider a sequence of d’s along which the limsup is attained.
Because of the uniform bound on b′d we may pass to a subsequence along
which b′d converges to some b′∞ ∈ RN . It then suffices to prove (63) where
the limsup is taken along the chosen subsequence. In the following, we will
always consider this subsequence, without displaying it in our notation.

It remains to identify a bound on lim supd→+∞

(
f, h

d+2
d−2
ad,(b′d,0)

)
. Our starting

point is (61). By Hölder’s inequality, we obtain

∫

Rd−N

(
1 + 1

r2
d

(
|y|2 + |z|2

))− d−2
2

(
1 + 1

α2
d r

2
d

(
|y − b′d|2 + |z|2

))− d+2
2
dz

≤
(∫

Rd−N

(
1 + 1

r2
d

(
|y|2 + |z|2

))−d
dz

)− d−2
2 d

×
(∫

Rd−N

(
1 + 1

α2
d r

2
d

(
|y − b′d|2 + |z|2

))−d
dz

)− d+2
2 d

= αd+2
d r2 d

d

(
r2
d + |y|2

)− (d−2) (d+N)
4 d

(
α2
d r

2
d + |y − b′d|2

)− (d+2) (d+N)
4 d

×
∫

Rd−N

(1 + |ζ|2)−d dζ

= α
(d+2) (d−N)

2 d
d rd−N

d

(
1 + 1

r2
d
|y|2

)− (d−2) (d+N)
4 d

×
(
1 + 1

α2
d r

2
d
|y − b′d|2

)− (d+2) (d+N)
4 d

∫

Rd−N

(1 + |ζ|2)−d dζ .

Here we used the change of variables identity (62), with A = 1
rd

√
r2
d+|y|2

and λ = rd for the first integral in the above right-hand side, and A =
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1
αd rd

√
α2
d r

2
d+|y|2 and λ = αd rd for the second integral. We learn from (55)

and (60) that

lim sup
d→+∞

(
f, h

d+2
d−2
ad,(b′d,0)

)
≤

∫

RN

u(y) e−π
2 |y|

2
e−

π
2 |y−b′∞|2 dy

≤ sup
b′∈RN

∫

RN

u(y) e−π
2 |y|

2
e−

π
2 |y−b′|2 dy .

This proves (63).
The converse asymptotic inequality, namely

(64) lim inf
d→+∞

sup
a>0, b∈Rd

(
f, h

d+2
d−2
a,b

)
≥ sup

b′∈RN

∫

RN

u(y) e−π
2 |y|2 e−

π
2 |y−b′|2 dy ,

follows in a similar, but simpler fashion. Indeed, it is easy to see that the
supremum on the right side is attained at some b′∗ ∈ RN , which we can use
to bound the supremum on the left side from below by

(
f, h

d+2
d−2
0,(b′∗,0)

)
. Starting

from (61) and using similar arguments as above it is easy to see that

lim
d→+∞

(
f, h

d+2
d−2
0,(b′∗,0)

)
=

∫

RN

u(y) e−π
2 |y|2 e−

π
2 |y−b′∗|2 dy

= sup
b′∈RN

∫

RN

u(y) e−π
2 |y|2 e−

π
2 |y−b′|2 dy .

This proves (64) and consequently also (57).
Using Lemmata 4.1 and 4.2, with b = π b̃, for nonnegative Lipschitz func-

tions u with compact support, we have proved the following result.

Proposition 4.3. With β⋆ given by (49), for all nonnegative u ∈ H1(γ),

∫

RN

|∇u|2 dγ − π

∫

RN

u2 ln
(

u2

∥u∥2
L2(γ)

)
dγ

≥ β⋆ π

2 inf
b∈RN, c∈R

∫

RN

(
u− c eb·x

)2
dγ .

The extension to any nonnegative function u ∈ H1(γ) follows by a simple
density argument, as the constants in Proposition 4.3 depend neither on the
support nor on the bound on |∇u|. A crucial feature of Proposition 4.3 is
that the stability constant β⋆ π/2 does not depend on N . It is worth pointing
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out the constant β⋆ in this bound comes from the (unknown) best stability
constant for Sobolev’s inequality for nonnegative functions. Any lower bound
on this stability constant gives a lower bound on the constant β∗. In particular,
we have β⋆ ≥ β with β as in Theorem 1.1.

Proof of Corollary 1.2. We have to extend the result of Proposition 4.3 to
the case of sign-changing functions. This part of the proof is a variation of
the argument used in the proof of Proposition 3.10. We shall use the notation

d(u) :=
∫

RN

|∇u|2 dγ − π

∫

RN

u2 ln
(

u2

∥u∥2
L2(γ)

)
dγ foru ∈ H1(γ) .

By homogeneity we can assume ∥u∥L2(γ) = 1. Replacing u by −u if necessary,
we can also assume that

m := ∥u−∥2
L2(γ) ∈ [0, 1

2 ] .

Then

d(u) = d(u+)+d(u−)+π h(m) with h(p) := −
(
p ln p+(1− p) ln(1− p)

)
.

Since the function p -→ h(p) is monotone increasing and concave on [0, 1
2 ],

h(p) ≥ (2 ln 2) p for all p ∈ [0, 1
2 ] .

Thus, with β⋆ denoting the constant in (49),

d(u) ≥ d(u+) + (2π ln 2)m

≥ β⋆ π

2 inf
b∈RN, c∈R

∥u+ − c eb·x∥2
L2(γ) + (2π ln 2) ∥u−∥2

L2(γ)

≥ 1
2 min

{
β⋆ π

2 , 2π ln 2
}

inf
b∈RN, c∈R

∥u− c eb·x∥2
L2(γ) .

This proves the inequality for the general case with

(65) β = 1
2 min

{
β⋆, 4 ln 2

}

and β⋆ given by (49).

Up to this point, we have stated the logarithmic Sobolev inequality in its
version with respect to the normalized Gaussian measure. It has an equivalent
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version with respect to the Euclidean measure. We set u = eπ |x|2/2 v and
obtain from Corollary 1.2 and Proposition 4.3

∫

RN

|∇v|2 dx− π

∫

RN

v2 ln
(

v2

∥v∥2
L2(RN )

)
dx−N π ∥v∥2

L2(RN )

≥ β π

2 inf
b∈RN, c∈R

∫

RN

∣∣∣v − c e−
π
2 |x−b|2

∣∣∣
2
dx

by a simple integration by parts. Writing v(x) = λN/2 w(λx) with a parameter
λ > 0, we obtain equivalently

λ2
∫

RN

|∇w|2 dy − π

∫

RN

w2 ln
(

w2

∥w∥2
L2(RN )

)
dy −N π (1 + lnλ)∥w∥2

L2(RN )

≥ β π

2 inf
b∈RN, c∈R

∫

RN

∣∣∣w − c e−
π

2λ2 |y−b|2
∣∣∣
2
dy .

We bound the right side from below by extending the infimum over all λ > 0
and then we optimize the left side with respect to λ > 0. In this way we
obtain the following stability version of the Euclidean logarithmic Sobolev
inequality.

Corollary 4.4. With β > 0 given by (65) we have for all N ∈ N and all
w ∈ H1(RN ),

∥w∥2
L2(RN ) ln

(
2

N π e

∫
RN |∇w|2 dx
∥w∥2

L2(RN )

)
− 2

N

∫

RN

w2 ln
(

w2

∥w∥2
L2(RN )

)
dx

≥ β

N
inf

λ>0, b∈RN, c∈R

∫

RN

∣∣∣w − c e−
π

2λ2 |y−b|2
∣∣∣
2
dy .

Appendix A. Some properties of continuous rearrangement

In this subsection we discuss several aspects of the continuous rearrangement
and prove some of its properties.

Brock’s continuous Steiner rearrangement is based on the following oper-
ation for functions of one real variable that are finite unions of disjoint charac-
teristic functions

∑N
k=1 χ(−ak,ak)(x − bk). Replace this function by∑N

k=1 χ(−ak,ak)
(
x − e− t bk

)
where t varies from 0 to ∞. As t increases, the

intervals start moving closer and as soon as any two intervals touch one stops
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the process and redefines the set of intervals by joining the two that touched.
Then one restarts the process and keeps repeating it until all of them are
joined into one. The movement stops once this interval is centered at the ori-
gin. By the outer regularity of Lebesgue measure the level sets of a measurable
function can be approximated by open sets and, since in one dimension this
is a countable union of open intervals, one can further approximate the level
set by a finite number of open disjoint intervals for which one uses the sliding
argument explained above.

As mentioned before, this procedure can be generalized to higher dimen-
sions by considering Steiner symmetrization with respect to a hyperplane.
One considers any hyperplane H through the origin and then rearranges the
function symmetrically about the hyperplane along each line perpendicular
to H, resulting in a function denoted by f∗H . For more information see [64].
In this fashion one obtains a continuous rearrangement f → fHτ , τ ∈ [0,∞],
which was studied in detail by Brock [16, 17]. We shall refer to the statements
in those papers.

To pass from Steiner symmetrization to the symmetric decreasing rear-
rangement we consider a sequence of continuous Steiner symmetrizations and
chain them with a new continous parameter à la Bucur–Henrot. Inspired
by [18, 31], we proceed as follows. Given a function f ∈ Lp(Rd) for some
1 ≤ p < ∞ there is a sequence (Hn)n∈N of hyperplanes such that, defining
recursively with f0 = f ,

fn := f∗Hn
n−1 , n = 1, 2, . . . ,

we have
fn → f∗ in Lp(Rd) as n → ∞ .

In fact, it is shown in [79, Theorem 4.3] that this holds for ‘almost every’ (in
an appropriate sense) choice of hyperplanes. It is also of interest that this
sequence can actually be chosen in a universal fashion (that is, independent
of f and p); see [77, Theorem 5.2].

Given f and the sequence (fn)n∈N as above, we set for any n = 0, 1, 2, . . .

φn(τ) := e
τ−n

n+1−τ − 1 , τ ∈ [n, n + 1] ,

and define

(66) fτ := (fn)Hn+1
φn(τ) ,

where the right side denotes Brock’s continuous Steiner symmetrization with
respect to the hyperplane Hn+1 with parameter φn(τ) applied to fn. As τ
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runs from n to n + 1, φn(τ) runs from 0 to ∞ and there is no ambiguity at
τ ∈ N since fn = f∗Hn

n−1 by definition. Thus, fτ is well defined for τ ∈ [0,∞].
From the properties of Brock’s flow, see, in particular, [17, Lemma 4.1],

we obtain the following properties for our flow.

Proposition A.1. Let d ≥ 1, 1 ≤ p < ∞ and let 0 ≤ f ∈ Lp(Rd). Then, for
any τ ∈ [0,∞], the function fτ defined by (66) is in Lp(Rd) and ∥fτ∥p = ∥f∥p.
Moreover, for any τ ∈ [0,∞] and any sequence (τn)n∈N with limn→∞ τn = τ ,

lim
n→∞

∥fτn − fτ∥p = 0 .

The following fact is important for us.

Lemma A.2. Let d ≥ 3 and 0 ≤ f ∈ L2∗(Rd). The function

τ -→ sup
u∈M1

(
fτ , u2∗−1)2

with fτ defined by (66) is continuous.

Proof. We use the fact, shown in Proposition A.1, that

lim
τ1→τ2

∥fτ1 − fτ2∥2∗ = 0 .

Fix ε>0. There exists u1∈M1 such that supu∈M1 |(fτ1 , u2∗−1)|≤ |(fτ1 , u2∗−1
1 )|+

ε and hence

sup
u∈M1

∣∣(fτ1 , u2∗−1)∣∣− sup
u∈M1

∣∣(fτ2 , u2∗−1)∣∣

≤
∣∣(fτ1 , u2∗−1

1
)∣∣ + ε−

∣∣(fτ2 , u2∗−1
1

)∣∣

≤
∣∣(fτ1 , u2∗−1

1
)
−

(
fτ2 , u2∗−1

1
)∣∣ + ε ,

which by Hölder’s inequality is bounded above by

∥fτ1 − fτ2∥2∗ ∥u2∗−1
1 ∥q + ε = ∥fτ1 − fτ2∥2∗ + ε

with q = 2∗
2∗−1 . Hence

lim sup
τ2→τ1

(
sup
u∈M1

∣∣(fτ1 , u2∗−1)∣∣− sup
u∈M1

∣∣(fτ2 , u2∗−1)∣∣
)

≤ ε .
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There exists u2 ∈ M1 such that supu∈M1

∣∣(fτ2 , u2∗−1)∣∣ ≤
∣∣(fτ2 , u2∗−1

2
)∣∣ + ε

and hence

sup
u∈M1

∣∣(fτ1 , u2∗−1)∣∣− sup
u∈M1

∣∣(fτ2 , u2∗−1)∣∣ ≥
∣∣(fτ1 , u2∗−1

2
)∣∣−

∣∣(fτ2 , u2∗−1
2

)∣∣− ε ,

which is greater or equal to

−
∣∣(fτ1 , u2∗−1

2
)
−

(
fτ2 , u2∗−1

2
)∣∣− ε ≥ −∥fτ1 − fτ2∥2∗ − ε .

Hence

lim inf
τ2→τ1

(
sup
u∈M1

∣∣(fτ1 , u2∗−1)∣∣− sup
u∈M1

∣∣(fτ2 , u2∗−1)∣∣
)

≥ − ε .

This proves the claimed continuity.

We now consider the behavior of the gradient under the rearrangement
flow. The following proposition is closely related to [17, Theorems 3.2 and 4.1],
but there inhomogeneous Sobolev spaces are considered, which leads to some
minor changes. For the sake of simplicity we provide the details.

Proposition A.3. Let 0 ≤ f ∈ Ḣ1(Rd). Then fτ defined by (66) is in Ḣ1(Rd)
and τ -→ ∥∇fτ∥2 is a nonincreasing, right-continuous function.

Proof. By construction, it suffices to prove these properties for Brock’s flow.
Since the latter has the semigroup property (fσ)τ = fσ+τ for all σ, τ ≥ 0, it
suffices to prove monotonicity and right-continuity at τ = 0.

We begin with the proof of monotonicity, which we first prove under
the additional assumption that f ∈ L2(Rd). This is shown in [17, Theo-
rem 3.2], but we give an alternative proof. We proceed as in the proof of [64,
Lemma 1.17]. Extending [16, Corollary 2] to the sequence of Steiner sym-
metrizations we find for three nonnegative functions f , g, h that

∫∫

Rd×Rd

fτ (x) gτ (x− y)hτ (y) dx dy ≥
∫∫

Rd×Rd

f(x) g(x− y)h(y) dx dy .

If we choose g(x−y) to be the standard heat kernel, i.e., g(x−y) = e∆t(x−y),
then gτ (x− y) = g(x− y) and hence
∫∫

Rd×Rd

fτ (x) e∆t(x− y) fτ (y) dx dy ≥
∫∫

Rd×Rd

f(x) e∆t(x− y) f(y) dx dy .
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Since ∥fτ∥2 = ∥f∥2 by the equimeasurability of rearrangement,

1
t

(
∥fτ∥2

2 −
(
fτ , e∆t fτ

))
≤ 1

t

(
∥f∥2

2 −
(
f, e∆tf

))

and letting t → 0 yields the first claim under the additional assumption
f ∈ L2(Rd).

For general 0 ≤ f ∈ Ḣ1(Rd) we apply the above argument to the functions
(f−ϵ)+, ϵ > 0. They belong to L2(Rd) since f vanishes at infinity and belongs
to L2∗(Rd). We obtain

(67)
∥∥∇

(
(f − ϵ)+

)
τ

∥∥
2 ≤ ∥∇(f − ϵ)+∥2 ≤ ∥∇f∥2 .

We claim that fτ ∈ Ḣ1(Rd) and ∇
(
(f − ϵ)+

)
τ
⇀ ∇fτ in L2(Rd) as ϵ → 0+.

Once this is shown, the claimed inequality follows from (67) by the weak lower
semicontinuity of the L2 norm.

To prove the claimed weak convergence, note that by (67), ∇
(
(f − ϵ)+

)
τ

is bounded in L2(Rd) as ϵ → 0+ and therefore has a weak limit point. Let
F ∈ L2(Rd) be any such limit point. Since (f − ϵ)+ → f in L2∗(Rd), the non-
expansivity of the rearrangement [16, Lemma 3] implies that

(
(f−ϵ)+

)
τ
→ fτ

in L2∗(Rd). Thus, for any Φ ∈ C1
c (Rd),

∫

Rd

(∇ · Φ) fτ dx ←
∫

Rd

(∇ · Φ)
(
(f − ϵ)+

)
τ
dx

= −
∫

Rd

Φ ·∇
(
(f − ϵ)+

)
τ
dx → −

∫

Rd

Φ · F dx

as ϵ → 0+. This proves that fτ is weakly differentiable with ∇fτ = F . In
particular, fτ ∈ Ḣ1(Rd) (note that fτ vanishes at infinity since f does and
since these functions are equimeasurable) and the limit point F is unique.
This concludes the proof of the first part of the proposition.

Let us now show the right-continuity at τ = 0. It follows from Proposi-
tion A.1 that fτ → f in L2∗(Rd) as τ → 0+. This implies that ∇fτ ⇀ ∇f in
L2(Rd) as τ → 0+. (Indeed, the argument is similar to the one used in the
first part of the proof. The family ∇fτ is bounded in L2(Rd) as τ → 0+ and,
if F denotes any weak limit point in L2(Rd), then the convergence in L2∗(Rd)
and the definition of weak derivatives implies that F = ∇f .) By weak lower
semicontinuity, we deduce that

∥∇f∥2 ≤ lim inf
τ→0+

∥∇fτ∥2 .
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This, together with the reverse inequality, which was established in the first
part of the proof, proves the claimed right continuity.

We note that the proposition remains valid for 0 ≤ f ∈ Ẇ1,p(Rd) with
1 ≤ p < d. If p ̸= 2, the monotonicity for the gradient for f ∈ W1,p(Rd) is
proved in [17, Theorem 3.2]. The remaining arguments above carry over to
p ̸= 2.
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