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ON COURANT AND PLEIJEL THEOREMS FOR
SUB-RIEMANNIAN LAPLACIANS

BY RupEerT L. FRANK & BERNARD HELFFER

ApsTtracT. — We are interested in the number of nodal domains of eigenfunctions of sub-
Laplacians on sub-Riemannian manifolds. Specifically, we investigate the validity of Pleijel’s
theorem, which states that, as soon as the dimension is strictly larger than 1, the number of
nodal domains of an eigenfunction corresponding to the k-th eigenvalue is strictly (and uni-
formly, in a certain sense) smaller than k for large k. In the first part of this paper we reduce
this question from the case of general sub-Riemannian manifolds to that of nilpotent groups.
In the second part, we analyze in detail the case where the nilpotent group is a Heisenberg
group times a Euclidean space. Along the way, we improve known bounds on the optimal con-
stants in the Faber—-Krahn and isoperimetric inequalities on these groups.

Résumié (Sur les théorémes de Courant et de Pleijel pour des laplaciens sous-riemanniens)

Nous nous intéressons au comptage des ensembles nodaux des fonctions propres des sous-
laplaciens dans le cadre des variétés sous-riemanniennes. Plus précisément, nous discutons la
validité du théoréme de Pleijel qui énonce qu’en dimension supérieure a 1, le nombre d’ensembles
nodaux d’une fonction propre associée a la k-iéme valeur propre est strictement plus petit que &
pour k assez grand. Dans la premiere partie de cet article, nous ramenons le cas général de cette
question dans le cas sous-riemannien au cas des groupes nilpotents. Dans la deuxiéme partie,
nous analysons en détail le cas ou le groupe nilpotent est le produit du groupe de Heisenberg
par un espace euclidien. En chemin, nous améliorons pour ces groupes certaines bornes connues
des constantes optimales pour les inégalités isopérimétriques ou de Faber-Krahn.
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1. INTRODUCTION

1.1. Snort summary. — The study of nodal domains is a classical topic in spectral
geometry. The founding work of R.Courant [23] from 1923 showed that an eigen-
function of the Laplacian corresponding to the k-th eigenvalue has at most k£ nodal
domains. In the past century many contributions have led to a better understanding
of nodal domains. An important step for this was a theorem of A.Pleijel [76] from
1956, which shows that asymptotically the number of nodal sets of an eigenfunc-
tion becomes significantly smaller than the bound given by Courant, provided the
dimension is strictly larger than 1. This initially involved the Dirichlet condition but
was more recently extended to other boundary conditions by I. Polterovich [77] and
C. Léna [55]; see also [27].

On the other hand, it is natural to consider the same question for other operators
and this leads naturally to the consideration of Dirichlet sub-Laplacians, initially
called Hérmander operators [50], which share with the Laplacian the property of
hypoellipticity. An important step in their analysis was taken by L.P.Rothschild
and E. M. Stein [82], who proved their maximal hypoellipticity. They proceeded by
comparison with operators on nilpotent Lie groups, a technique that is also known
as the nilpotentization procedure. Using this approximation, G. Métivier [66] proved
a beautiful Weyl formula for the asymptotic behavior of the counting function of
eigenvalues, provided this approximation can be done “uniformly”. Motivated by a
recent paper [29] by S.Eswarathasan and C.Letrouit on Courant’s nodal theorem
and many discussions on related problems with C. Letrouit, our aim in this paper is
to try to extend Pleijel’s theorem to the sub-Riemannian context.

Our paper is divided into two, rather independent, parts. In the first part, we show
how the validity of Pleijel’s theorem in the sub-Riemannian case can be reduced
to the specific analysis of sub-Laplacian on nilpotent groups. In the second part,
we analyze the validity of Pleijel’s theorem in open sets of specific groups related to
the Heisenberg group. This leads us to the question of finding new explicit and close
to optimal bounds on the constants for Sobolev inequalities, Faber—Krahn inequalities
and isoperimetric inequalities.

JEP. — M., 2095, tome 12



PLELEL THEOREM FOR SUB-LLAPLACIANS 1085

1.2. Tue HORMANDER OPERATOR. We consider in an open set {2 C R™ the Dirichlet
realization of a sub-Laplacian (also called Hérmander’s operator)

p
Q . *
~A% =Y XX,
i=1

where X1,..., X, are real C* vector fields on Q satisfying the so-called Hormander
condition [50], which reads:

Assumprion 1.1. — For some r > 1 the X;, j = 1,...,p, and their brackets up to
order r generate at each point = € Q the tangent space T,).

Here and in what follows we use the convention that the vector fields Xi,..., X,
are brackets of order 1, that [X;, X;] for 1 <4, j < p are brackets of order 2 and so on.

The terminology “sub-Riemannian Laplacian” or in short “sub-Laplacian” is pos-
terior to the work of L. Hérmander and corresponds to the development of sub-
Riemannian geometry in the middle of the eighties; see for example [2, 9, 51, 83].

More generally, we are given a connected C'*° Riemannian manifold M of dimen-
sion n with a given measure p (with a C'°°-density with respect to the Lebesgue
measure in a local system of coordinates) and a system X = (Xy,---,X,) of real C™
vector fields on M satisfying Assumption 1.1. We consider the operator

p
M,p *
—AYH = ZXj X;,
j=1

where X7 is the formal adjoint obtained by using the L? scalar product with respect
to the given measure . In local coordinates X7 = —X; + ¢; for a function ¢;. In the
case when M has a boundary, we always impose a Dirichlet condition.

The sub-Laplacian —A%’“ is known to be hypoelliptic [50] (meaning that if w C M
is open and w is a distribution in M with —A%’”u smooth in w, then u is smooth

in w). By Rothschild—Stein [82] it is maximally hypoelliptic, that is, it satisfies
||XkXe UHLQ(M,M) < C(HA%MUHLQ(M#) + |\U||L2(M,u))7 Vk, £,Vu € CSO(M)-

The latter result is proved through a technique of nilpotentization, which will also
be important for us. Moreover, if the boundary is C*° and noncharacteristic for X
(i.e., at each point of the boundary there exists a vector field X; that is transverse to
the boundary at the given point), then we have C'*°-regularity up to the boundary.
We emphasize that we will not need this latter condition for our results; see Section 2.

The operator —Agg’“ has compact resolvent for instance when M is closed, and we
can ask all the questions about its discrete spectrum that have been solved throughout
the years for the Dirichlet realization of the Euclidean Laplacian on a bounded open
set. These include:

— Simplicity of the ground state or, more generally, its multiplicity.
— Local structure of the nodal sets, density of the nodal sets,...

JE.P. — M., 2095, tome 12



1086 R. L. Frank & B. HELFFER

— Courant’s theorem: comparison between the minimal labeling k£ of an eigen-
value \; and the number v, of the nodal domains of the eigenfunction in the eigenspace
corresponding to .

— Pleijel’s theorem.

We focus in this paper on the last two items. They will be described in more detail
in the next two subsections.

To clarify our terminology: nodal domains of a real (eigen)function u are the con-
nected components of {x € M : wu(z) # 0}; nodal sets are their boundaries.

1.3. Courant’s Turorem. — As is well-known, Courant’s theorem in the case of the
Dirichlet Laplacian on a bounded open subset of R™ states that an eigenfunction
associated with the k-th eigenvalue has at most k£ nodal domains:

ngk.

If one looks at the standard proof of Courant’s theorem, this inequality mainly appears
as a consequence of a restriction statement (the restriction of an eigenfunction to its
nodal domain is the ground state of the Dirichlet realization of the Laplacian in this
domain), the minimax characterization of the eigenvalues, and the Unique Contin-
uation theorem (UCT). Hence the question is to determine under which conditions
these three results extend to sub-Riemannian Laplacians.

Concerning the restriction statement, having rather limited information about the
nodal sets, we successfully adapt to the sub-Riemannian case a proof proposed in [73],
which permits to avoid regularity assumptions on 0f2. The variational characteriza-
tion then holds. The UCT was proved by K. Watanabe [88] in the C* category in
dimension 2, but H. Bahouri [5, 6] gave a discouraging counterexample to UCT with
two vector fields in R3. Here we are fortunate to know that J.-M. Bony proved at the
end of the sixties [11] that UCT holds when the vector fields are analytic.(!) Hence
Courant’s theorem holds in the analytic category, as shown by S. Eswarathasan and
C. Letrouit [29]. At the end of the next section, we will extend statements given in
[29] to the case when the boundary is not necessarily non-characteristic.

1.4. PrLeuel’s Tneorem. — In the same spirit, one can hope for an asymptotic control
of vy /k for large k that improves over Courant’s bound when the dimension is strictly
larger than one. In the case of the Dirichlet Laplacian on a bounded open subset of R™

(Note nevertheless that the sub-Laplacians with analytic vector fields are not in general hypo-
elliptic analytic. While the sub-Laplacian on the Heisenberg group H,, is known to be hypoelliptic
analytic (its fundamental solution is explicitly known and analytic outside the origin in the exponen-
tial coordinates; see [30]), the sub-Laplacian on H,, x R* with k > 1 is known to be non-hypoelliptic
analytic as a direct consequence of a result by Baouendi-Goulaouic [8]. We refer to [67] for a charac-
terization of the nilpotent groups of rank 2 whose associated sub-Laplacian is hypoelliptic analytic
and to [46] for other counterexamples when the rank of nilpotency is strictly larger than 2. Here
we have limited our references to the case of sub-Laplacians on nilpotent groups. Starting in the
seventies there have been a lot of contributions on the subject, in particular around an “evoluting”
Treves conjecture.

JEP. — M., 2095, tome 12



PLELEL THEOREM FOR SUB-LLAPLACIANS 1087

with n > 2, Pleijel’s theorem [76] says that there is an constant, independent of the
open set and denoted by y(R"™), such that

(1.1) limsupy—éC < y(R™)
k—+oo

and, importantly,
(1.2) YR") <1 forn>2.

Because of this latter inequality, Pleijel’s bound (1.1) provides an asymptotic improve-
ment over Courant’s theorem.

Later in this paper we will use the expression “Pleijel’s theorem holds” (for a given
operator) to mean the assertion that limsup,_, . v;x/k < 1.

The proof of Pleijel’s theorem is a nice combination of two ingredients. The first one
is Wey!’s formula, which describes the asymptotic behavior of the eigenvalue counting
function N (), =A%) of the Dirichlet Laplacian —A%:

N, =A%) ~ WER™) QA2 as A — .

Here W(R™) is a certain explicit constant, depending only on n. The second ingredient
is the Faber—Krahn inequality, which gives the following lower bound on the lowest
eigenvalue \;(—A%) of the operator —A*:

/\1(—AQ) > CFK(Rn) |Q|—2/n

The constant CFX(R") is equal to the first Dirichlet eigenvalue on a ball of unit
volume; for an expression of this constant in terms of Bessel functions see (11.1)
below. Pleijel’s proof combines these two ingredients and leads to the inequality (1.1)
with

(1.3) (R™) = (CTK@®™) ™2 WER) .

Using the explicit expressions for the Weyl constant W(R™) and the Faber—Krahn
constant CFX(R™) one can establish (1.2); in this regard we refer to [10, PartII,
Lem. 9].

1.5. A PLEWEL BoUND IN THE sUB-RIEMANNIAN cAsE. — Our goal in the present paper
is to generalize Pleijel’s theorem to the case of sub-Laplacians, and so we are naturally
led to the sub-Riemannian analogues of the two ingredients of its proof, namely Weyl’s
formula and the Faber-Krahn inequality.

We can be optimistic on the side of Weyl’s formula. Since the pioneering work of
G. Métivier [66] we are rich in results on the asymptotic distribution of eigenvalues,
at least if we add to Assumption 1.1 a certain equiregularity condition (or Métivier’s
condition), which permits to approximate the vector fields X; at each point = by the
generators of a nilpotent Lie algebra G,. As we already mentioned, we work in the
setting of a connected C*° manifold M (with or without boundary) of dimension n
with a given measure p (with a C°°-density with respect to the Lebesgue measure in a
local system of coordinates) and a system of p C*° vector fields Xq,. .., X, satisfying

JE.P. — M., 2095, tome 12



1088 R. L. Frank & B. HELFFER

Assumption 1.1 with some r. In addition, we assume the vector fields satisfy the
following:

AssumpTion 1.2. — For each j < r, the dimension of the space spanned by the
brackets of Xi,..., X, of length < j at each point is constant.

In the language of sub-Riemannian geometry, the span of the vector fields satisfying
Assumption (1.2) is called an equiregular distribution. The simplest nontrivial example
occurs with » = 2, p = 2 and n = 3 with the Heisenberg group H and more generally
in contact geometry; see for example [2, 4].

We denote by D;(x) the span at © € M of all vector fields obtained as brack-
ets of length < j of the Xj;’s. We recall that we use the convention Dq(z) =
span{Xi(z),..., X,(x)}. We set n; := dim(D;(z)), which by Assumption 1.2 above
does not depend on the point z € M. We can then introduce, setting ng := 0,

(14) Q = Z] (’I’Lj — nj,l).

This plays the role of an “effective dimension”.
Under Assumptions 1.1 and 1.2, G. Métivier shows (using, in particular, the tech-
niques of [82, 81]) that there is a constant ¢(M, X) such that

(1.5) N, =A™ =4 N(=AY") <A}~ e(M, X) A% as X — .

We will come back later to the structure of ¢(M, X) and to its computation in partic-
ular cases. Note that in the case r = 2 related results are obtained in [64, 65, 66, 69],
and Métivier’s theorem (together with many other results) has been recently revisited
in the light of sub-Riemannian geometry in [20, 21, 22].

This concludes our discussion of the first ingredient in Pleijel’s proof, namely an
analogue of Weyl’s formula.

Concerning the second ingredient, namely an analogue of the Faber—Krahn in-
equality, our knowledge is rather poor. This is the question about minimizing the first
Dirichlet eigenvalue among open sets of given measure. In the case of the Heisenberg
group, one can think of a result by P. Pansu [75] concerning the isoperimetric inequal-
ity. C. Léna’s approach [55] for treating the Neumann problem for the Laplacian could
be helpful (see [43]) if the set in M where the system X is not elliptic is “small” in
some sense, but our equiregularity assumption excludes this case.

In the first part of this paper we will follow another way by revisiting the nilpo-
tentization procedure. This permits us to deduce Faber-Krahn inequalities for sub-
Laplacians from Faber—Krahn inequalities for sub-Laplacians on nilpotent groups.

More precisely, under the above two assumptions we will prove that the Faber—
Krahn inequality holds on subsets of small measure with a constant that is arbitrarily
close to an integral over the constants of the Faber—Krahn inequalities on the nilpotent
approximations G,; see Proposition 5.2. This result is in the spirit of a result of
Bérard—-Meyer [10, Part II, Lem. 16], who have shown that on a Riemannian manifold
the Faber—Krahn inequality holds on subsets of small measure with a constant that is
arbitrarily close to the constant in the Faber—Krahn inequality on R™. We emphasize,

JEP. — M., 2095, tome 12



PLELEL THEOREM FOR SUB-LLAPLACIANS 1089

however, that in the case of a Riemannian manifold the model space is the same at
each point, namely R™, while in the sub-Riemannian setting the approximating model
spaces G, may vary with x. Our techniques are quite different from those employed
in [10] and its generalizations, e.g., in [27].

Combining our result about Faber—Krahn inequalities with Métivier’'s Weyl-type
formula, we obtain a sufficient condition for the validity of a Pleijel-type bound; see
Theorem 4.1, which is the main result of the first part of this paper. The upper bound
on lim supy,_, . vk /k is of the form

(16) ([ @) ([ @ota)

FK
T

tization of —AN* at 2 € M, and ¢V is a certain local Weyl constant, defined in
terms of the same nilpotentization.®’ The precise definitions will be given below.

The role of the Borel measure D — [ cVevl du(x) on M is emphasized in [22],
where it is called the Weyl measure. Similarly, here we introduce what may be called
the Faber-Krahn measure D — [ (cE¥)=@/2 dp(z).

Tt is interesting to compare (1.6) with the Pleijel formula (1.3), to which it reduces
in the case of open subsets of R™. More generally, in the Riemannian case (where
Dy(x) = T, M and where p is the Riemannian volume measure) the expression (1.6)
reduces to (1.3) and we recover the result of Bérard and Meyer [10]. However, our

where c..* is a certain local Faber—-Krahn constant, defined in terms of the nilpoten-

result is already new in this case when p is different from the Riemannian volume
measure. In the general sub-Riemannian case, the integration with respect to the
measure p takes into account that the model spaces G, may vary with the point
x € M. In this respect it is also interesting to note that (1.6) depends on M and
the vector fields Xi,...,X,, but does not depend on the measure p. Indeed, both
integrals in (1.6) do not depend on p; see Remark 4.6.

According to (1.6), a sufficient condition for the validity of Pleijel’s theorem is the
following bound on the “local Pleijel constants”:

(CFK)*Q/2 (CXVeyl)fl <1 forallz e M,;

x

see Corollary 4.2. We emphasize that the latter condition involves the corresponding
Faber-Krahn constants for Dirichlet realizations of sub-Laplacians in open set of
nilpotent groups.

This provides a motivation for the second part of this paper, which is devoted to
the validity of a Pleijel-type bound for the nilpotent groups H,, x R¥, where H,, is
the Heisenberg group of homogeneous dimension 2n + 2 and where k € Ny. While
we have not been able to establish a Pleijel-type theorem in the most important case
(n, k) = (1,0), we have succeeded in proving it if one admits the celebrated conjecture
of Pansu concerning the isoperimetric constant on H;; see Proposition 7.3. Even a

(2)This strengthening of our original result [35, 36] is due to Y. Colin de Verdiére, who kindly
allowed us to include his argument.

JE.P. — M., 2095, tome 12



1090 R. L. Frank & B. HELFFER

nonsharp, but sufficiently good bound on the isoperimetric constant on H; would
imply a Pleijel-type theorem for H .

We also have (unconditional) positive results under the assumption that the ho-
mogeneous dimension Q = 2n + 2 + k of H,, x R* is sufficiently large. Indeed, the
validity of Pleijel’s theorem remains open for only four pairs (n, k); see Theorem 7.2,
which is the main result of the second part of this paper.

1.6. Orcanization. — This paper is divided into two main parts.

The first part begins in Section 2 with a somewhat technical result concerning the
restriction of a Sobolev function to a nodal domain, which plays an important role
in the arguments of Courant and Pleijel and their generalizations. The main result
of the first part is Theorem 4.1 in Section 4, which gives a sufficient condition for
the validity of Pleijel’s theorem via nilpotentization. In the preceding Section 3 we
discuss the setting of this theorem and give the proof in the following Section 5. The
theorem is illustrated by an example in Section 6.

The second part of this paper deals with the case of the Heisenberg group H,
and, more generally, with H,, x R* with k& € Ny. The main results of that part are
summarized in Section 7; see, in particular, Theorem 7.2 and Proposition 7.3. The
proofs of these results rely on an explicit form of the Weyl asymptotics, treated in
Section 8, and bounds on the Faber-Krahn constants. For the latter, we proceed via
two different techniques that are spread out over Sections 9 (continued in Section 10)
and 11.

In two appendices we discuss an assumption appearing in the main result of the
first part (Appendix A) and review an approach to Weyl asymptotics (Appendix B).

Acknowledgements. — Thanks to D. Mangoubi for inviting the second author to pro-
pose open questions in an Oberwolfach workshop in August 2023 and for previous
discussions. Great thanks also to C.Letrouit for stimulating discussions about his
joint paper with S. Eswarathasan and sub-Riemannian geometry when we started to
attack these questions. The comments of Y. Colin de Verdiére, to whom we are most
grateful, on a preprint version [35] of this paper helped to significantly strengthen our
results. Thanks to J. Viola and F. Nicoleau for helping us with the use of Mathematica
or Wolframalpha. Thanks to V. Colin for his help in topology. We are also grateful to
L. Hillairet and P. Pansu for their help in the understanding of sub-Riemannian results
and to L. Capogna and N. Garofalo for exchanges about the isoperimetric problem on
the Heisenberg group. Thanks to E. Milman for discussions on Faber—-Krahn constants.
Thanks to I. Silvestre Rosellé for pointing out some typographical errors.

Part 1. CourANT’s AND PLEIJEL’S BOUND IN THE SUB- RIEMANNIAN CASE

2. THE RESTRICTION OF A SOBOLEV FUNCTION TO A NODAL DOMAIN

2.1. Presextation. — In this section we will show that the restriction of a continuous
Sobolev function to a nodal domain satisfies the boundary values zero in the sense
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of Sobolev functions. This holds under remarkably weak assumptions on the vector
fields used to define the Sobolev spaces. The precise formulation can be found in
Theorem 2.2 below.

That this restriction property requires a proof seems to have been overlooked by
R. Courant in his original proof of the Courant nodal theorem, but this was proved in
the case when M is a compact manifold in [10]. In the case with boundary, the proof
goes in the same way when the Dirichlet boundary problem is regular (see [3] or more
recently [59]). Without this assumption, it was proved in a paper by Miiller-Pfeiffer
[73] that seems to be little known in the spectral theory community. An alternative
proof, due to D.Bucur, is presented in the book [59]. Here we show that the proof
in [73] can be generalized to the sub-Riemannian setting. Notice that Bucur’s proof
could also have been adapted.

2.2. Serring. — Let M be a Cl-manifold (without boundary) of dimension n and
let 1 be a C'! nonnegative Borel measure on M. (By C'-measure we mean that in each
chart the measure is absolutely continuous with a positive C'-density.) Let X1,..., X,
be C'-vector fields on M.

Notice that in this section our results are established under weaker assumptions
than in the rest of this paper. In particular, we emphasize that we do not make an
assumption on the span of the vector fields. In fact, even the trivial case p = 0, where
there are no vector fields at all, is formally included in our analysis.

We define first-order differential operators X7,..., X by

/jogpdp:/ eXF Y du for all o, € CX(M).
M M

We define S*(M) to be the set of all functions u € L?(M) for which there are
fi,...fp € L*(M) such that for j =1,...,p one has

/uX;cpdu:/ ofjdu for all p € CH(M).
M M

The f;’s are necessarily unique and we denote them by f; =: X;u, thus extending the
usual notation in case u € C}(M). We set
P
qu] == Z | Xjull3. for all u € S*(M).
j=1

One easily sees that S'(M) is a vector space that is complete with respect to the
norm y/q[u] + ||ul|2,. We denote by S§(M) the closure of CL(M) in S*(M). When Q
is an open subset of M, then  itself is a manifold and therefore the spaces S*(Q)
and S}(Q2) are defined. We also introduce the space S _(M) of functions such that
ulg € S*(Q) for any open Q C M with Q compact.

We emphasize that the spaces S'(M) and S} (M) depend on X7, ..., X, and, if M
is not compact, on u, even if this is not reflected in the notation. Note that if p = 0,
then S1(M) = S{(M) = L*(M). If M = R" (or an open set in R"), p = n, and
X; = 0,,, then we recover the classical Sobolev spaces.

JE.P. — M., 2095, tome 12



1092 R. L. Frank & B. HELFFER

We begin by recording truncation properties, which will play an important role in
our arguments.

Levva 2.1, — Ifu,v € SL (M), then max{u,v}, min{u,v} € St (M) and

smax{u,v}(x) = Xju(z) ae in{reM: u(x)
X; {u,v}(z) = {Xj'u(x) a.e. in{xeM: u(x)

and
Xv(z) ae in{reM: u(x
Xju(z) ae inf{xeM: ux

X, min{u, v}(z) = {

In particular, if u,v € SY(M), then max{u,v}, min{u,v} € S*(M).

~—

Proof. — This lemma is well-known (see, e.g., [39, Lem. 3.5] when the underlying
manifold is R¥). For the sake of completeness we give an outline of the main steps of
the proof.

First, one shows that if n € C'(R) with n’ bounded, then u € SL_(M) implies
n(u) € SL.(M) with X;n(u) = n'(u)X;u. (Here one can argue as in [44, Th.1.18].)
Next, one applies this result to n(t) = vt? + £2 and deduces, after passing to the limit
e — 0, that u € SL_(M) implies |u| € SL (M) with

loc
Xju(z) ae in{zeM: u(x)
—X,u(z) ae in{zxeM: u(z)

b

>0
<0}

Xjlul(2) = {
Note that this shows, in particular, that X;u(z) = 0 a.e. in {x € M : u(x) = 0}.
(Here one can argue similarly as in [44, Lem. 1.19].) Since
max{u, v} = 3(u(z) + v(z) + |u(z) — v(@)]),
min{u, v} = 3(u(x) + v(z) — |u(z) — v(z)]),

this implies the assertion of the lemma. O
2.3. THE RESTRICTION THEOREM. The following theorem is the main result of this
section.

Turorem 2.2. — Let Q C M be open and let u € S§(Q) N C(Q). If w is a connected
component of {x € Q: u(z) # 0}, then ul, € S§(w).

The proof below of this theorem is essentially taken from [73]. It is simpler than
Bucur’s proof presented in [59] and, in particular, avoids the notion of capacity. Sim-
ilar to that proof, it relies on truncation properties of Sobolev functions and on the
following simple lemma.

Levmva 2.3, — Let Q C M be open and let u € S1(2). Assume that u vanishes outside
of a compact set of M and vanishes on 02 in the sense that for any y € 0N and any
e > 0 there is a neighborhood U of y in M such that |u| < € a.e. in U N Q. Then
u € S§(RQ).
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Proofof Lemma 2.3. — This is modeled after [44, Lem. 1.26]; see also [49, Lem. 1].
We first note that we may assume that 2 is compact. Otherwise, we consider an open
set  with compact closure such that u vanishes almost everywhere in 2\ Q and apply
the result on 2N Q. Further, by considering w4 and u_ separately (using Lemma 2.1),
we may assume that u > 0. Consider u. := (u —¢);. We shall show that u. € S§(9).
Since u. — u in S1(Q), this will imply the assertion.

We claim that the support of u. is a compact subset of €. Indeed, any y € 0 has
an open neighborhood U, in M with u < € in U, N Q. By compactness of 9€2, a finite
union of these U, cover d{2 and u. vanishes almost everywhere in the intersection of
this finite union with 2.

By the Meyers—Serrin type result in [39, Th. 1.13] we see that u. can be approx-
imated in S'(Q) by functions from C*(Q) N S(Q). The result in that reference is
stated for open subsets of R™, but since it is a local result, the result remains valid
in our situation by localizing via a partition of unity to coordinate neighborhoods.
The proof in [39] proceeds by convolution with a compactly supported function. The
fact that the support of u. is a compact subset of {2 implies that the approximating
functions belong to C1(Q). This proves that, indeed, u. € S§(Q). O

Proof of Theorem 2.2. — For the sake of concreteness let us assume that v > 0 in w,
the argument in the opposite case being similar.

Step 1. — Let

' u in w,
o7 0 in O\ w.
We claim that z € SL_(9).

Let 1 € C(Q). Tt is easy to see that z € C(£2) and consequently also ¢z € C(1Q).
Moreover, ¢z = 0 on (2 \ w) U (2~ supp ). Thus 92|, = ¥ul, is in S1(w) N C(w)
and extends continuously to dw, where it vanishes. By Lemma 2.3 this implies that
¥z, € S§(w). This implies that 1z € S§(Q). (Indeed, since 12|, € S}(w), it can be
approximated in S'(w) by functions in C!(w). Extending these functions by zero to Q
gives functions in C}(Q) and, since 1z vanishes in Q\ w, these functions approximate
Yz in SY(Q), so ¥z € S§(Q).) Since ¥ € CL(Q) is arbitrary, we deduce 2z € SL_(Q),
as claimed.

Step 2. — Let (p;) C CL(Q) such that ¢; — u in S'(Q) (such functions exist since
u € S§(2)) and set

o; = min{z, (o)}
We claim that (v;) is a bounded sequence in S§(w) and that it converges to ul, in
L?(w).
To prove this, we consider w; := min{z, (¢;)+}. By Step 1 and truncation prop-

erties of Sobolev spaces (Lemma 2.1) we deduce that w; € SL_(£2). Moreover, these
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truncation properties also imply that

P P
/|Xivj\2dN:Z/|Xiwj|2dM
i=1 7w i=1w
p p
= Xl du+ [ Xy 2 dp
;/{u<¢j} ; {

u>p;>0}

P
<y / (Xl + | Xi5[2) dp.

Q

=1
Since u € S'(Q) and since (¢;) converges in S*(Q), the right side is uniformly
bounded.
Concerning the L?-norm, we find

[ == | (0= ()P du< [ (wyfdn 0.
w wN{(p;)+<u} Q

We have shown, in particular, that v; € S'(w). It remains to prove that v; € S§(w).
We note that w; is continuous in . Its restriction v; to w extends continuously to dw
and vanishes there. (The vanishing on dw N § comes from the continuity of u. The
vanishing on dw N 0§ comes from the compact support property of ¢;.) Thus, again
by Lemma 2.3, we have wjl, € S} (w).

Step 3. — We can now finish the proof. Since (v;) is a bounded sequence in S§(w),
after passing to a subsequence we may assume that it converges weakly in S§(w)
to some v € S}(w). In particular, it converges weakly in L?*(w) to v. Meanwhile,
by Step 2, it converges strongly in L?(w) to ul,, so the uniqueness of the weak limit
in L?(w) implies that v = ul,, a.e. In particular, u|, € S}(w), as claimed. O
2.4. Apprication 10 Courant’s tHEOREM. — Using Theorem 2.2 we can recover the
results in [29] concerning the Dirichlet realization —A%” in an open set 2 of M,
but without having to assume that 02 is noncharacteristic for the system of vector
fields X; (see Assumption 1.5 in [29] or Assumption (HT') in [28]). We record this as
follows.

Turorem 2.4. — For any k € N, any eigenfunction of —A%” with eigenvalue A has
at most k+mult(A,) —1 nodal domains, where mult(\g) denotes the multiplicity of Ay
If, moreover, one of the two following assumptions holds

- n=2,

- M, pand (X1,...,X,) are real-analytic,
then we get an upper bound by k.

The first part of the statement relies on a remark of D.Mangoubi that permits
to avoid the use of the Unique Continuation Theorem (see [59, Exer.4.1.15]). For
the second part of the theorem, [29] refers in the first case to [88]. For the second
case corresponding to the standard statement of Courant’s nodal theorem, the proof
is based on a result of J.-M. Bony [11]. For the proof of both parts of the theorem
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we apply our Theorem 2.2. The required continuity of eigenfunctions in €2 follows
from [50].

Let us further discuss the assumption of being noncharacteristic in [29]. A char-
acteristic point of 9 relative to Dy is a point z for which all the elements of D (z)
belong to the tangent space T,92. The assumption that 92 is noncharacteristic for Dy
guarantees that eigenfunctions belong to C°°(£2); see [28], [29] and the book [25] (par-
ticularly its Chapter 3). This regularity allowed [29] to prove Theorem 2.4 (under
their noncharacteristic assumptions). This extra assumption seems to be crucial for
the regularity of eigenfunctions at the boundary.(® Remarkably, however, it is not
necessary for the validity of Theorem 2.2.

The condition that 92 is noncharacteristic for D; may appear rather strict. Exam-
ples where this condition holds in the case of the Heisenberg group are given in [25, 71].
An example in H is given (see [71, Example 3.4] with k = 1) by the domain

(Va2 +y2 —2)2 +16¢* < 1.

Note that for this example 99 is homeomorphic to T2.

Meanwhile, topological considerations show that for  C H the condition that 02
is noncharacteristic for Dq is never satisfied if 9 is homeomorphic to s2.(4

Finally it was shown in [28] that the measure in the boundary of the characteristic
points is zero. Other related results are obtained in the case of the Heisenberg group
by D. Jerison [53].

3. THE NILPOTENT APPROXIMATION

3.1. NILPOTENTIZATION OF VECTOR FIELDS AND MEASURES. — Throughout this section
we follow the presentation of Rothschild [81], which is based on assumptions and def-
initions given earlier by Goodman [40], Folland—Stein [32], Folland [31], Métivier [66],
Rothschild-Stein [82]. Since this period in the seventies, a huge literature has been
devoted to the topic of sub-Riemannian geometry, for which we refer to the appendix
in [21] and references therein. We attempt to combine the two formalisms in this
section as well as in Appendices A and B.

We consider the situation presented in the introduction and suppose that Assump-
tions 1.1 and 1.2 are satisfied. We recall that D;(z) was defined after Assumption 1.2,
and also that n denotes the dimension of M and n; the (constant) dimension of Dy (x).

Clearly, we have p > ny, but this inequality may be strict (meaning that the vectors
Xi(x),...,Xp(z) are not linearly independent at some and then, by equiregularity,

(3)Notice that the question of the analyticity at the boundary (in case the sub-Laplacians are
hypoelliptic analytic in ) seems open.

(4)Many thanks to V. Colin for this remark. If Q C R? and if we have an equiregular distribution
(n1 = p =2) and r = 2, then the transversality condition is never satisfied if 9Q is homeomorphic
to S2. The reason is that the noncharacteristic condition implies the existence of a continuous (with
respect to x) unique straight line in 7,0 (this is the intersection of D (x) with T:0Q) and this is
impossible when 02 is homeomorphic to the sphere by the Hairy Ball theorem (or by the Poincaré—
Hopf theorem [68] using the fact that the Euler characteristic is not 0).
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any « € M). In order to deal with this situation, we will apply Lemma A.1, which
says that for every point in M there is an open neighborhood W C M of the given
point and vector fields X3, ... X, defined in W such that

(3.1) span{Xi(z),... X, (z)} = Dy(x) forallz e W

and

(3.2) —AYIF =3 XFX;f forall feCHW).
j=1

The vector fields )?1, e ,)an again satisfy Assumptions 1.1 and 1.2 (with the same
r and n;).

We will first discuss the nilpotent approximation on an open set W C M where (3.1)
and (3.2) are satisfied. Later we will argue that this gives a nilpotent approximation
on all of M. Of course, in the special case p = n; we can immediately take W = M,
which simplifies the argument.

It is known that under our equiregularity assumption, for any x € W there is an
open neighborhood U C W of x and vector fields Y7,...,Y,, defined in U such that
for any 2’ € U we have

Span(Yi(x'),..., Y, (¢)) = D;(z") forallj=1,...,r
and
(3.3) Yi(z') = Xi(2') foralli=1,... n.

A family of vector fields satisfying the first assumption is said to be adapted to the
flag at a’.

Given an adapted flag (Y7,...,Y,) at © € W satisfying (3.3) with 2’ = z, we can
define canonical privileged coordinates of the first kind® at 2 by the mapping 6,
given by

(3.4) 0.(y) =u=(uw) ify= eXp(Z w;Y;) - x,

where exp denotes the exponential map defined in some small neighborhood of x.
Thus we identify a neighborhood of z € M via 6, with a neighborhood of 0 in R™.
It has been shown by G. Métivier (see below) that everything depends smoothly on x.
In particular, 6, is also C'°*° with respect to x.

We denote by Y; . the image of Y; by 0, which is simply Y; written in the local
canonical coordinates around z. Thus Y; , is a vector field defined in an open neigh-
borhood of 0 in R™.

On R™, with coordinates u = (u;), we introduce the family of dilations given by

(3.5) O (us) = (" uy),

(®)Other choices are possible but we only need that some privileged coordinates exist and will
only consider this one, which is actually the one introduced by G.Métivier [66] in the proof of his
Theorem 3.1.
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where positive integers wy, ..., w, are defined as follows: for any i € {1,...,n} there
is a unique j € {1,...,n} such that n;_; + 1 < ¢ < n;, and we set w; = j. We note
that the homogeneous dimension @, defined in (1.4), satisfies

(3.6) Q= Zw

Via the family of dilations we have a natural definition of homogeneous functions
of degree s on R™ \ {0}, a definition of “homogeneous norm” (of degree one) and
corresponding notions of vanishing function to order p. A differential operator of the
form f(u)d/0u; is of order w; — s if f is homogeneous of degree 5.(9) When f is defined
in a pointed neighborhood of 0 and can be expanded into a sum of homogeneous terms
of increasing order, we will say that f is of order < s if the term of lowest order is
homogeneous of degree s.

G. Métivier [66, Th. 3.1] proves the following theorem (in addition to the regularity
of 8, already mentioned above).

Tueorem 3.1. — Foranyx and j =1,...,n1, X; 4 is of order < 1. Furthermore,

— Forj=1,...,n1 we have

Xju = Xjo + Bja
where Xj,z is homogeneous of order 1 and R, is of order < 0.

— The X5, j=1,...,n1, generate a nilpotent Lie algebra G, of dimension n and
rank r.

— The mapping x — X, is smooth.

By the nilpotent approximation, we can associate with each point x € W a nilpo-
tent Lie group G, (identified with the Lie algebra G, in the u-coordinates) and a
corresponding sub-Laplacian

ny

j=1
in U2(SG;) (the elements in the enveloping algebra U(G,) that are homogeneous
of degree 2). The Hormander condition (Assumption 1.1) for the vector fields
)~(1, ... ,)Z'm implies that for every x € W the vector fields )?1,17 ey )?nl,z satisfy the
corresponding Hormander condition on R".

At this point it is important to notice that for any € W the operator —ﬁm depends
only on the vector fields X1, ..., X;, and not on the choice of the auxiliary vector fields
X1,..., X, satisfying (3.1) and (3.2). This claim is justified in [22, §A.5.4]. The
choice of other auxiliary vector fields corresponds to a different choice of privileged
coordinates. In passing we note that this argument also shows that instead of the

(6)Here we follow the sign convention in [66], which is the opposite of that of many works,
including [51].
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above canonical privileged coordinates of the first kind one can also choose other so-
called privileged coordinates, leading to the same operator and measure; see also the
example in Section 6.

Next, we introduce the notion of nilpotentized measure. That is, given the mea-
sure p on M, for any point © € W we define a measure fi,, on R™. We refer to [22,
App. A.5.6] or to our Appendix B for a definition in the formalism of sub-Riemannian
geometry and explain here “by hand” how it can be constructed for our specific choice
of privileged coordinates. On R™ we have the Lebesgue measure

du = ﬁ dus,
i=1

and in these local coordinates the measure p is of the form
dp = a(z,u) du,

where (z,u) — a(z,u) is C* in both variables 2 and . In a small neighborhood of 0,
the nilpotentized measure at x can be defined by

(3.7 dii; = a(z,0) du.

Note that for u small and locally in = we have a good control on a(x,u)/a(x,0) and
its inverse.

It is important to note that for every x € M, the nilpotentized measure [, is
invariant Avvith respect to the group operation on G,. As a consequence, the formal

adjoint (X ,)* of )?j,x with respect to the scalar product in L?(G,,i,) is equal to
— X ; see, e.g., [22, Rem. A.5]. As a consequence, we have

and this operator is selfadjoint in L?(G., Ji,). We note that this sub-Laplacian arises
from the construction in the introduction when we replace M by G, = R™, u by i,
and X1,..., X, by X140, X e

The nilpotentized measure depends only on g and the vector fields Xi,..., X,
and not on the choice of the auxiliary vector fields )~(1, . 7)~(n1 satisfying (3.1) and
(3.2). This claim is implicit in [22, §A.5.6], where the nilpotentized measure is defined
through arbitrary privileged coordinates. The choice of other auxiliary vector fields
corresponds to a different choice of privileged coordinates.

This concludes our presentation of the nilpotent approximation on W. In order to
obtain a nilpotent approximation on all of M we apply Lemma A.1 to cover M by
open sets W on which (3.1) and (3.2) are satisfied. The fact that —A, and i, depend
only on p and Xy, ..., X, implies that when z belongs to two different sets W, then
the corresponding nilpotentized sub-Laplacians and nilpotentized measures coincide.
Therefore the nilpotent approximation is well defined on M.
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3.2. Tue rocar. WEYL CONSTANT. We now turn our attention to the asymptotic
distribution of the eigenvalues of the operator —Agg’“ , which is given by Métivier’s
Weyl formula [66] that we have already mentioned in (1.5). We will describe the
constant that appears in this asymptotic formula.

For each fixed x € M, we consider the selfadjoint operator —A, in L?(G,,fip). Tts
spectral projections ]l(—ﬁx < A), A > 0, are integral operators in G, that is,

(L(-R, < N f)(u) = /G 1(—A, < \)(u,0)f(v) dis ()

for all u € G, and f € L2(Gy, Jiz) with a certain integral kernel 1(—A, < A)(u,v),
the spectral function. Since the operator —A, is invariant under the group operation
in G, the integral kernel satisfies

1(—A, < N(u,u) = 1(—A, < A)(0,0) for all u € G,.

Moreover, since —&T is homogeneous of degree —2 under dilations in G, we deduce
that

(3.8) 1(=A, < A)(0,0) = V1 X9/2 forall A >0
with
(3.9) Vel .— 1(—A, < 1)(0,0).

Xveyl can be obtained in certain special cases, for instance, in the
Weyl
xr

Explicit formulas for ¢

case where G is a Heisenberg group; see Section 8. In general, it is known that ¢

Weyl

M is continuous.

is positive for every x € M and that z +— ¢
Using this definition we can state a more precise version of (1.5).

Turorem 3.2. — The spectral counting function of the selfadjoint realization of
—AYH in L2(M, ) satisfies, as X — +o0,

(810) N -AYM) = #{: A(-AX") <A~ ( / N dpu() ) N2,
M

As we already mentioned, this result is due to Métivier [66]. In the special case
where r = 2, there were important contributions on the subject starting from the end
of the seventies [64, 65, 69]. For recent developments related to Theorem 3.2 we refer
to [20, 21, 22]; see also our Appendix B for its relation to [22].

Remark 3.3. — Theorem 3.2 remains valid when we consider the Dirichlet realization
of the operator —A%’“ in an open set 2 C M. In this case the integral on the right

side of (3.10) is restricted to Q.
Revark 3.4. — The constant cV®! itself appears through a Weyl-type formula.
Indeed, let € M and let Q C G, be open with i,(2) < oco. Then, if —A.|q is

the Dirichlet realization of —A, on Q, one has

N, —Aglq) ~ eV 1i,(Q) A9? as A — oo,
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This follows from the previous remark since the nilpotentization of the sub-Laplacian
on a nilpotent group is the sub-Laplacian itself.

Remark 3.5. — The integral [,, e} du(z) depends on M and on the vector fields
X1,...,Xp, but is independent of the measure p. This can probably be extracted
from [66] and is made explicit in [22, §2.1].

3.3. Tur LocaL Faser-Krann constant. — As will be discussed in detail below, for
any ¢ € M we have a Faber—Krahn inequality on the nilpotent group G, that is, for
every x € M there is a constant ¢ > 0 such that

(3.11) (—ﬁajv,v)Lz(GI’ﬁz) > cﬁgc(Q)_Q/QHv||%2(Gw,ﬁw), VQC G, open, YveC(Q).

We recall that @) denotes the homogeneous dimension of G,; see (1.4). By our assump-
tion of equiregularity, @ is independent of x € M.
FK is the largest constant such that (3.11) holds. We will prove

By definition, c,
momentarily the positivity of this constant, even uniformly in x.

Remark 3.6. Having in mind the proof of Pleijel’s theorem, it is important to write
the above estimates using the appropriately normalized Lebesgue measure fi, on G,.
Note that the Faber—Krahn constant cf¥ depends both on G, and on a specific
normalization constant determined by the measure p; see [22, App.A.5.6] and our
Appendix B. When i is a second measure on M satisfying the same properties as u,
then dp = hdp for a smooth, positive function h on M. Then, for any x € M,

dfi, = h(z) dfig,
which shows that

K = (@9 K

As an important consequence, we see that the integral
-Q/2
[ duta)
M
depends on M and X;,...,X,, but is independent of the measure [L.(7)

Further information about the Faber—Krahn constant is contained in the following
lemma, whose proof we defer to the Subsection 5.2.

Lemma 3.7. We have

(3.12) nf cFK > 0.

Moreover, the function M > x +— cE¥ is uniformly Hélder continuous.

(MWe are grateful to Y. Colin de Verdiere for pointing this out to us.
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4. MAIN RESULT FOR SUB-LLAPLACIANS IN THE EQUIREGULAR CASE

We continue to work in the setting of the previous section. In particular, we suppose
that Assumptions 1.1 and 1.2 are satisfied. Our main statement concerning nilpotent
approximation is the following theorem:

Tueorem 4.1. — Let fAAXL“ = ?:1 X7 X, be an equiregular sub-Riemannian Lapla-
cian on a closed connected manifold M with given measure p. Then

e[ )] )

where vy, denotes the mazimal number of nodal domains of an eigenfunction of—Aﬁg’”
associated with eigenvalue \j.

Cororrary 4.2. — If

(42) ([ @ o)) ([ au) T

then Pleijel’s theorem holds. In particular, if

(CFK)*Q/2 (C;’Veyl)*l <1 forallze M,

x

then (4.2) and therefore Pleijel’s theorem holds.

The first part of the corollary follows immediately from Theorem 4.1. For the

Weyl

second part, we note that both x + cf¥ and z — ¢Y

are continuous, so under the
assumption of the second part of the corollary there is a constant v < 1 such that
(ch)fQ/2 (vaeyl)*l < vy for all z € M. This implies that the left side of (4.2) is at
most 7.

Theorem 4.1 and Corollary 4.2 are improvements due to Y. Colin de Verdiere of
bounds that appeared in a preprint version of this paper [35]; see also the announce-
ment [36]. There we had (inf,ens cE¥)~9/2p(M) instead of [}, (CEK)_Q/2 du(x). The
usefulness of this improvement can be seen, for instance, in the examples in Section 6.
We are very grateful to Y. Colin de Verdiere for allowing us to incorporate his ideas
into our paper.

«

Remark 4.3. — Theorem 4.1 remains valid when we consider the Dirichlet realiza-
tion —A%“ of an equiregular sub-Riemannian Laplacian in a relatively compact open
set ) in a manifold M. The proof relies on Remark 3.3. It is enough to have Assump-
tions 1.1 and 1.2 satisfied in a neighborhood of Q. Examples are discussed in Section 6.
In particular, we can consider an open, relatively compact set €2 in a fixed stratified

group G, where X is a basis of §; and p is (in the exponential coordinates) the

Weyl

+ ! is constant. Situations of this

Lebesgue measure. In this case, the function z +— ¢
type are further discussed in Part 2.
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Remark 4.4, The weak version of Courant’s theorem (that is, the first part of
Theorem 2.4) yields
(4.3) limsupﬁ <1

k—+o00 k
Here we use the fact that Weyl’s formula implies limg_, o, mult(A)/k = 0. In fact,
the asymptotic bound (4.3) remains valid under assumptions much weaker than the
equiregularity assumption (Assumption 1.2), which we assume in this paper. It suffices
that the singular set 8 is Whitney stratified by equisingular smooth submanifolds
and that D; is S-nilpotentizable, because under these assumptions a Weyl law was
established in [22], from which it follows that limj_, o, mult(Ag)/k = 0. We refer to [22]
for a definition of the notions used here. Particular cases where these assumptions
are satisfied are the Baouendi-Grushin case [22, Th.7.2] and the Martinet case [22,
Th. 7.3]. In this connection we emphasize that our proof of Theorem 4.1 relies heavily
on Assumptions 1.1 and 1.2. Whether or not this theorem can be extended to some
non-equiregular situations (for instance those under which Weyl’s law was established
in [22]) remains an open problem.

In view of the previous remark, Theorem 4.1 is only interesting for its application
in the corollary, that is, when (4.2) holds. In Part 2 we will investigate the validity of
this condition in the case of an open subset of H,, x R¥. Other instances where one
might be able to prove the validity of (4.2) are, for example, in the form Mz x T*
with k large enough and with M3 a compact 3-dimensional contact manifold.

Remark 4.5. In the Riemannian case (that is, when p = n and when p is the
Riemannian volume measure) the assertion of Theorem 4.1 reduces to the theorem of
Bérard and Meyer [10]. Indeed, in this case we have Q = n and for every x € M the
operator —ﬁm is the ordinary Laplacian on G, = R". Consequently, in the notation
of the introduction and of Part 2,

ch = CFK(R") and czveyl = W(R").
Both quantities are independent of x and we arrive at the same bound with constant
Y(R") = (CTH(R™)) =2 (W(R™) ™
as in the case of domains in Euclidean space; see (1.1).

Remark 4.6. — The upper bound in (4.1) depends on the manifold M and on the
vector fields Xi,...,X, (up to orthogonal transformations), but it does not depend
on the measure p. This follows from Remarks 3.5 and 3.6. Indeed, according to these
remarks both integrals on the right side of (4.1) are independent of p.

5. PrROOF OF THE MAIN sUB- RIEMANNIAN RESULTS

5.1. Comparine Lapracians. — Throughout this section we choose a Riemannian
structure on M that is compatible with its smooth structure. (This is always possible,
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first in local coordinates and then globally via a partition of unity.) This Riemannian
structure allows us to consider (open) geodesic balls B(z,7) at * € M of radius r > 0.

Recall that our nilpotent approximation in Section 3 was carried out on open
subsets W C M where (3.1) and (3.2) are satisfied. Also in this subsection we will
work locally. More precisely, for an open set W C M as before we choose a compact
subset K C W. By compactness, there is an €, > 0 such that for any x € K the
privileged coordinates at x are well defined in B(z,e.).

In the formulation of the following lemma we identify functions v on M with
support in B(z,e,) with functions v o @, on G, with support in 6, (B(x,e,)).

Lemva 5.1, — Fiz W and K as above. Then there are constants C, g9 > 0 and s > 0
such that for any x € K, any 0 < € < g9 and any function v € C(B(x,€)) one has

~

<A$U, U>L2(Gw,ﬁz) — <A%’MU, 'U>L2(M,/J) < C€S<—£I1}, U>L2(ngﬁz)'

Proof. Throughout the proof, we will make use of the uniformity with respect to x
of several geometric constructions around a point € K. This is discussed and proved
in [66, 45, 47, 81] and will be used freely in what follows.

We give the proof in three steps.

Step 1: Change of the measure. We denote by V the sub-Riemannian gradient, so
" P ni _ _
*<AX’#U70>L2(M,M) = Z ”vaH%?(M,u) = Z HXjU”%Z(M,H) = HVUH%Z(M,M)'
j=1 j=1

Due to the localization of the support of v, we have

(1= C)Vvlta(a, ) < IVUlZ2(ar < A+ CEVOlTaa, 7,

Step 2: Comparing )?z‘,x and )?w Due to the compactness of M, there exists eg > 0
such that, for each z € M we have a localization function X, such that x, = 1 on
B(x,2¢0), supp(Xz) C B(x,4eo) and all the estimates on the derivatives are controlled
uniformly. After replacing £y by min{eo, %5*} if necessary, we may assume that for
each © € K the privileged coordinates at = are well defined in B(z, 4ep).

For technical reasons we also have to introduce another cut-off function X, of the
same type, viz. such that X, = 1 on B(x,¢€q), supp(Xz) C B(z,2¢p) and with uniform
bounds on the derivatives.

We observe that in the privileged coordinates centered at = we have® by

Lemma 3.1 that X (X — )A(M))”Zm is of degree 0.

(8)3ee either Helffer-Nourrigat [45, Prop. 5.1], Métivier [66], [29, §4.2.4], or [81, §1].
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There is also a notion of type in [82] (see [81, pp.654-655] for the adaptation
to the equiregular situation), which roughly speaking corresponds to the operator of
“nonpositive” degree.

Note that (after localization around 0 in the privileged coordinates) (—A,) ™! is an
operator of type 2 and that )A(m)m(—ﬁx)_l is an operator of type 1 [82, Th. 8]. Then
Xz ()Z'w — )?m)%m is an operator of type 0. Consequently, for each m =1,...,nq,

Kim,a: = iw)?w(Xz;v - Xi,z)i('z(_Az>_1Xm,w

is an operator of type 1.
For v € C°(G,), we have the identity

~

—15
z) Xm,me,;v'U

~ ~ ~ ~

X\Z(Xi,z - Xi,m)j\(/wv = - X\w%a:(Xz,w - Xz,m);('m(_
Z Kim@)?m,aﬂL

To estimate the L2-norm of Kim,z)?mymv, we first estimate the L?-norm with 1/q =
1/2—1/Q. To do so, we use [82, Th. 7] and obtain for w with support in a fixed compact
subset in Euclidean space

>

||K1m rw“q Cllw2-

Assume now that v € C°(B(z,£0)) and note that, identifying v with a function
on G, we have
SZI(X’LI - Xi,I)S(’I/U = (Xz,zr - Xiw)'U-
Thus, applying the above inequality to w = )A(va, which has support in the fixed
compact set B(x,e0), we obtain

1(Xie = Xig)vllg < Z”sz JXm aVllg < CZ||X7rL,wU||2

N 1/2
<oy (D 1% mevl3)

(9 The authors introduce first a notion of function of type A corresponding to a function that is
homogeneous of degree —Q + A with respect to the dilation (with an addition condition when A = 0).
By integration against test functions, this defines a distribution of type A. More generally, assuming
that W C M is such that 0. (y) is defined for all z,y € W, then a function K on W x W is a kernel
of type A if for any £ > 0, we have

K(z,y) = Zal VRS (02 ()i (v) + B (2, ),

where a;,b; € CZ° (W), where k;i) is a kernel of type > X\ with (z,u) — kg(f)(u) smooth away from
u = 0, and where E¢ € C*(W x W). An operator of type A is a mapping originally defined on
C° (W) whose distribution kernel is a kernel of type A.
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If,Nmoreol/er, we have v € C°(B(x,¢)) with € < €g, then, by Holder’s inequality, since
(Xi» — Xiz)v is supported in B(z,¢),

~ - ~ ~ 1/2
1K = Kia)vlle < C2 (3 1 Xmavl})

for some C. Here we used the fact that the Lebesgue measure of B(zx,¢) is a constant
times ™.

In the above inequality, integration was with respect to Lebesgue measure on
Euclidean space, but, by the properties of the measure ., the same inequality holds
when integrating with respect to the latter measure.

Step 3: nd of the proof of the lemma. — We can now finish the proof in the following
way. We write

||VU||%2(Gw,ﬁm) + (A0, v) 2@, )

= Z<2<()~Qr - )?i,m)v, )?i,mU>L2(Gz,ﬁm)+<(5€i,m - )AQ,I)% ()?zx - )A(i,z)U>L2(Gm,ﬁz))

and bound each term on the right side using the inequality from Step 2. By Step 1,

we have the identity ||§U||%z(]\~4’#) = — (A0, 0) 12 (a1, as well as a control over the
difference between this and ||V1)||%2(Gar 7.)- Combining these ingredients, we arrive at
the inequality in the lemma. O
5.2, O~ taE FaBer-Krann constant. — Our goal in this subsection is to prove Lem-

ma 3.7, which contains the basic properties of the local Faber-Krahn constant cEX.

Proof'of Lemma 3.7. — We divide the proof into two steps.

Step 1: Positivity of the FaberKrahn constant. — We shall prove that ¢t > 0 for
every x € M. The uniform positivity asserted in the lemma then follows from our
continuity arguments in Step 2.

Thus, let x € M and, using Lemma A.1, choose an open neighborhood W C M
of z on which the nilpotentization procedure in Section 3 can be carried out. In [81,
Th. 4.24] it is shown that for any 1 < p < Q/2 there is a C}, > 0 such that for any
f € C(R™), we have

(5.1) 1(=82)""Fllg < Cpll £l

with 1/¢ = 1/p — 2/Q. (This inequality is actually used as an intermediate result

~

toward the proof that —A, has a (—Q + 2)-homogeneous fundamental solution k, (u)
that depends smoothly on z; see [81, Th. 3.6].)(1%)

(10)1y [81] it is also shown that Cj, can be chosen locally bounded with respect to the point z € W,
which can be used to give a direct proof of the claimed uniform positivity of cf¥, independent of

Step 2.
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Assuming first that Q > 2, we can apply (5.1) with p = 2Q/(Q +2) and ¢ =
2Q/(Q — 2) and obtain

B2 251 = [ 5B 1 di < I flaej@sn =B Flaosa-a

< Cog/(@+2) ||f||§Q/(Q+2)~

Since (—31)_1/2, considered as an operator L2@/(@+2) — 1.2 and its adjoint, consid-
ered as an operator L2 — L29/(Q=2) coincide on L2Q/(@+2) 2 (as a consequence
of the selfadjointness of (—A)~'/2 on L?), we obtain

1(=22)"" 2430, (-2) < Caar@+2ll9ll3.
Substituting u = (—Ez)_lmg we obtain the Sobolev inequality

C;c;/(@+2)||“|‘§@/(Q72) < ((—Az)u, u).
By Hoélder’s inequality, as in the proof of Proposition 9.1 below, this implies that
cFK > C;Ql/(QH). This proves the claimed positivity when @ > 2.
To deal with the cases Q = 1,2 we follow an idea of Helffer and Nourrigat already
used in [81]. We study the operator —A, — 3°_, 82 on G, x R® with s € N chosen

such that @ + s > 2. Proceeding exactly as before, we obtain the Sobolev inequality

Caasi@i2 U504 @rems) < (=00 = 2, O)U, U).
for functions U on G, x R®. Applying this to a product function U = u ® ¢ with a
fixed function ¢ € C}(R?), we obtain

CC;C;/(Q+2)||u”§(@+s)/(@+572) < ((—Az)u, u) + [lull3.

with ¢ > 0 depending only on ¢. By a simple scaling argument in G, (see, e.g.,
[37, Rem. 2.47]), this inequality can be brought in the form of a Sobolev interpo-
lation inequality where on the right side a geometric mean of ((—A,)u, u) and |u]|2
appears. In this form one can again use Holder’s inequality, similarly as in the proof of
Proposition 9.1 below, to obtain the desired positive lower bound on the Faber-Krahn
constant.

An alternative way of proving this step could rely on Varopoulos’s proof [87] of the
Sobolev inequality.

Step 2: Continuity of the Faber-Krahn constant™®. — Let W and K be as in Subsec-
tion 5.1. Our aim is to prove that = — ¢t ¥ is Holder continuous on K. More precisely,
we will show that there are positive constants C, &', a (depending on K') such that for
all € € (0,¢'] we have

FK

ch — 1‘ < Ce* for all x,x9 € K with x € B(xg,¢).
che

(5.2)

Once we have shown this, we can deduce the asserted Holder continuity on M. Indeed,
according to Lemma A.1 we can choose an open neighborhood W around each point

(11)The statement and the following proof was suggested to us by Y. Colin de Verdiére.
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and then we can choose a slightly smaller neighborhood W' with K := W/ C W.
By compactness we can cover M by finitely many sets W’ and then the Holder
continuity on each K implies the Holder continuity on M.

We also note that the pointwise positivity of cf¥, proved in Step 1, together
with (5.2) implies its uniform positivity on K. This implies the uniform positivity
on M asserted in the lemma by compactness of M.

We turn now to the proof of (5.2). Let K’ C M and recall that there is an €, > 0
such that, for all € K, the map 6, is defined in B(z,e.). It maps a neighborhood
of x in M to a neighborhood of 0 in R™, which we will identify with G,. We fix
xo € K and restrict our attention to x € B(xy, %5*) Note that for such z the map 6,
is defined in B(zo, 3¢.).

Let U, := 0,(B(zo, 3¢+)) C G,. For a set Q C U, C G4, and a function u €
C(Q), let

Q,:=0,0 9;.01((2) and U, :=uof,, 00, "
Then u, € C(Q,). Let g9 be as in Lemma 5.1. In the following we consider = €
B(xg,¢) with € < min{%s*, go}. It follows from Lemma 5.1 that

(1 — CES)<—£IOU, ’LL>L2(G$07;;10) < (—Amumuwﬁz(gzﬁm)
< (1+ 0 (—Dyu, w) 12

T 7ﬁm0 )

with constants C' and s that are independent of x, xg, €, v and €. Moreover,

(1- Ca)”“”%?(azo,ﬁmo) <NualZ2@, 50y < 1+ Ca)”“”%ﬁ(GwO,ﬁzo)

with a (possibly different) constant C, but again independent of z, xq, €, u and 2. Note
that the mapping u — u, is a bijection from C2°(£2) to C2°(£2,,). Therefore, combining
the above bounds with the variational characterization of the first eigenvalue, we infer
that

)\1 (Qw)

()
Here A(£2;) and A(€2) denote the first eigenvalues of the Dirichlet realizations of —A,
in L2(Qy, i) and of —A,, in L*(Q, [, ), respectively. Clearly, we also have

Hr ()
Hzo ()

(5.3)

_ 1’ < Cgmin{s,l}.

(5.4)

—1‘ < Ce.

We deduce that
(A ( Q)9 M (Q) 2 (1= Ce™™1) (7, ()79 M (Q) 2 (1 - Cemmiat) K,

Since the map Q — €, is a bijection from open subsets of U, to open subsets of Uy,
we obtain the inequality

(5.5) (fie (@) ¥ A (w) 2 (1= ™1 K

for any open w C U,.
Recall that we have dilations on G,. Under a dilation of w, the eigenvalue Aj(w)

~

of —A, is homogeneous of degree —2, while the measure fi,(w) is homogeneous of
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degree Q. Therefore the product (ﬁx(w))z/ 9\ (w) is homogeneous of degree zero.
Since 0 € U, (as € B(zo, 3¢.)), we can dilate any bounded set w C G, (where
boundedness is understood, for instance, with respect to the Euclidean metric on G,
identified with R™) so that it becomes a subset of U, and we deduce that (5.5) holds
for any bounded open set w C G,. Finally, the boundedness assumption on w can
be relaxed to a finite-measure assumption if we recall that the variational quotient
defining A\;(w) only needs to be considered for functions in C°(w). To summarize,
we have shown that (5.5) holds for any open set w C G, of finite measure. This proves
that

CEK > (1 _ Cgmin{s,l})cg[l){.

The analogous inequality where the roles of x and x( are interchanged is deduced
from (5.3) and (5.4) in essentially the same way. This concludes the proof of (Hélder
continuity) of 2 + ¢t X at x5. Moreover, the constants in this Hélder continuity bound
only depend on K, as claimed. O

5.3. Tue FaBer-KrauN INEQUALITY ON sMALL sETS. — We now come to the main step
in the proof of Theorem 4.1. As in the work of Bérard and Meyer [10], the idea
is to prove a Faber—Krahn inequality where the constant is “almost” the “good”
constant, provided the sets on which the inequality is applied are “small”. For us,
FK and we capture
the variation of this constant in terms of the measure (cE¥)~?/2;. The “smallness”

the “good” constant is in fact a function on M, namely x — ¢

of sets is understood with respect to their u-measure. The precise statement is the
following:

Prorosition 5.2 For any 8 > 0 there is an n > 0 such that for any open set
Q C M with u(2) <n and any v € CX(Q),

, ~2/Q
(5.6) (—AM Iy 0y > (1 ) ( RGO du(w)) ol

Proof. — Recall that by Lemma A.1 any point a € M has a neighborhood W, where
the nilpotentization procedure in Section 3 can be carried out. We fix an open neigh-
borhood W/ of a with W] C W,. By compactness there are finitely many points
ai,...,ayr, € M such that U£:1 W,, = M. We apply Lemma 5.1 with W,, and W in
place of W and K and obtain constants C, ¢ and s such that the conclusion of that
lemma holds. We may and will assume that these constants are independent of £.

For each ¢ € (0,¢¢)], we introduce a family of smooth cut-off functions x; : M — R
such that

o x? = 1 everywhere,

— for each j there exists x; = x;(e) € M with supp(x;) C B(z;(e),¢),

— there exists C' > 0 (independent of € > 0) such that everywhere in M,

> IVxP < e
J
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For any v € C*° (M) we have the identity

(=AY 0,v) L2 (ar) = _Z<XJAX 0, X;V) L2 (M)
_ M,
Z ( ng ]'U7XjU>L2(M) - <AX (va)7XjU>L2(M)>

(5.7) - Z(—||vajHL2<M> — (AR ) G0 )-
J

Here, as in the previous proof, V is not the Euclidean gradient, but the sub-
Riemannian gradient, and

1oV X532y = D 10X X512 ar) -
¢

Identity (5.7) is a sub-Riemannian version of the IMS localization formula in mathe-
matical physics; see, for instance, [24, §3.1].

Note first that, by our construction of the x; and the compactness of M, there
exists a constant C7 such that

Z ||’UX2 Xj||2L2(M) < C’1572||U||%2(1V1)'
14

Let 7 > 0 be a parameter that will be chosen later depending on e. Assuming that
v € C(Q) with u(Q) < 7, we use the previous bound to get

> llvXe x5ll72

1 2
< Cie—202/Q £ FK FK *Q/Qd /9 2
<O ((inf o (&) @) ol

Note that the infimum on the right side is finite by Lemma 3.7.
We turn our attention to the last term in (5.7). Note that Lemma 5.1 is applicable
since € < ¢ and since for any j there is an £ with z; € W, . We infer that

(AR X0, X50) 120 ) — (B, x50, Xj0)L2(Ga) 1)
< Cae* (= Ay, (xyv), XGU) L2 (G, i)
We combine this bound with the local Faber—Krahn inequality (3.11),
(5:9)  ~(Ba, X0 X5 126, i) 2 Eay B, (50D (0) x50l 7))
By the Hélder continuity of z — cE¥ (Lemma 3.7) we have
> (1— Cse") E® for all 2 € B(zj,¢)

IJ
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with a certain exponent ¢ > 0. This, together with the smoothness of the measure,
implies that
FK 2 t FK)—Q/2 e
i Gsupploy0)) 2/ > (1= Coet) | NG (o))
supp(x;v

> (- i ( [ @) duto))

Moreover, again by the smoothness of the measure,

-2/Q

|\Xj”||2L2(ij,ﬁwj) > (1= Cse)Ixgvll72(ar)-

Thus, we have proved that

(—AYH (x50), X0 r2(my = (1= Cae®) (1 — Cye’)(1 — Cse)

FK\—@/2 —Q 2
x ( | ) du(m)) el

Summing over j, and inserting the resulting bound together with (5.8) into (5.7),
we obtain

— (v, v)pa0n > (1= Coe)(1 = Cuc') (1 = Coe) — Cre™2(finf ) 7'/
-2/Q

x (/Q (CEK)_Q/Q du(@) ||U||2L2(M)-

Now given 6 > 0 we first choose ¢ € (0, &p] such that

(1 — Coe®)(1 — Cye’)(1 — Cse) > 1 — g

and then 7 > 0 such that

- 0

Cre2(inf FK L2/ 7

1€ (nf ) <y
In this way we obtain the claimed inequality. O
5.4. Proor or Turorem 4.1. — We are finally in position to give the proof of our

main result for sub-Laplacians in the equiregular case.

Proofof Theorem 4.1. — Let wuy be an eigenfunction associated with Ax. Given
0 >0, let n be as in Proposition 5.2 and consider any nodal domain Dy, of uy
with p(D!ge) < n. We denote by wu, the restriction of ug to Dys, extended by 0
outside Dyg. Then, u;, is not necessarily in the operator domain of —A, but it is
in the form domain, as shown in Theorem 2.2. Therefore it can be approximated
with respect to the form-norm by Cg°(Dge) functions. Therefore we deduce from
Proposition 5.2 that

FK\—@/2 2 2
(=AU, upe) L2y = (1 —0) (/D (ez) dﬂ(x)) lweellz2(ar)-

ke
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Here we are slightly abusing notation by writing (—Auwy,, us,)22(ar) instead of the
more precise ||§ng||%2 (a)- Similarly, using the weak formulation of the eigenvalue
equation and the fact that wu;, = uy on Dy, we find

(—Aupg, Upe) L2(ar) = )\k||ﬂkz||%2(M)~
Combining the two previous equations and noting that uy, does not vanish identically,
we obtain the inequality o

(5.10) -0 [ (e (o))

We denote by A, the family of nodal sets Dy, of uy satisfying p(Dge) < 7. Raising
(5.10) to the power /2 and summing over ¢ we obtain

8 ) ) 2207 S [ (@ ) > (10202 ().

Die€A, 7 Dt

-2/@Q

Clearly, for the number of nodal sets of u; with p-measure exceeding 1 we have
n#{l: Dre & Ay} < Z (Dre) < p(M).
Dk@eﬂn
The two previous relations imply that
B -oy @ ([ () ) By
k M k k

Combining this bound with the Weyl law from Theorem 3.2, we obtain

lim sup % <(1- )92 (/M (CEK)Q/zdu(x)> (/M el dﬂ(m)) N

k— o0

Since 6 > 0 is arbitrary, we obtain the bound claimed in Theorem 4.1. 0

6. BAsic EXAMPLES

In this section we give examples of the applicability of Theorem 4.1. More precisely,
we will use the version from Remark 4.3, which concerns the result on an open subset
with Dirichlet boundary conditions. We will present the same computation in various
forms which, we hope, illustrates the different techniques that can be applied for a
concrete operator.

6.1. Ser-up or THE ExaMPLE. — We denote coordinates on R? by (z,y, z). In an open
subset 0 C R3, we consider the vector fields
0 0 0 0
X, = —+K 2 Xy=—+K =
1 8$ + 1(x7y)az7 2 ay + 2(I7y)az7
under the assumption that
- 8K2 (’)Kl

CurlK:%—Ty>O IHQ
In view of
[X1, X2] —curll_(>2
1, A2 — 82’7
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we see that Assumption 1.1 is satisfied with r = 2 and Assumption 1.2 is satisfied
with ny = 2 and ny = 3.

As measure ;1 we take the Lebesgue measure dx dy dz restricted to 2. Then X7 =

—X; for j=1,2 and
A = -X2 - X2
We consider this operator with Dirichlet boundary conditions on 0.

We investigate the validity of Pleijel’s theorem in this example. Our conclusion will
be that Pleijel’s theorem is valid in the example, provided it is valid on the Heisenberg
group H. Remarkably, this is independent of the choice of I? . While currently we do
not know whether Pleijel’s theorem is valid on the Heisenberg group, we will show
in the second part of this paper that it is valid assuming Pansu’s conjecture about
the isoperimetric inequality on H = H;. Also, we will discuss some modifications of
the above example where we are able to prove unconditionally the validity of Pleijel’s
theorem.

In the remainder of this subsection we will describe the nilpotent approximation
in this concrete example. The following two subsections are devoted to the compu-
tational details on how to perform the approximation. The reader interested in the
conclusions may take the computations for granted and jump directly to the conclu-
sions in Subsection 6.4.

Let (zo,y0,20) € . Privileged coordinates (ui,us,us) at (zo,yo,20) are given
(modulo higher order terms if we use the canonical privileged coordinates(13)) by

1

(6.1) vy =2 —x0, U2=Y—Yo, U3= (z = 20) + P(x — 0,y — o),

_
curl K (9, o)
where P is a polynomial of order 2. With respect to these coordinates the nilpoten-
tizations of the vector fields X1, X5 at (zo,yo, 20) are

0 1 0 S 0 1 0

e —_—, X —_— = N
ouy 2UQ Ous 2,(@o,y0,70) Ous QU1 Ous

and the nilpotentization of the Lebesgue measure at (zg, yo, 20) is

(6'2) X17($oyyoyzo) =

N
(6.3) ALl (30,y0,20) = CUrl K (29, yo) duy dug dus.
In particular, we see that the nilpotent Lie group G, 4,2, is the Heisenberg group H.

6.2. NILPOTENT APPROXIMATION VIA A DIRECT CHANGE OF VARIABLES. — In this subsec-
tion we will describe one possible way of arriving at formulas (6.2) and (6.3). While
we have introduced the nilpotent approximation in Section 3 in terms of canonical
privileged coordinates of the first kind, in this subsection we will work with a different
system of coordinates. The point we want to convey is that for practical computations
it is often preferable to use coordinates that are similar, but different from the canon-
ical privileged coordinates of the first kind. The fact that this still gives that “correct”
nilpotentization will be discussed at the end of this subsection. For comparison, in

(13)We refer to [17, 18] for a complete description of possible privileged coordinates
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the next subsection, we perform the nilpotent approximation in terms of canonical
privileged coordinates of the first kind.

After a translation, we may assume that the point (x,yo, z0) € 2 at which we are
performing the nilpotent approximation is the origin, that is, we assume (xg, yo, z0) =
(0,0,0) € Q.

As will be justified later, since our example has step 2 (that is, only brackets of
length < 2 are relevant), to compute the nilpotent approximation we may replace the
functions K7 and K5 in the vector fields X; and Xs by their linear approximation
around (0,0,0) € Q. That is, we will consider

; 0 0 ; 0 0
lin ,__ lin ,__
with
0K, 0K, 0K, 0K,

Moreover, we set
§ == curl I?(O, 0)

We will now change variables (z,y, z) — (u1,u2,us) as in (6.1) to bring the vector
fields X{™, X} into the form (6.2). For pedagogical reasons we proceed step by step,
each change of variables having the form described above (except that the factor 51
appears only in the last step).

— We make a first change of variables to replace K7(0,0) and K5(0,0) by 0. For
this, we make a change of variables of the form

r =, g:ya z:Z_K1(07O)m_K2(070)ya
and get in the new coordinates
. 0 0 ; 0 0
th _ 7 ~ -~ th _ T4+ 867 —.
U =gz PO Mg K= gt 0B )
From now on, we omit the tilde.
— We make a second change of variables to replace o and ¢ by 0. For this, we make

a change of variables of the form

~ ~ ~ 1
T=z, Y=y, z:zfioz:chgdyz,
and get in the new coordinates
‘ 0 0 ; 0 0
le = ~7~7 le = gi
! 3x+6y8z 2 8y+’y 0z
Again, from now on, we omit the tilde.
— We make a third change of variables to have g"°" = —y"V_ For this, we make a
change of variables of the form
. . - B+~
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and get in the new coordinates (recalling 5=8-— )

R P )

VT m Ve M T ter
Again, from now on, we omit the tilde. Note that all three changes of variables until
now have respected the Lebesgue measure.

— We make a fourth and final change of variables to remove the dependence on 5
from the vector fields. For this, we make a change of variables of the form

T=z, Y=y, =02,

and get in the new coordinates

. o 1_0 ) o 1_20

th:T 7"'7~7 hn:ﬁ_*’vi'

! 8x+2y5‘2 2 Jy 2% 83
This is the claimed form (6.2) of the vector fields. This time, the change of variables
does not respect the Lebesgue measure. It transforms Lebesgue measure dx dy dz into
the measure 0 dz dy dz, which is the claimed form (6.3) of the nilpotentized measure.

We end this subsection by addressing two issues that are left open by the above
arguments. First, we used the vector fields X ;i“ instead of X; and, second, the coor-
dinates that we constructed are not the canonical privileged coordinates of the first
kind.

To address the first issue, we make the same change of variables as above, but
with the original vector fields X, X5 instead of X} X1". We find that in the new
coordinates (u1,us,us) we have

- o )
X1,0,0.0) = X1,00,00) + 071 (us, ug) EIPR

~ ~ o
X2,(0,0,00 = X2,0,0,0 + 0 r2(u1,us) EI

Here X 4,(0,0,0) are the vector fields from (6.2) and the functions ry, 7 are defined by
K;(z,y) = K;(0,0) + VK;(0,0) - (x,y) + 7;j(x,y). It follows that

rj(u, uz) = O(uf + u3).

This brings us to the second issue, which can be resolved in two ways. The first way
is to note that with our change of variables (although it is not to canonical privileged
coordinate of the first kind) we have obtained the conclusion of Lemma 3.1. Noting
that our proof of Theorem 4.1, via the reference to [81], only relied on the conclusion
of this lemma, we see that Theorem 4.1 remains valid with the vector fields in (6.2)
and the measure in (6.3).

A second way to resolve this issue is to appeal to a general result saying that the
nilpotent approximation can be performed in any system of so-called privileged coordi-
nates and that the resulting nilpotent approximations are sub-Riemannian isometric.
We refer to [22, §A.5.4] for a discussion of these notions and assertions.
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6.3. COMPUTATION OF THE CANONICAL PRIVILEGED COORDINATES AND APPLICATION

In this subsection we perform the nilpotent approximation according to its defini-
tion in Section 3 in terms of the canonical privileged coordinates of the first kind.

Again, after a translation we may assume that (xg,yo, 20) = (0,0,0) € Q. We start
from the vector fields

0
Yi=X,, Yoi=Xo, Y3i=[X1,Xs]=culK =
2
which are adapted to the flag at (0,0,0) € Q. According to (3.4) the canonical privi-
leged coordinates of the first kind, (u1,uz,us), are given by

3
(6.4) (z,9,2) = exp(>_u:¥;) - (0,0,0).
i=1
We observe that

3

0 0 = 0
E w;Y; = ug — + us— + (cwrl K ug + Kqug + Koug) —.
P ox oy 0z

To compute the right hand side of (6.4) we have to compute the solution at ¢ = 1 of
the differential system

dt — w1,

W_,

dt — w2,

dz =

i curl K (z,y) ug + Ky (z,y)ur + Koz, y)us.

with initial condition (x(0),y(0),2(0)) = (0,0,0). This is easy to solve. We have
x(t) = tuy, y(t) = tuy and

z(t) = /Ot (curl[?(sul, sug) ug + K (suq, sus)uy + Ko(suq, su2)u2) ds.
Hence we get
(2,9, 2) = exp(>_ w¥i) - (0,0,0)
— (ul, Uz, /01 (curll?(sul, sug) uz + Ki(suy, sus)uy + Ko(sug, SUQ)UQ) ds).

The map (u1,ug,us) — (z,y,2) is a local diffecomorphism since its differential at
(u1,u2,u3) = (0,0,0) is

1 0 0
1 0
K1(0,0) K5(0,0) curl K(0,0)

with determinant curl & (0,0) > 0.
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We note (for comparison with the first approach) that
1 —
/ (CurlK(sul, sug) ug + Ki(suq, sug)us + Ko(suq, su2)u2) ds
0

= curl K (0, 0)us + K1(0,0)us + K»(0,0)us
110K DK DK Ok
5 [a—xl(o, 0)u2 + Tyl(O,O)uluQ + 52 0,0)uruz + 8Tf(o,o)ug

+ T‘(Ul, U2, U3)

with r of degree < —3 for the dilation.

Note that if we neglect the remainder r, this change of variables is exactly the one
in the previous subsection. Indeed, for the inverse of the map (uy,us,us) — (z,y, 2)
we get u; = x, ug =y and

_ LK gy (21 0K, 0K (0,01,
x (z 5 (50,0022 + ,(0.0)+ %5 (0,0))zy + 5 00y ))

+7(z,y,2).

With this formula for the canonical privileged coordinates at hand, the computa-
tions are essentially the same as in the previous subsection and we arrive again at the
formulas (6.2) and (6.3). We omit the details.

6.4. CONCLUSION IN THE SETTING OF THE EXAMPLE. — In order to apply Theorem 4.1 we
need to compute the local Weyl constant Cg?@l/o,zo)
constant cgé’yo,%). We will express them in terms of the corresponding constants on
the Heisenberg group H = Hj;, which will be studied in more detail in Part 2 of this
paper.

There is, however, a slight notational inconsistency coming from different normal-
izations. In the present section we arrived at the vector fields (6.2), whereas in Part 2
we will find it more convenient to work in the formulation (7.1). These two formu-
lations are equivalent via scaling. More precisely, if W(H;) and C*X(H;) denote the
Weyl and Faber-Krahn constants in the normalization of (7.1) and if W(H;) and
C¥ (H,) denote the corresponding constants in the normalization of (6.2), then

, as well as the local Faber—Krahn

W(H;) =4W(H;) and CTX(Hy) = 27" CTE(Hy).

As a consequence, the combination

1

(6.5) (CTR(H)) 7 (W(HL)) ™ = (CTX(H)) " (W(HL) ™" = 7(H)

is independent of the normalization. The right equality in (6.5) is a definition; see (7.4).
The number ~(H;) plays the role of the Pleijel constant on Hj.
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Lemma 6.1. In our example we have for every (xo,yo, z0) € £,

e W(Hl) o ~
cgof';o’z(]) =— =7  and C?xf,yg,zo) = \/curl K (g, yo) CT¥(H,).

=
curl K (z¢, yo)

Proof. — The assertions follow by a simple scaling argument. According to (6.2) the
differential expression for the nilpotent approximation Ay, ., ,) coincides with the
Laplacian on the Heisenberg group, the only difference is that the measure fi(;, y,,2,) i

—
Lebesgue measure multiplied by the positive constant curl K (zg,yo); see (6.3). This
factor leads to the corresponding expressions for the local Weyl and Faber—Krahn
constants. O

It follows from Lemma 6.1 that
drdydz

CEN?y} dx dy dz = W(Hl) [2 ﬁ
cur T,y

and
/ (ciﬁhz))f2 dz dydz = CY¥(Hy) / M
Q Q curl K (z,y)
Therefore, from Theorem 4.1 (or, more precisely, its version for the sub-Laplacian on
an open set with Dirichlet boundary conditions in Remark 4.3) we deduce the bound

L=y (H).

lim sup =& < (CTK(Hy)) - (W(H,))~
k——+oco k

Here we used (6.5). Our conclusion is that if the Pleijel constant v(H;) on the Heisen-

berg group is < 1, then Pleijel’s theorem holds in the present example.

We will investigate the validity of the inequality v(H;) < 1 in Part 2. Currently we
have no proof of this bound, but we will prove that it holds provided a well-known
conjecture by Pansu concerning the isoperimetric inequality on the Heisenberg group
is true.

6.5. VARIATIONS OF THE EXAMPLE. — In this subsection we present two variations of
the above example. The point of these modified examples is that there we can prove
the validity of Pleijel’s theorem.

In the first variation we consider the same vector fields X, X5 as before in this
section and we consider the operator

X2 -XZ2-A,

on Q C R?® x R* with £ € N. Here A,, denotes the Laplacian with respect to the
variable w € R¥.
Repeating the above analysis, we arrive at a certain constant (H x R¥) that is

the analogue of the constant v(H) = (éFK(Hl))f2 (W(]Hll))fl. As will be discussed
in Part 2, the assumption k > 3 guarantees that v(H x R¥) < 1; see Theorem 7.2

together with (7.4). Therefore Pleijel’s theorem holds in this example for all K with
-
curl K > 0. We do not carry out the details.
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In the second variation, in an open subset of R™ x R™” x R, n € N, with coordinates

(Z,Y,2), © = (x1,...,2,) and § = (y1,--- ,Yn), we consider the following vector

fields for j =1,...,n:
le :8%. +K{(xj,yj)8z,
X;/ :8yj +K§(xj,yj)8z.

=
We assume that curl K/ > 0 for j = 1,...,n. For the nilpotentization at (', ¥, 2) in
coordinates (, v, w) this leads to the following vector fields on H,,,

~ —
X]/ = curl K’ (Jﬁj,yj)l/Q (8% + %vj(‘)w),

)/(\'j’-’ = curlf(j(acj,yj)l/2 (Bv; — 2u;0u),

together with the Haar measure

n —1
<H curl I?j(xj, yj)) du dv dw.

j=1
For the Faber—Krahn part, one has to consider on H,,

~ — .
Ay o = Zcurl K7 (25, 9;) (0, + 30;00)% + (00, — $u;00)?).
J

Assuming that there is a constant x > 0 such that curl I?j =gforj=1,...,n,
it will be clear from our analysis in Part 2 (Theorem 7.2) that Pleijel’s theorem holds
for n > 4 in any open set of 2. Since the Weyl and Faber-Krahn constants depend
continuously on the numbers curl l_fj (xj,y;), we see that for any n > 4 there is a
6 > 0 such that Pleijel’s theorem holds provided that

- .
curl K7 (z;,y,)

— —1|<d forall j,k,z;,y;, Tk, Y-
curl K*(z, yr)

Part 2. PrEwEL’s BoUnD For H,, x R*
7. Tue PLEWEL ARGUMENT For H, x RF

We work on H,, x R¥, where n € N, k € Ny. The case k = 0 corresponds to the
Heisenberg group Hl,,. (Everything remains valid for n = 0 as well, that is, for R*, but
in this case the results below are well-known.) Typically, we will denote coordinates
in H,, by (z,y,z) with z,y € R” and z € R, and we will denote coordinates in R¥
by w. The measure dz dy dz dw is the Lebesgue measure on R?"+1+%_ For the vector
fields we will use the following normalization,*%

(713) Xj = 811. +2yj82, }/J = By]. - ijaz, Wj = 8wj.

(19)71p this and the remaining sections it is more convenient to use another normalization than in

the first sections. This simply corresponds to a scaling of the z-variable.
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The sub-Laplacian is
n k
(7.1b) AREE N2y + Y W
j=1 i=1
If Q C H,, x R* is an open set of finite measure, then the spectrum of the Dirichlet
realization of —Ag"XRk is discrete and we can denote its eigenvalues, in nondecreas-
ing order and repeated according to multiplicities, by A¢(€2), £ € N. We know that
eigenfunctions are C° in © ([50]) and therefore the nodal domains are well defined
as the connected components of the complement of their zero set in 2. We denote
by v¢(2) the maximal number of nodal domains of eigenfunctions corresponding to
eigenvalue \¢(€2). We are interested in an upper bound on

Q
lim sup ve(@)

{— 00 14

that depends only on n and k. The simplest such upper bound is given by one,
as mentioned in Remark 4.4.

In the spirit of Pleijel’s theorem, here we try to improve upon the upper bound
by one. Just as Pleijel’s bound, our bound depends on two constants, namely the
constant in the Weyl asymptotics and the Faber—Krahn constant. Let us introduce
these constants. The Weyl asymptotics in the case with boundary (which was also
established by G. Métivier in [66, Th. 1.3]) states that, for any open set Q C H,, x R¥
of finite measure,

(7.2) AT@RR2ER/2 00 2 (Q) < A} — W(H, x R¥) Q| as A — oco.

We will give a (relatively) explicit expression for the constant W(H,, x R¥) in the next
section.

The Faber-Krahn constant CFX(H,, x R¥) is defined to be the largest constant
such that for any open © C H,, x R¥ of finite measure and for any u € S3(Q) one has

n k

(7.3) /Q (Z((Xju)2 + (Yju)?) + Z(Wiu)2) dz dy dz dw

j=1 i=1
> CTK(H,, x RF)|Q|~2/@n+2+k) / u? dx dy dz dw.
Q

Here S}(Q) (see Subsection 2.2) denotes the form domain of the Dirichlet realization
of —A on  or, equivalently, the completion of C1() with respect to the quadratic

for
k

U — /Q(é:((xju)? + (Yju)?) + Z(Wiu)Q +u?) dz dy dz dw.

i=1
The defining inequality for the Faber—Krahn constant can also be stated as

A (Q) > CYR(H, x RF) |72/ Cnt2+k)

for all open Q C H,, x R¥ of finite measure.
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Let us set
(74) ’Y(Hn « Rk:) — (CFK(Hn « Rk))*(2n+2+k)/2 (W(Hn % Rk))*l .
Here is our Pleijel-type bound.
Turorem 7.1. — For any open Q C H,, x RF of finite measure,
Q
lim sup ve(@) < y(H, x R*).
£— 00 14
Proofof Theorem 7.1. — We consider an eigenfunction u corresponding to the eigen-

value A\¢(€Q). Let (wq)a be its nodal domains and let vy(u) be their number. (We will
see shortly that this number is finite.) By Theorem 2.2 with M = H,, x R¥, we know
that A\¢(2) = A1(ws) and that ul,, is the ground state of the Dirichlet realization
on wy. Thus,

ve(u) — Ag(Q)Ent2HR)/2 —(2n+2+4k)/2
- ] 2 M)
(2n+2+k)/2
< Ae(2)
¢
(2n+2+k)/2
< Ae(€2)
l
Since this is true for any eigenfunction corresponding to A¢(£2), we deduce that
VZ(Q) . )\Z(Q)(2n+2+k)/2

[

«

—2/(2n+2+k)

(CFE(H,, x RF)) Q.

< CFK(H,, x RF)) /249 1q)
1 (O™ (H, x ) o
Taking the limsup as ¢ — oo and with in mind the Weyl asymptotics, we arrive at
the claimed bound. ]

We recall that by Theorem 2.4 we have limsup,_ . ve(Q2)/f < 1; see also
Remark 4.4. In the remaining sections of this paper we will give sufficient conditions
on n and k to have (H,, x R¥) < 1. We recall that for n = 0 this was shown to be the
case for k = 2 by Pleijel [76] and for general k by Bérard and Meyer [10]. Moreover,
Helffer and Persson Sundqvist [48] showed that, for n = 0, the sequence k — ~(R¥)
is decreasing. Here we shall prove, among other things, the following.

Tueorem 7.2. — Letn > 1 and k > 0 with (n, k) ¢ {(1,0),(2,0),(3,0),(1,1)}. Then
y(H, x RF) < 1.

The proof of Theorem 7.2 is somewhat long and spread out over several sections.
Here is a guide. The part concerning £ = 0 is proved in Subsection 9.2 and that
concerning n > 3 in Subsection 9.4. The part concerning n = 1 and n = 2 is proved
in Subsection 11.6.

There is a well-known conjecture, due to Pansu [74], about the sharp isoperimetric
constant on the Heisenberg group. It is generally believed to be true and supported
by several partial results. We will discuss this in some detail in Section 11. We shall
show that the validity of this conjecture implies Pleijel’s bound.
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Prorosrrion 7.3. Letn € N and assume that Pansu’s conjecture (11.6) holds. Then

y(H,, x RF) < 1 for all k € Ny.

We will prove this proposition for £ = 0 and n = 1,2,3 in Corollary 11.2 and for
k=1 and n =1 in Subsection 11.6. In the remaining cases Theorem 7.2 applies.

8. COMPUTING THE CONSTANT IN THE WEYL ASYMPTOTICS

8.1. Tue cast or H,,. — As discussed in Theorem 3.2 and (7.2) for the case with
boundary, the Weyl asymptotics for the Dirichlet realization of the sub-Laplacian in
open subsets €2 of H,, state that

/\7(2n+2)/2#{£ () <A} — WH,) Q] as A — .

Hansson—Laptev [42] have shown that these asymptotics hold under the sole assump-
tion that ) is an open set of finite measure.

Since we are interested in a relatively explicit expression of the constant W(H,,)
and since Hansson and Laptev use a different normalization from ours, we repeat part
of their argument; see also [84] for a related computation. They show that

(81) N\, —A5") ~ / 1(—A" < N ((z,9, 2), (z,y,2)) dedydz as X\ — oo,
Q

where 1(—A¥» < \)((x,y, 2), (z,y,2)) is the on-diagonal spectral density of the sub-
Laplacian on all of H,,. (To be more precise, using coherent states Hansson and Laptev
show (8.1) when integrated over A. Then a Tauberian theorem yields (8.1) as stated.)

By translation invariance of the sub-Laplacian on H", we know that the diagonal
of the spectral density 1(—Af» < \)((z,y, 2), (z,y, 2)) is independent of the point
(x,y,z). Moreover, by dilation covariance, we know that it is proportional to \?/2.
Thus, there is a constant W(H,,) > 0 such that

(8.2) 1(=A < X (2,9, 2), (z,y,2)) = W(H,) \?/2,
and we obtain the above form of the spectral asymptotics.
In the following we are interested in finding an explicit expression for W(H,,).

We proceed by an explicit diagonalization of the operator —AF». By a Fourier trans-
form with respect to z one arrives at the family of operators

= " ((0n, + 2iy;0)* + 9y, — 2iz,()?),

j=1
where ¢ € R is the Fourier variable dual to the variable z.
Now for each fixed 7,

—((0x; + 2iy;Q)* + (9, — 2ix;()?),
is a Landau Hamiltonian corresponding to constant magnetic field with intensity 4|(]|.
These n Hamiltonians are independent of each other. The spectrum of each one is

given by 4|¢|(2k; + 1), k; € Ng = {0,1,2,...}, and each such eigenvalue contributes
4|¢|/(27) to the spectral density.
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The spectral function of the operator —A on H,, is then given by
]1(_A < A)((.I, Y, Z)7 (l‘, Y, Z))
d¢ r4 n
= [ ()" S acleth + o ) ) <)

27\ 27
R ke

4n 2 A n+l
- (2m)ntl ng:n n+1 (4(2(k1 +- 4 ky) + n))
0

1 Antl 1 n+l
© 2(n+1) (2m)nt! (2(k:1 +-+ky)+ n)
kENy
1 At m+n—1 ( 1 )n+1
~ 2(n+1) (2m)ntt m 2m +n '
meENy
Thus, we have shown that
1 1 m+n—1 1
8.3 W(H,) = [ —
( ) ( ) Z(n + 1) (271')"""1 ze;] < m ) (2m + n)n+1
me&Ny

Note that

1 1 1 1 1 =2 1
(8-4) (H) 4 (27)2 % 2m+1)2  4(27)2 8 128

m&Ng

and

1 1 m+1 1 1 =2 1
8.5 W(H,) = = - ™ _ ’
(8:5) (Hz) = 5 (2r)° & (2m+2)*  6(2r)P48 487

meNy

It seems like Hansson—Laptev [42] were not aware of a more explicit form of W(H,,)
for n > 3. We will give explicit formulas below for 3 < n < 13 and propose a general
conjecture.

Let us set

9 w2 (0 e

We have seen above that

71'
01:§ and 02:@.

Numerical values for the ¢,, n = 3,4, 5, 6, are given in the Hansson—Laptev paper [42]

and can be completed by using Wolfram Alpha or Mathematica.('® This program
shows first that explicit formulas can be found for ¢, and then gives numerical values,

(15)Thanks to J. Viola and F. Nicoleau for their help.
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which are consequently quite accurate. We get

o — (12 — 7%) ~ 2.7378 1072
768
oy = ™5 =) ~ 2.9303 - 1073
17280
o — 72(120 — 10072 4 974) ~ 2.6027 - 104
368640
o 72(315 — 10572 4 874) ~ 1.9706 - 1075
29030400
72(6720 — 1960072 + 1450474 — 127575) -6
o A 1.2988 - 10
2477260800
s = w2(1575 — 147072 + 49074 — 3676) ~ 7.5736- 1078
24385536000
_ w2(40320 — 28224072 4 6632647 — 4391446 4+ 3797578) 39589 . 102
o= 3329438515200 o
c10 = 72(3465 — 693072 + 60067* — 18047 + 12873) ~ 1.8749 - 10710
15450675609600

Continuing with Mathematica, we get for the quotients:

c11 3 (1774080 — 2439360072 + 129773952m* — 25852376075 + 16022771678 — 13712895710)
c10 10240 (3465 — 693072 + 600674 — 180476 + 12878)

c12 256 (2837835 — 1040539572 + 184324147% — 137747617% + 383583278 — 265344710)
c11 27027(1774080 — 2439360072 4 12977395274 — 25852376076 + 16022771678 — 137128957 10)

)

c13 Cy3

c12 ~ 40960 (2837835 — 1040539572 + 184324147* — 1377476176 + 383583278 — 265344#10)’
with

Ch3 = 7(2075673600 — 4947022080072 + 4971757190407 — 2161554183360
+ 38952294009207° — 23143220179567'% + 1966979841757 '%).
This leads to
c11 ~ 81149 - 10712, 15~ 3.23369 - 10713, 13 ~ 1.1938 - 10714,
Although not important for our applications, it is nice to see that this leads to the
following guess:
For any n, there is a polynomial P, of degree ["T'H] with rational
coefficients such that
Cp = Pn (7T2)a
where [z] denotes the largest integer satisfying [z] < .

This is related to formulas concerning multi-zeta functions, which are recognized by
Mathematica and, as communicated to us by F. Nicoleau, to the Lerch function [63,
p.32] and its derivatives.

8.2. Tie WEevL constant on H,, x RF witit & > 1.~ We show that the constant in
the Weyl formula on H,, x R* can be expressed in terms of that on H,,.
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Lrvwa 8.1. For any n,k € N,

T 2
(8.7) W(H, x B) = W(H,) (4m)+/2 20 +2)
D(=52)
Proof. — By the same argument as in the previous subsection we know that

W(H,, x R¥) is given by
]l(—AanRk < )\)((QL‘,y7z,w)7 (x,y,z,w)) = W(H, x Rk) \@nt24k)/2
Since

1(~ gt e < ) (2,92, 0), (2,9, 2,0))

/ / dT 4|<| Z11(4|§|(2(k1+~--+kn)+n)+72<A)
Rk

keNg

(which follows by Fourier transforming z — ¢ and w — 7), we find

WiE, x B = () 5 [ ot i)

1
= (2m)~F|SkY (2_1/ (1- 0)"+10(k_2)/2d0) W(H,)
0

T(n+2)T(%)

_ (27T)_k|Sk_1|2_1 —
F(2 +24+k)

W(H,).

Here we expressed the beta function integral appearing on the second line just above in
terms of gamma functions. Inserting |[S¥~1| = T'(4)~127%/2, we arrive at the claimed
formula. O

9. A FIRST BOUND ON THE FABER—KRAHN CONSTANT

9.1. A BOUND VIA THE SOBOLEV CONSTANT. — We obtain a bound on the Faber—Krahn
constant in terms of the (critical) Sobolev inequality on H, x R¥. By definition,
CS°P(H,, x R¥) is the largest constant such that for all u € S} (H,, x R¥)

/Hn . (i((Xju)Q + (Yju)?) + i(Wiuf) dz dy dz dw

=t (2n+k) / (2n+2+k)
> CSOb(Hn % Rk) </ |u|2(2n+2+k¢)/(2n+k) dr dy dz dw> )
H,, xRk

Lemya 9.1. CFR(H,, x R¥) > CS°P(H,, x RF).

Proof. — If Q C H, x R* is open with finite measure and if u € S}(2), then,
by Holder,

/ u? dz dy dz dw
Q

(2n+k)/(2n+2+k)
< Q) ( /H  JufpEm et dy dy dx dw>
n X
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Bounding the right side by Sobolev, we obtain a Faber-Krahn-type inequality with
constant C'5°P (H,, x R¥). This implies the claimed bound for the optimal constants. [

An explicit expression for CS°P(H,,) was found by Jerison and Lee [52]; for an
alternative proof see also [38]. We have

47rn?
Sob _
(9.1) C*°"(H,) = Q) D
9.2, Tue Preuwer constant y(H,, ). — Our goal in this subsection is to prove the part

of Theorem 7.2 for k = 0, that is, we are going to prove that v(H,) < 1 for n > 4.
To bound (H,), defined in (7.4), we use Lemma 9.1 and the explicit expression for
CS°P(H,,) from (9.1) to get

(92) ")/(HT,) < (OSOb(Hn))_n_l W(Hn)*l _ 2”(77,+ 1)' 1 N

n2nt) o T Tns

where ¢, is defined in (8.6). Inspired by [48] we will consider the quotients 7, /7n—1.
In view of (9.2), the part of Theorem 7.2 for k = 0 is an immediate consequence
of the following assertion.

Prorosrition 9.2. The sequence n v+ 7, is decreasing for n > 1. Moreover, 7, < 1
forn > 4.

Our proof of this proposition relies on numerical computations for n < 13. Using
the values of ¢,, from the previous section, we get

1 ~ 3.242 Fo ~ 1.824

53 ~ 1.069 4~ 6.251-107"
s ~ 3.628 - 1071 F6 ~ 2.088-107*
7~ 1.195-1071 s &~ 6.808 - 1072

Fo ~ 3.860 - 1072 F10 ~ 2.180 - 1072
11~ 1.227- 1072 F12 A~ 6.891-1073
Y13 ~ 3.859 - 1073

It is also instructive to look at the quotients 7, /4,—1, for which we get

Y2/71 = 0.5625 Y3/ A~ 0.5861
Ya/73 = 0.5848 s /34 ~ 0.5804
Y¥6/75 ~ 0.5757 37/ = 0.5721
Y8 /77 =~ 0.5697 Yo /A & 0.5670
Y10/7o ~ 0.5648 Y11 /710 ~ 0.5630
Y12/711 ~ 0.5614 F13/712 ~ 0.5601

These computations suggest that the sequence ¥, /9,—1 is decreasing for n > 3 and
convergent, although this remains unproved.
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Proof. We are going to show that 7, /7,—1 < 1 for n > 13. Since the same holds
for n < 12 by the above numerical computations, we will obtain the claimed mono-
tonicity. This monotonicity, together with the numerical fact that 74 < 1, implies the
corresponding inequality for all n > 4.

To show that 7, /¥,—1 < 1 for n > 13, we note that

:Y/'rl 2(” + 1) 2n Cn—1
9.3 = = 1-1 —_—.
(9.3) = S (1

We write the definition (8.6) of ¢, in the form

m+n—1)! 1
=Y !

(n—1)!m! (2m+n)ntt’

meENp

In view of (9.3) we are mainly interested in a lower bound on the quotient ¢, /cp—1.
Observing that

(m+n—1)! 1
(n—1)m! (2m+ n)nt!
__m+n—1 (1- 1 )n(m+n—2)! 1
(n—1)(2m +n) 2m+n’ (n—2)lm! 2m+n—1)"’
we get
(9.4) Cn, > 1 infm—l—n—l( _ 1 )”
Cn—1 n—1m 2m-+n 2m+n
Hence we have to analyze inf,, 0,,(m) with
m+n—1 1 n
(9.5) O (m) 1= 75 (1- 2m+n) .
We need to carefully analyze the sequence m +— 6,(m). Before doing this, let
us provide some heuristics coming from limiting regimes. As m = 0, we have

0,(0) = 2=1(1 — 1/n)", which tends to e~! as n — +oco. As m tends to +oo, we have
0,,(m) — 1/2, but we need uniform lower bounds with respect to m and n.
Asymptotically as n — 400, a lower bound for 6, (m) is given by considering the
infimum of the function (think of the change of variable y = m/n)
1 + Yy 1
0, Sy — — e /@),
(0,400) >y Tr2y e
After the change of variable u = y + 1/2, we have to analyze
1/2+u —1/2u _ (1 1 ) —1/2u
o ¢ \atmw/)
This function is increasing and its minimum is at u = 1/2 and equals e~!. Hence we
have

(9.6)

(1/2,40) > ur—

m+n e—n/(n+2m) > 6_1.
2m +n

This leads to

(9.7) limsup =" < 2e~! a2 0.735.

n—+oo Yn—1
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This is closer to the guess. For the lower bound and using an upper bound for
limsup,,_, ;. On(m), we get

Hminf —"— > 4¢=2 ~ 0.541.

n—-+oo Yn—1

This is quite close to the numerics.
After having discussed these heuristics, we will turn to the proof of rigorous bounds.
Returning to 6,,(m) in (9.5), we write

m+n 1 L |
On(m) 2 2m+n(1_ 2m—|—n) n
Using
—log(1 —x) =a:+/ Ldt, x €1[0,1),
o 1—t
we get
x < —log(l —x) <x+im2, z €10,1)
1—2 2
With = 1/(2m + n), we obtain
(1 o1 )" _ enlog(1-1/(2m+n)) 5 g=n/(n+2m) ,~1/2(n=1),
2m +n

Coming back to 0,,(m) and what we have done for the limsup
O, (m) = e te V2= _1/p,

So we finally get

1
Cp = ] (6_16_1/2(”_1) —1/n)cp—1.
Coming back to (9.3), we get
_In < 2(n + 1)2(71 -1 (1= 1/n)2" (e~ e~ /20=1) 1 /)1
Tn—1 n
1 -1
< 2e! (n+ )(2n )(6—1/2(n—1) . e/n)—l < 26—1(6—1/2(n—1) . e/n)—l.

n

So finally, we have shown that

(9.8) 73: < 2e (e V2D g /p) Tt
For n = 13, we have
(9.9) e /2= _ e /n & 0.75000,
and, consequently,

ns .

V12

Looking at the bound (9.8) and its monotonicity with respect to m, the bound
Fn/Fn—1 < 1 holds for any n > 13. This completes the proof of Proposition 9.2. O
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9.3. A LOWER BOUND ON THE SOBOLEV CONSTANT ox H,, x RF vor k& > 1. In this
subsection we prove a lower bound on the Sobolev constant C5°P(H,, x R¥) in terms
of the Sobolev constant CS°P(H,,) and the constant appearing in a certain Sobolev
interpolation inequality on R¥. Assume 2 < ¢ < oo if k < 2 and 2 < ¢ < 2k/(k — 2) if
k > 2, and denote by CZN(RF) the largest possible constant in the inequality, valid
for u € H'(RF),

(9.108) </R |Vu|2dw>0 (/R |u2dw>1_9 > chN(Rk)(/Rk u|qdw> o

where
(9.10b) 0=k(1/2-1/q).

(The value of 6 is determined by scaling.) For k = 1 the explicit value of the constant
C’qGN (R) is known from a work of Nagy [85]. For k > 2 its explicit value is not known,
but we will still be able to derive some results in Subsection 9.4.

2(Q+k)

Q+k—27
Q+k

QQ/(Q+k) [ck/(Q+k)

Prorosition 9.3. — For all n,k € N, setting Q =2n+ 2 and q =

CSob(Hn x Rk) > C(?N(Rk) (CSOb(Hn))Q/(Q+k)

The argument that follows is inspired by the Laptev—Weidl method of lifting in
dimension [54] and similar to one used in [34].
Proof. — We begin by applying the inequality
1 1.
ab < —a? + = b°
p p

with p = (Q+k)/k, so p' = (Q+k)/Q, and a = p~H/(@+R)g(Q+k=2)/(Q+k) p —
uk/(Q+k)g2/(Q+k) We get

“Lg@n/k @ kg2,

< %
g o+ 5"

Q+k"
We apply this with

Q/k
= q _ 2
o= [ ucuitas md w=cl [ pGuPa)

where ¢ € H,, is fixed and ¢ > 0 is a parameter. We obtain
Q+k—2)/k
Lk (G w)] 7 duw) O
QHE (for [ulC )2 du) "

2/Q
+CMQq;ikj(A;hAgu0Pdw) uékthHOFdw

k
-1 CGN Rk —(Q-‘rk)/k/ ku LW de
G (N ) [ Vautc.)

2/Q
WQ‘Q( qd) 2 dw.
o TR AJUKWN w L@Jwawﬂ w

/ (¢, w)|¢ dw < ¢
Rk

<ec
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Here we used the Sobolev interpolation inequality on R*. We integrate this inequality
with respect to ( and obtain

k

[Julld < C_lW(CEN(RIC))_(QMW||un||§
pehe @ / lu(C, w)|7 duw 2/Q/ () |2 duw .
Q + k H,, Rk ’ Rk ’

Now by Fubini and Hélder

[ ([ mcmran) ™ ([ o) a
- /R </H (/R [u(¢, w)l* dw'>2/Q u(C, w)|? dc) duw

) ) ) (Q—-2)/Q
<l [ ([ e wpere- ac)

H n

dw.

Applying the Sobolev inequality on H,, on the right side and inserting the inequality
in the above bound, we get

4k -
lulld < et 5 (CFNRE)) ~@HO/E| 7 u 3

q Q+k q
Q n
+ k/Q CSObH -1 2q/Q/ / X 2+ Y. 2 d¢ dw.
c 7Q+k( (Hn)) ™ flullg Rk; IHIn(l jul” =+ [Yjul?) d¢ dw
We finally choose ¢ such that
1k _ Q o _
¢ S (CFN(RE)) T (QFRE = Q= (C5P (HL,)) ™ [lul|57/€,

Q+k

that is, we choose

¢ = (k/Q)Y/OTF (CEN(RF))~/K(CSP (H,,)) /(@) ||y | 20/ (Q+R),

Q+k

In this way we get
QQ/Q+k [k/(Q+k)
Q+k

(vwal+ [ 3 [ + il dc o).
j=1 n

This proves the assertion. O

lull < (CFN(RE))THOSP (H,)) ~ @/ @+ 39/ (Q+E)

From Proposition 9.3 we obtain the following bound on the Pleijel constant.
We recall that 7,, was defined in (9.2).

CoroLrAry 9.4. — For alln, k € N, setting Q =2n+ 2 and q = %,
Q/2 |k/2 F(Q+k+2)
k OGN kv —(Q+k)/2 @ k/2 2 ~
7(Hn x RY) < (G5 (RY)) @+ @z 4 r@z) ™
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Proof. — According to Lemma 9.1, Proposition 9.3 and (8.7) we have

y(H,, x RF) < (C5°P(H,, x R¥)) ™2 (w, x RF)) ™
Q/2 kk/2
QN ok —(Q+k)/2 (~Sob g @
< (CEN®Y)) (O (1) 5 s
F(Q+k+2)
x W(H,,)~'(4r)*/?——2_~.
T e
This is the claimed inequality. ]
9.4. Tur Prewes constant y(H,, x RF) ror k > 1. — Our goal in the present subsec-

tion is to prove the following result.
Prorosition 9.5. — Ifn >3 and k > 1 then v(H,, x R¥) < 1.

Our proof will rely on the bound on ~(H, x R¥) from Corollary 9.4. In order to
exploit this corollary we need a good lower bound on the constant C’;}N(Rk). As we
already mentioned, an explicit expression for this constant is known in dimension
k =1 due to the work of Nagy [85]. The idea behind the following result is to reduce
the case of R¥ = R¥~! x R to that of R*~! and R, and to iterate. This argument is
most easily expressed in the parametrization

2y +k/2)

Tyt k21
The theorem will require the assumption v > 1/2; which however will not present a
restriction in our application. It appears in the proof since the constant C’(?N(R) with

q= 3(11712/32 is only defined for v > 1/2.

Lrywma 9.6. Let k> 1 and v > 1/2. Then

_ _ 1/(v+k/2)
CSN,. . (RY) > <(k”>k/2 (v +3) (y+55)+* WQ)
2(v+k/2) =z

2) TG+EH G-
with the convention (y — 3)7"Y2 =1 for vy =1/2.
As the following proof will show, the inequality in the lemma is an equality if & = 1.
Proof. — For d € N, let us introduce the constant

¥ (d/2)4/2 —y—d/2
W _ @2 (C5un (RD) :
T (v )t

yFd/2—1

The main step of the proof will be to show that

) (1)
(9.11) LS < H L)y
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Accepting this for the moment, let us complete the proof. Inserting Nagy’s explicit
expression for the constant CqGN (R) [85] (see also [37, Th.2.48]), which reads

- (q i 2)q+2 1/2q F(qi%) (¢—2)/q
(9.12) Cg™ (R) = ((q _ 2)q—222(q+2>) (ﬁ 1“(q+§)> ’

q—2
into the definition of L(vl’)l, we obtain
1 M+l (=)
VETG+D) (o D

see also [37, Cor. 5.4]. Inserting this into (9.11) and simplifying we obtain the inequal-
ity in the lemma.

1
L) =

It remains to prove (9.11). According to [37, Prop. 5.3], the constant L;lzl coincides
with the so-called one-particle Lieb—Thirring constant. (This observation is essentially
due to Lieb and Thirring [61].) We use now the inequality

(1) 1) (@
(9.13) Lo <Lyl pea

from [34]; see also [37, Prop.5.14]. This bound can be translated into the claimed
lower bound on CGN(R*) in terms of the constants C3N(R) and CSN (RF™1). It is
more convenient, however, to stay in the notation of the Lieb—Thirring constants.
Iterating the above inequality, we arrive at (9.11).

We emphasize that (9.13) can be translated into a lower bound on CSVN(R’“) in

terms of the constants C(%N (R) and C’g’ﬁl(kal), where gq = i(jj/‘é/fi This bound

could also be proved directly using the method of proof of Proposition 9.3. O

In our application, we need C’(?N (R*) with ¢ = 2@(2}:3 where Q = 2n + 2. We see

that i(j,;;’;/f{ = ¢ if v = Q/2. Note also that, since Q > 4, the assumption v > 1/2 is
satisfied. Therefore in our application we have

kj)kﬂ r(<H) (Q+§—1)<Q+k1>/2)2/<ca+k)

2 F(Q+k+1) (%)(Q—l)/Q

(9.14) CIN(RF) > ((
2

We will deduce our main result from this bound, Corollary 9.4, the known facts
about 7,, and the monotonicity properties in the following lemma.

Lemva 9.7. For each @ > 4,

F( Q+§+1 ) F( Q+§+2)

2k
br—?2 (Q + k- )@+F-D/2(Q 1 k)(@Fh)/2

1s decreasing for k > 0.

Proof. — Denoting

F(Q+§+1) F(Q+§+2)

ay = 2%k
ke (Q+ k — 1) @Ftk=1)/2(Q + k)(@+k)/2”
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we have
o (Q+k— 2)(@+k=2)/2
ar-1 - (Q+ k)@
which we can write as 2(1—xy )%~ ! with zg = (Q + k)/2. We will prove momentarily

that o — (1 — 27 1)1 is decreasing for & > 1. Since it is equal to 1/2 at x = 2 and
since xg > 2 (provided k —1 > 0 > 4 — Q), we deduce that 2(1 — x5 )™~ < 1,
proving that ay/ar—1 < 1.

It remains to prove that x — (1 — 27 1)*~! is decreasing for z > 1 or, what is the
same, x — (z—1)In(1 —27') is decreasing for > 1. This follows since the derivative
of the latter function is In(1 — 27 1) + 271 <0 for z > 1. O

We finally prove the main result of this subsection.

Proofof Proposition 9.5. — Inserting the bound (9.14) into Corollary 9.4 we obtain
(9.15)

[(9thHL) p(Qtht2) (Q — 1)@ /2 QR/?

k 2% ol
VR ST TR e r( @) @ k- )@ (Q + @

First consider n > 4. According to Lemma 9.7, the right side of (9.15) is decreasing
with respect to k. For k = 0 it is equal to 7,. Since we know that 7, < 1 for n > 4,
we learn that v(H,, x R¥) < 1 for all n > 4 and k > 0.

Now let n = 3. Again by Lemma 9.7, the right side of (9.15) is decreasing with
respect to k. For k =1 it is given by

L(5) 772 (7

7/2
4 575 18 =2 ) p ~8.872-107" < L.
MO

9

Here we used the value 73 ~ 1.069 from Subsection 9.2. This proves that v(Hz x R¥) <
1 for all £ > 1. This completes the proof. O

10. CONTINUATION BY LOOKING AT A DIRECT PRODUCT

This section is a short aside from the main topic of this part. We will explain that
most of the arguments in the previous sections generalize from H,, x R* to the case of

G:G1XG2,

where G and G5 are stratified, nilpotent simply connected Lie groups. If A% is the
sub-Laplacian on G, then

AG:AG1®I—|—I®AG2

is the sub-Laplacian on G.
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10.1. SPECTRAL DENSITY. If @1 and Q2 denote the homogeneous dimensions of G
and G4, respectively, then

Q:=01+Q2
is the homogeneous dimension of G. We recall that for G; and G5 we have the ana-
logues of formula (8.2)

1(=A% < p)(¢1,¢1) = W(Gy) p@/? forall ¢ € Gy
and

L(=AY < p)((a,Ga) = W(Ga) p@/? for all ¢ € Go,
and also on G,
(10.1) 1(—AGXC2 < 1)(¢,¢) = W(G) u®/? forall ¢ € G.
An abstract version of the argument in Lemma 8.1 shows that
L% +1)I(%+1)

rg+1y

(10.2) W(G) = W(G1) W(Ga)

Indeed, by the spectral theorem we have
1(—AG X <) = /OOO (L1(-AS + A< p@I)d (I 1(-A% < V).

Evaluating this identity for the corresponding integral kernels on the diagonal yields

WG W2 = WG WGs) [ (= N2 (372)
0

which proves (10.2).

10.2. SoBoLev INEQuUALITY. — We now discuss the Faber—Krahn part of Pleijel’s
proof. In fact, as in the previous section it will be more convenient to work with the
Sobolev inequality rather than the Faber—Krahn inequality. Thus, in this subsection
we try to get a good lower bound on the Sobolev constant C5°P(G) in

2/q
// \Veul?d¢, déy > C5°P(@) (// |9 d¢; d@) ,
Gl XGQ Gl ><G2

where we abbreviate
o 2(Q1+Q2)  2Q
T2 Q-2
For the validity of the inequality we require @ > 3.
We use the Sobolev inequality on G; (assuming Q; > 3),

G1 e

as well as the following Sobolev interpolation inequality on Ga,

0 1-6 2/q
(/ vg2u2d<2) (/ |u|2d<2) > CN(Gy) (/ |u|‘1d<2) ,
Go Go Ga
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where the parameters q and 6 are related by

1_1-0,,0:-2

q 2 2Q)2
When @2 > 3, this inequality holds in the range 6 € [0, 1], corresponding to g €
2, %], while if Q2 = 1,2, it holds in the range 6 € [0, %), corresponding to
q € [2,00).

These inequalities are known to hold; see, for example [31, 87] for the case of
dimension @1, Q2 > 3. We do not know of an explicit reference for the inequality in
case Q2 = 1,2, but it can easily be deduced from existing results in the literature. One
way is to proceed as in the proof of Lemma 3.7 by ‘artificially’ adding a factor of R¥
(with its additive group structure) and applying the result in dimension > 3. Another
way is to apply [7, Cor. 3.6], which reduces the validity of the Sobolev inequality to
the validity of another inequality. In the present case we can use [7, Th.8.1] in view
of the validity of the isoperimetric inequality on Ga; see, for instance, [41, Prop.1.17
and the following remarks].

We will apply the Sobolev interpolation inequality with the parameter

Q 1 1 1
bo=—7=, —=5-—5
Q¢ 2 Q
Note that this choice satisfies 612 € [0,1] if Q2 > 3 and 612 € [0, %) if Q = 1,2
(recall that we assume (1 > 3), so the Sobolev interpolation inequality is indeed
valid.
Proceeding in the same way as in the proof of Proposition 9.3, we obtain the

following bound for the Sobolev inequality on G:

Sob GN Sob Q1/Q Q
(10.3) C°?(G) = C;7(G2) (C>°*(Gh)) W,
where we recall that ¢ is determined according to 1/¢ =1/2 —1/Q.
When both @1 > 3 and Q2 > 3, we can apply Hélder’s inequality to deduce that
C’qGN(Gg) > (C’SOb(Gg))QQ/Q and obtain the more symmetric bound

Sob Sob Q1/Q (~Sob QR2/Q Q
(10.4) CoP(G) = (C™P(G)) ™1 (CPP(Ga)) ™ QT2
10.3. PrLeuEeL’s THEOREM. The proof of Pleijel’s bound in Theorem 7.1 extends

with obvious changes to the case of general stratified nilpotent groups. Bounding
the Faber—Krahn constant that appears in this bound by the corresponding Sobolev
constant as in Lemma 9.1, we arrive at a Pleijel-type bound with constant
~ -Q/2 _
(@) = (€5 (@) "W).
In particular, when both @; > 3 and Q2 > 3, we can insert formula (10.2) and
inequality (10.4) and arrive at the bound
Qin/2 2Qz/2 I‘(%+1)
QU2 T(L+1I(L+1)

(10.5) Y(G) < 7(G1)(G2)
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Specializing to the case Gy = R* we can get

Turorem 10.1. — Let Gy a stratified nilpotent group of homogeneous dimension
Q1 = 3. Then there exists ko(G1) such that for any k > ko(G1), Pleijel’s Theorem
holds for the Dirichlet realization in any domain Q@ C Gy x R of the canonical
sub-Laplacian associated with the group Gy x RF.

More generally, assume that GGy a stratified nilpotent group of homogeneous dimen-
sion 1 > 3 and assume that ng) is a sequence of nilpotent groups such that the
homogeneous dimensions Qék) tend to oo and the corresponding constants ﬁ(Gék))
tend to 0. Then there exists k¢ such that for k > ko we have

(G, x Gy < 1.

Proof. — We prove the more general assertion described after the theorem. According

to Stirling’s approximation, we have
T +2

~@tn2p(TE2\) _ ¥ 1 1
(10.6) ln(x I‘( 5 )) 5 In(2e) 5 Inm+0(z™") aszx — oo

Writing Q%) = Q1 + Q). this implies that, as k — 400,

QR /2 p(Q™) /2 + 1) 1\Q1/2
(Q?k))Q(k)/2 F(ng)/Q + 1) — (%) ’

The assertion then follows from (10.5) and the assumption ﬁ(ng)) — 0. O

11. A SECOND BOUND ON THE FABER—KRAHN CONSTANT

11.1. Precivinary piscussion. — While in the previous two sections we have used
the Sobolev constant to get bounds on the Faber—Krahn constant, we will use in this
section the isoperimetric constant for this purpose. In those previous two sections
we have faced the difficulty that the optimal Sobolev constant on H, x RF is not
known when k£ > 1 and our main work consisted in getting bounds on this constant.
Similarly, the optimal isoperimetric constant on H,, x R* is not known when k > 0
and we will try to get bounds on it. We emphasize that the isoperimetric constant
is even unknown in the case of H,, (that is, & = 0), despite a famous conjecture of
Pansu [74] and several efforts to prove it, which we cite below.

It is known that, in a relatively general setting, the validity of an isoperimetric
inequality implies the validity of a Faber—Krahn inequality; see [14, 7, 87]. These
works also provide bounds on the Faber—-Krahn constant in terms of the isoperimetric
constant, but the numerical values in these bounds have not been the main concern in
these works and, as far as we know, they are not sufficient to deduce Pleijel’s theorem.
In contrast to these works, we will use methods that are more specific to the problem at
hand and use the particularities of the Heisenberg group and of Euclidean space. (For
instance, in Lemma 11.4 we use the form of the Green’s function on the Heisenberg
group, and in Theorem 11.8 we use the isoperimetric inequality on Euclidean space.)
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11.2. DeriNrrions. We study the isoperimetric inequality in H, x R* from the
point of view of the theory of sets of finite perimeter. For an introduction to this
theory in the Euclidean setting we recommend [62]. From this theory we recall, for
instance, that the perimeter of a measurable set £ C R is defined as

Pergr E := sup{/ divpdw : ¢ € CHR* RF), || < 1}
E

and that for bounded sets with C! (or even Lipschitz) boundary this coincides with
the standard surface area of the set; see [62, Ex. 12.5 & 12.6]. The definition of sets of
finite perimeter goes back to Caccioppoli and their theory was developed by De Giorgi.
There is a natural and well-known extension of this theory to the setting of stratified
nilpotent groups, but we limit ourselves here to the case of H,, x R¥. In this case the
(horizontal) perimeter of a measurable set £ C H,, x R¥ is defined to be

n

k
Pery g+ (E) = sup{/ (Z(Xjap +Yp)+ Z WM) drdydzdw :
E

j=1 i=1

@ € CHH, x RF R*™ %) o] < 1}.

We denote by I(H, x R¥) the largest constant such that for every measurable set
E C H,, x R* of finite measure one has(1%)

Perﬂ-ﬂnx]Rk (E) > I(Hn % Rk) |E|(2n+1+k)/(2n+2+k)'

For background and further details we refer to [39], as well as the textbook [13]
treating the model case of H .

11.35. SymmEeTrIZATION. — In this subsection we show that a bound on the isoperi-
metric constant implies a bound on the Faber—Krahn constant. Arguments in this
spirit are known in the Riemannian context and appear, for instance in [10, Th.I.1.5].
As usual, j, 1 denotes the first positive zero of the Bessel function J,,. For the definition
and properties of Bessel functions, we refer to [1].

Prorosition 11.1. — Forn >0 and k > 0, we have
C(H, x R¥) > I(H, x R)? (20 4+ 2+ k) 2505, 1 4) /2.1

The proof shows that equality holds in the Faber-Krahn inequality with the value
given by the right side, provided that every superlevel set of the eigenfunction u
attains equality in the isoperimetric inequality. This happens in the Euclidean setting

(16)More generally, for a nilpotent stratified group G of homogeneous dimension @ the isoperi-
metric inequality reads

Perg(E) > I(G) |E|(@~1/9.
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where n = 0. In this case, we have

I(Rk) _ k(k_l)/klgk_1|1/k, and
(11.1) FK ok 2(k—1)/k|qk—12/k7.—2 :2 2/k .2
CRY) =k IS* R T 2y 20 = Wi T (k—2)/2,10

where wy, is the measure of the unit ball in R¥; see, for instance, [62, Th. 14.1] or [86]
for the first equality and [37, Th. 2.54] or [59, Th.5.1.2] for the second one.

Incidentally, it follows from (11.1) that the inequality in Proposition 11.1 can be
stated as

(11.2) CFK(H,, x R¥) I(H, x RF)~2 » OFK(R2n+2+k) [(R20+2+h)=2,

Proof. — We abbreviate D := 2n + 2 + k. (This is the homogeneous dimension of
H,, x R*, but we avoid the notation ) which elsewhere we used for 2n + 2.)

Our goal is to prove inequality (7.3) for a given open set Q C H, x R¥ and a
given function u € C}(Q). (It will then extend to S3(Q) by density.) By truncation
properties of Sobolev functions we may assume that u > 0. We define u, to be a
nonincreasing function on (0, 00) such that

|{u>T}|:/ rP=tdr  for all 7 > 0.
{us(r)>7}

(We could multiply the right side by a constant, for instance |[SP~!|, to make it look
more like R”, but this does not change the final outcome.) It follows from the layer
cake formula that, for any ¢ > 0,

(11.3) / ul dx dy dz dw = / uy (r)9rP =1 dr.
H,, X RF 0
We are going to show that, for any p > 1,
(11.4) / Vi, ulP dz dy dz dw > 1P, D~P(P=D/P /Oo(fu;(r))p P dr,
H,, xRF ' 0

where, for short,
L g = I(H, x R¥).
To prove this, we note that the co-area formula implies that

) s ([ el A e Lo ) d

Let us explain the notation used here. First, we abbreviated

n k

Vi, et = | Y (X5u)2 + (YVju)?) + ) (Wu)?.

j=1 i=1

Next, in the proof of the co-area formula one shows that the sets {u > t} have finite
perimeter for almost every ¢, and |Vy, «gr 1{y>¢}| denotes the corresponding perimeter
measure. To recall the definition of the latter, let us note that, by Riesz’s theorem,
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if F is a set of finite perimeter, then there is an R?"**_valued Radon measure pp on
H,, x R* such that

n k
/(Z(Xjﬁp+yjs0)+ZWi<p>dxdydzdw:_/(p.dME
B\j=1 i=1 E

for all p € CL(H, x R¥,R?"**). The perimeter measure |V g 1p| := |pg| is the
corresponding total variation measure. Note that, in particular, we have

PeI‘HnXRkE: /d|anka]lE|.

(Whenever {u = t} is a sufficiently smooth hypersurface the perimeter measure
|V, xrs Ly | is concentrated on {u = t}.)

For a textbook proof of the co-area formula in the Euclidean case we refer to [62,
Th. 13.1]. The corresponding formula in the case of stratified nilpotent groups appears
in [39, Th. 5.2] and [33, Cor. 2.3.5].

It follows from (11.5) that

d _
2ol > 7H == [ 1V, el A L

By the assumed isoperimetric inequality and Holder’s inequality with 1/p+ 1/p" =1,
(in fact, only p = 2 will be relevant), we have

Loil{u > 7} PP < Pery gu{u> 7} = / AV L]
1/p’
< ( / ankau-ldWanRkn{uNu)

1/p
x </|VHnkaU|p_1d|VanRk1{u>r}) .

The previous two relations combined give

B _ d —p+1
[ 1V, Vi Loy 2 2l > HP 0P (< g )

By the co-area formula again, we deduce that

/H y |VHnu|pda:dydzdw:/ /|anxwu|1’—1d|anka1{u>T}|dT
n X O

& d —p+1
S P p(0-1)/D(_ 4L .
>0 [ s e

Note that the right side depends on w only through the function 7 — [{u > 7}|.
We express it through the function u,.

For the sake of simplicity we assume that wu, is strictly monotone. The general case
can be treated as well, but the idea becomes clearer in this special case. The general
case can be handled along the lines of [58, Th.15.29]. Under the strict monotonicity
assumption we can then define a function [0, ||u||s] 2 7 — R, € (0,00) by

us(Ry) = 7.
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It follows that
|{u>7'}|:/ rP=Ydr = D7IRP.
{ux(r)>7}

Moreover, one can show that, if u is weakly differentiable, then u, is absolutely contin-
uous (an argument of this type in the Euclidean case can be found in [58, Th. 15.23])
and we have

u,(R,)R, =1

where the dot denotes differentiation with respect to 7. It follows that

o0 _ d —p+1
/0 fu >} (s ) dr
— _D—;U(D_l)/D /00 R‘rD_l (—U;(R.r))p R‘r dr
0
= p—p(D=1/D /OO P (=l (r))P dr.
0

Thus, we have completed the proof of (11.4).
At this point we specialize to the case p = 2 and recall the one-dimensional in-
equality

R R
/0 U’(r)zerl dr > j(zD—z)/2,1 R72/0 U(T)QTD*1 dr,

valid for all R > 0 and all absolutely continuous functions U on (0, R] with U(R) = 0.
This follows from the Faber-Krahn inequality in RP when restricted to radial func-
tions; see, e.g., [37, Th.2.54]. We apply the above one-dimensional inequality to
U = u, and R = Ry. If we insert

2] = {u> 0} = D" 'Rg,

we obtain the claimed inequality. (|
11.4. Pansu’s CONJECTURE AND ITS CONSEQUENCES. — The validity of the isoperimetric
inequality in H = H; (that is, the fact that I(H) > 0) is due to Pansu [75]. In [74]
Pansu made a conjecture about the set that realizes the optimal constant I(H). In the
references given below this conjecture is generalized to H,, with n > 2 and, after a
computation, we find:

o, (2n + 2)7321; F(2n2+3)42n1+2 71-2(221:-12) Q%H (Pansu’s

T o1 T(n+1)w conjecture);

(11.6)  I(H,)

see, e.g., [26]. (The extra factor of 21/("*+1) compared to their formula comes from the
fact that they use 0, + %yjaz etc., while we use 9, + 2y;0. etc.)

Pansu’s conjecture is generally believed to be true and has been verified under
certain additional assumptions [79, 26, 80, 78, 70, 72]; see also [56, 57, 15, 16] for a
sample of contributions to this problem, as well as the textbook [13] for an introduction
to the isoperimetric problem on the Heisenberg group.
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We recall that in Subsection 9.2 we have proved Pleijel’s theorem in H, when
n > 4. Now we will prove it in the remaining dimensions, assuming the validity of
Pansu’s conjecture.

Cororrary 11.2. Assume that Pansu’s conjecture holds for some n € {1,2,3}.
Then the Pleijel constant v(H,,) satisfies for the corresponding value of n
(11.7) ~v(H) < 0.406114, ~(Hs) < 0.155327, ~(Hs) < 0.0641172.

Proof. We abbreviate @ = 2n + 2. The conjectured value for I(H,) given above
leads, via Proposition 11.1, to the bound on the Faber—Krahn constant

9 Q-1 1,2 Q-1 2
CFK(Hn) > Qe (Q_Q)QF(Q%)SW Q49 72]%72
@-17r($)s =
(Q-2PT(YhErTT 4t

Q-2 -
Qe@Q-1r(He T
This leads to the bound on the Pleijel constant

—1OT(2)2
Q(Q ) (2 Q_14 JET%J W(Hn)_l

FK —Q/2 -1 _
(E,) < (OB W) = e

Using Subsection 8.1, which gives

1 1 1 12 — 72
128’ (H2) 4827 (Hs) 27.768 w2

and the values [1, Table 9.5
i1~ 3.8317, jo1 ~ 5.1356, js1 ~ 6.3802,
we get (11.7) and the corollary. O

W(H) =

11.5. A BOUND ON THE 1ISOPERIMETRIC CONSTANT IN IH,,. — In this subsection we prove
a lower bound on I(H,) which is reasonably good in small dimensions n = 1 and
n = 2. To state this bound, we need two constants,

n—3 n\2
- 7rnJrl

(11.8) e, :

and, setting QQ = 2n + 2,

- n (Q@-1)/Q
(11.9) €, := Qe <7r” FQ(%) L3 + mety) T+ Z(QQ‘”)>
Pig +2) TG + agin +3) Tn + 3gry)
For n = 1 we can write the latter constant without Gamma functions, see (11.13)
below. In any dimension it can easily be evaluated numerically.
These two constants appear in our bound on the isoperimetric constant. More
precisely, we will prove the following theorem.

Taeorem 11.3. — For any n € N,

I(H,) > ¢, (e,)~ "
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We will prove that for any measurable set £ C H,
(11.10) [ e < eae e [, u0)dc
E H,

Here and below, we denote variables in H,, by ¢ and we write

Vi, u(C)] = Z((XjU)(O2 + (Yju)(€)?)-

If we prove this inequality for, say, Lipschitz functions u with compact support, then,
by a standard approximation argument, it will extend, with the same constant, to
all functions g of bounded variation satisfying |{|u| > A}| < oo for all A > 0. (The
bounded variation condition is understood in the Heisenberg sense, as discussed, for
instance, in [13, §5.1].) In particular (11.10) is valid for the characteristic function of
a set of finite (horizontal) perimeter. Since

/ Vi 15(C)|d¢ = Perg, E and /]lE(C)dC:\EL
H,, E

we obtain the inequality stated in the theorem. Thus, it remains to prove (11.10).
Our analysis is based on the following well-known representation formula, where
we use the notation

(2,5, 2) | = ((|2* + |yl*)* + 25" for (x,y,2) € Hi.
Lemma 11.4. — With C,, from (11.8),
u(¢) = G”Z/H (XD ) (Xu) () + (Y5 ID(E n) (Yju)(n) .

¢l 9t

Here (~'n denotes the inverse of ¢ composed with 1 in the sense of the Heisenberg
group.
Proof. — As shown by Folland [30],

€)= =€, 3 [ 1 A + ¥ )y

with g
e 2"'I(3)
The explicit expression for ©,, can be found, for instance, in [12, Eq. between (1.2)
and (1.3)] or [19, Th.1.2]. (Meanwhile, there seems to be a computational error in
the constant in [13, Th.5.15].)

Integrating by parts, we find

- / 1C 1l QX2 + Y2)u)(n) dn

n

= / (X1l (Xgu) () + (Y lI¢™ )P~ Q) (V) () dn.

n
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On the right side, the vector fields X; and Y; act with respect to the n variable.
By left invariance, we find
X516 01279 = (XGIP ¢ ) = 2 = QNS all =G D EC )

and similarly for Y. This proves the claimed formula. ]

We deduce from Lemma 11.4 that for any measurable set £ C H,,,

=g, [ 3 [ CADE MO+ GO 1,

i, S

Here we used Fubini’s theorem. The arguments given in Lemma 11.5 below show that
the integrals are absolutely convergent, so the interchange of integrals is justified.
Our goal is to bound

CGIFDE ) (X () + (51D ) (Yy) ()
Z/ IC-tpR-1 I

from above, for any fixed 7. Abbreviating a; = (X;u)(n), b; := (Y;u)(n) and F :=
E~n={¢"'n: ¢ € E}, we need to bound

"7 a1 + b D)
Z/F EEE *

¢

from above. Note that
[F|=|E~'g| and |a]?+ [b]* = [V, g(v)]*.

Lemma 11.5. — For any a,b € R™ and any measurable ' C H,,

a; (X5 [N (€) + b, (Y]I-1)(€) P 1/Q )2 211/2
> TR 48 < €11 Jf? + 1)

with €}, fmm (11.9).

Let us accept this lemma for the moment and use it to complete the proof of
(11.10). According to the above argument, we find, for any n € H,,

(G-I ) (Xu) () + (V51D ) (V) (n) BRIV
Z_/ [C—Tp@-T d¢ < CL|ElV % |V, u(n)].

Consequently, we have shown that

/ w(€) dC < C,CL|E|Y/@ / Vs, ()] din.
FE

n

This is the claimed inequality (11.10). It remains to prove Lemma 11.5.

Proofof Lemma 11.5. — Let us abbreviate

0, (5D + b (VD)
Z/ HﬁllQ 1 “
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We think of the inequality in the lemma as an optimization problem, where we want
to maximize I[F] among all sets F' of a given measure. By homogeneity the value of
this fixed measure is irrelevant.

We know by the bathtub principle (see, for instance, [60, Th.1.14]) that there is
an optimal set F} for the inequality and that this optimal set is given by

r-{cem,: $o GG DO +BOINE 8
j=1

13k

for some x > 0. In fact, as already mentioned, by homogeneity, the value of « is
immaterial and we will set it equal to 1 in what follows. Thus, we have, for any set
F C H,,

I[F) < I[F]

e S R

and our task is to compute the right side. More precisely, we want to show that

1[F)

o7 = Callal® & b2y

with €/, from (11.9).
We begin by bringing I[F] in a more explicit form. Writing £ = (, y, t), we compute
(X5 1-D©) = 17> (= + [yl*)a; + ;i)
511D = el ((=]* + y*)y; — z5t),

SO

a;j (XG[-[D(€) + b; (Y5l (€)
19/

(Iz* + ly*)(a - z) + (a-y)t + (> + [y[*)(b-y) — (b-2)t
1§19+ '

In particular,

t = [ Qo)) (o) P )0 = o)

and

_ el + ) 2) + () + (ol + )b y) — (-2
r-{ecm G -1}

We claim that |F,| and I[F.] depend on a and b only through |a|? + |b|. Indeed,
from the above expression it is obvious that the two quantities do not change if a
and b are simultaneously rotated by the same rotation matrix. This implies that the
two quantities depend on a and b only through |a|, |b| and a - b. We also see that the
two quantities do not change if we apply a two-dimensional rotation to (aj,b;). This
implies that the two quantities depend on a; and b; only through a? + b?. This proves
the claim.
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As a consequence, we may set a := 4/|a|? + |b|? and assume that a = e, and
b = 0. Thus, we have

2 2 n nt
(|2]* + |y|*)zn +y >1}

F,=1¢€H,: a
{ 1€+

and we need to compute

|Fi| and I[F*]:/ @

Fy

(e + [y + vt
Bk |

To perform these computations, we introduce coordinates
T = r\/siTHcosgoj wi, Y; = r\/siTHSingoj wj, t=r?cosh,
where
r>0,0€c(0,7), o= (p1,...,0n) € (—m,7)" = T" and w € S"" ' N (0,00)" =: %.
We claim that in this parametrization, the measure is given by
(11.11) da dy dt = r9  dr sin" "1 0 df du(w) de,
where dyp is standard Lebesgue measure on T™ and where dp(w) = wy - - - wy, dw with
the standard surface measure dw on S”~!. More explicitly, if we parametrize w € 3 by
w1 =sinf,,_1sinf,,_o---sinf,

wo =sinf,,_1sinf,_o---cosby,

wWp—1 = siné,_1 cosb,_o,
Wy, = cosB,_1,
with 0 < 6; < 7/2, then
n—1
dp(w) = wy -+ wy dw = H sin® =1 0, cos 0; db;.
j=1
The latter formula follows immediately from dw = H;:ll sin/ ! 0;do;.
We point out that when n = 1, then ¥ = {1} and p is trivial in the sense that
p({1}) = 1.
Let us provide the details for formula (11.11). First, for each j, we introduce polar
coordinates
T; =T1;C0805, Y;=r;sing;,
and note that
dxj dy; = rydr; dp;.
Next, we consider (rq,...,7,) as an element of R™ and introduce hyperspherical co-
ordinates in R",
Tj = pwj
with p > 0 and w = (w1, ...,w,) € S 1N (0,00)" = X. We have

dri---dry, = p" tdpdw,

JEP. — M., 2095, tome 12



PLEIEL THEOREM FOR SUB-LAPLACIANS 145

S0
dedy = p*"Vdpwy - wypdw = p*Hdp dp(w).
Finally, we set
p= rVsinf, t=r?cosf
and compute easily
dpdt = r*(sin 0)~Y/2 dr do.
Inserting this into the above formula for dx dy, we obtain the claimed formula (11.11).
In these coordinates we have

(|| + |y|*)zn + ynt Vot w sin 6 cos @, +cosfsing  Vsinf wy, sin(f + ¢,)
€|+ - ! re-t - re-t '

In particular, the constraint a((|z|? + |y|2)2n + ynt)/||€] 92 > 1 can be written as

. . 1/(@-1)
r< (a sin 6 wy, sing (0 + gan)) :

This allows us to carry out the r-integration and to obtain

|F,| :/ dcp/d,u(w)/ do sin" "t [ drr9'1p
™ 0

Q/(Q-1)
= @/(@-1) ! / dgo/ du(w / de sin”_le(\/sinewn sin+(9—|—g0n))

and

T oo /sin 0 . sin (6 "
I[F,] :a/ dcp/ d,u(w)/ de sin"_lﬂ/ drr@'1p sin 6 wn sin(0 + on)
n by 0 0

rQ—1
:a/ d<p/ du(w)/ df sin" 16
™ b 0

X Vsin 0w, sin(f + ¢,,) (a sin 6 wy, sing (0 + ©,,)

)1/(Q—1)

Q/(Q-1)
= /(@1 / dcp/ dp(w / de sin"_lg(\/sinewnsin+(9+gon)> )
Thus,
I[Fy] 1/Q
TARCA

7 Q/(@-1\ (@-1/Q
X (/ dgp/ d,u(w)/ df sin"~1 g (\/sinﬁwn sin+(9—|—tpn)) > )
™ b 0

It remains to compute the integral on the right side. The (p1, ..., p,—1)-integral
can be computed immediately. Moreover, for fixed 6, we can compute the p,-integral
by translation invariance. We obtain

/ d(p/ d,u,(w)/ df sin" 16 (v sin 6 w,, sing (0 + ¢,,)
™ b 0

= (QW)TL—l/ dp sinQ/(Qfl)ap/ do SinanQ/z(Qﬂ)g/ dﬂ(w)wg/(Q—u.
0 0 >

)Q/(Q*l)
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1

Using the beta function identity

AP B INCINED)
2z1—1 2z9—1 _ —
2/0 dt (sin t) (cos t) = B(z1,22) = T2 T 22)
we compute
™ (-1
[ @ g = 20
0 F(Q(Q—l) + 5)

n Q
I'(5 + 1)

F(%‘F%‘F%)

/ df (sin”~1+Q/2@Q=V gy — \/x
0

and, when n > 2,

/Zd,u( )w@/(@=1 (H/ df; sin¥~1¢; cos9>

x/ df,,_1 sin®*736,,_ cosl+Q T0,_
0

(1 r'(j) )1F(n—1)F(1+2(52_1))
I+ 55ry)

=i

2T(j +1)

1 PO+ 5ry)
F(’I’L‘Fm)

For n = 1 the same formula remains valid, for in this case the integral is trivially

—n

equal to one. Thus, we have shown that

2Q-1 n Q (Q-1/Q
IR ove < o) T+ Q- ) PO+ 5= 1))>
[FJUe ~ P(sie=1 + 3) T3 + 1051 + 3) D0+ 55573)

=aC),.
This completes the proof of the lemma. O

At this point the proof of Theorem 11.3 is complete. We now bring the lower bound
in the theorem in a more explicit form in dimensions n =1 and n = 2.

Cororrary 11.6. — Forn =1,2 one has

T(12) 7(2) \**

I'(15) F(i%))
Let us discuss the value of the lower bound of I(H). Numerically, one has
8-379/871/% ~ 3.09468.

I(H) >8-3798xY4 and I(Hy) > n*/36~ 1/6<

This should be compared with Pansu’s conjecture (11.6), which gives the value
(11.12) 2°/2373/471/2 ~ 4.39854.

Thus, our value is still quite a bit away from the conjectured sharp value. On the
other hand, it improves over Pansu’s original value

(87/3)Y/* ~ 1.7013.
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See [75] and also [13, (7.15)]. (The discrepancy to the latter formula by a factor of 41/4
comes from the different normalization of the vector fields used in that reference.)

Proof. — The claimed formula for n = 1 follows from Theorem 11.3, the value C; =
(4m)~1 and
(11.13) @) = 2713%/873/4,
To prove the latter formula, we note that, since Q = 4,
3/4
¢y~ (LRI
L) T(3)
By the reflection formula for the gamma function we deduce
LOTE) _ §TETE) _3TEN(E) 3wz _3sinf 3 B e
PTG 3030 4TETE) 4 my 4sing 4 30 4

This proves the claimed formula (11.13).
The formula for n = 2 follows directly from Theorem 11.3, using the definition of
Gy and C5. O

Remark 11.7. — If one uses the lower bounds on I(H,,) from Corollary 11.6 for n =
1,2 and inserts them into Proposition 11.1, one obtains a lower bound on CT¥(H,,)
that is better than the bound given by Lemma 9.1 and the Jerison-Lee value (9.1).
Explicitly, we obtain CF¥X(H) > 8.78829 ~ 27 x 1.3987 and CT¥(H,) > 17.9011 ~
27/31 x 1.13064. This leads to the bounds

~(H) £ 1.65737 and ~(Hs) < 1.26183,

which are both unsatisfactory. We do see, however, that these values are better than
the bounds from (9.2), which are stated after Proposition 9.2, viz.

~v(H) < 3.2423 and ~(Hs) < 1.8238.

When n = 3, the lower bound from Theorem 11.3, when inserted into Proposition 11.1,
does not improve over the bound on C¥¥(Hj3) given by Lemma 9.1 and (9.1).

Despite the negative results in the previous remark, we will see that Theorem 11.3
will be useful when dealing with H,, x R* with n =1 and n = 2.

11.6. A BOUND ON THE ISOPERIMETRIC CONSTANT IN H, x R¥. — We recall that
I(H, x R¥) denotes the isoperimetric constant on H,, x R*. Here we prove a lower
bound on this constant in terms of I(H,,) (and the known isoperimetric constants in
Euclidean space).

Tarorem 11.8. — For any n,k € N,

I(H,) )(2n+2)/(2n+2+k)

I(Hn x Rk) > I(R2n+2+k)<m
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The proof of the theorem relies on the following lemma that concerns functions v
of bounded variations; see, e.g., [58, Chap.2 & 7]. By definition, the distributional
derivative of v is a measure. By Lebesgue’s decomposition theorem we can write this
derivative as the sum of a singular measure Dv® and a measure that is absolutely
continuous with respect to Lebesgue measure and whose density we denote by v'.

Levva 119, — Let N > 2 and let v € LN72/N=Y(R) be a function of bounded
variation. Then, for any B > 0,

[ o= @R+ 100 ®) -
> I(RN)(I(R?VI))NUN (/}R o] dt) .

If N = 2, we understand vV ~2/N=1 as the characteristic function of {|v| # 0}, and
we understand the assumption v € LN~2/N=1(R) as requiring that this set has finite
measure.

If in the first formula in (11.1) we replace [S¥=1| by 27%/2T'(£)~1, then we see that
I(R*) can be defined for any (not necessarily integer) real number k > 0. With this
definition, Lemma 11.9 remains valid for (not necessarily integer) N > 2. However,
for us only the case where N is an integer case is relevant and we only provide the
proof in this case. We note that by scaling, if the inequality holds for one value of
B > 0, then it holds for any such value. Thus, we may assume that 3 = I[(RV~1).
In this case, the lemma follows from the isoperimetric inequality in RV applied to the
set {(2/,zn) ERVN I xR : wy_1]|2' |V~ <w(xy)}, where wy_1 is the volume of the
unit ball in RN~

Proofof Theorem 11.8. — Let E C H,, x R* have finite measure and finite perimeter
and set

u(t) .= |{¢ € H,, x RF-L. (¢, t) € B},
p(t) := Pery ygr—1{C € H, x R*"*: (¢,t) € E}.

It follows from Fubini’s theorem that v is an integrable function with

/v(t) dt = |E.
R

Moreover, one can show that v is of bounded variation and that p is integrable and that

PeankaE>/\/p2+(v’)2dt+\Dv(S)|(R).
R

(This requires some work. Similar facts appear in the review paper [86] on the isoperi-
metric inequality on R*.) We bound

p(t) > I(H, x RF 1) y(t)@nth)/Cntktl) for all ¢ € R
and apply the lemma with 8 = I(H,, x R*~!) and N = 2n + 2 + k to deduce that

I(H,, x Rk-1) ) (2n+1+k)/(2n+2+k)

|E|(2n+1+k)/(2n+2+k)
]<R2n+1+k) :

Pery spr B > I(R2"+2+k)(
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Thus,
I(H, x R’“l))(2n+1+k)/(2n+2+k)

I(R2”+1+k)
Dropping n from the notation and abbreviating

ue = (I(H,, x R¥)/I(R#F2+F)

I(Hn % Rk) > I(R2n+2+k)<

)2n+2+k

)

we can write this bound as ¢; > tx_1. Thus, ¢ > g, which is the assertion of the
theorem. n

As an immediate consequence of Theorem 11.8 and Proposition 11.1 (in the form
(11.2)) we obtain the following lower bound on the Faber—Krahn constant.

Cororrary 11.10. For any n,k € N,
I(H,) )2(2n+2)/(2n+2+k)

. FK ky s OFK 2nth+2y(_2Un)
(11.14) C™*(H, xRY) > C"*(R )(I(R2n+2)

One can bring the bound (11.14) into a somewhat more explicit form by using the
explicit expressions for CFK(R2"+F+2) and I(R*"*2) from (11.1).

With the help of Corollary 11.6 we are ready to prove that v(H,, x R¥) < 1ifn =1
and k >2orifn=2and k > 1.

Proof of Theorem 7.2. Cases n=1 and n=2
We recall the expression for W(H,, x R¥) from (8.7) and write it as
W(H,, x R*) = W(R" T2 YW(H,, ) (47)" 1T (n + 2).
Using Corollary 11.10 we find that
I(R2n+2)
I(Hy)
Note that the upper bound depends on k only through v(R2"*2+k) We recall from
[48, Th.5.1] that the sequence d + (R?) is decreasing. Therefore, if we can show

that the upper bound is < 1 for (n, k) = (1,2) and (n, k) = (2,1), then the assertions
of the theorem for n =1 and n = 2 will follow.

(11.15) 7(H, x RF) < y(R2F2+F) ( >2n+2W(Hn)’1(4w)’"’1F(n +2)7L,

Casen =1. — Recalling from (8.4) that W(H) = 1/128, we get

1k 4
POV @)™ (Ui o)

2
I'(3)
(11.16) = 2D (SR (1(H) ™ (Udorn20)
Specializing further to k = 2, this bound becomes
y(H x R?) < 2'78% (I(H)) ™ (1/j2,1)° -

We have j2 1 &~ 5.13562 [1, Table 9.5] and, using the lower bound on I(H) from Corol-
lary 11.6, we obtain

+k

V(X R) < 44 ( (W(H)) ~ 2*

7(H x R?) < 0.701019.
This is < 1, as desired.
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Casen = 2. — Recalling from (8.5) that W(Hy) = 1/482 7, we get

Bk o . B
F(F(Z))> (I(H2)) ™ (1/daiy/za)” (W(EH)) ™ 2"

_ ) 6+k
= 212+k36771—‘(8%k)2 (1(Hz)) ¢ (1/](4+k)/2,1) "
Specializing further to k = 1, this bound becomes
y(Ha x R) < 2°3%5%7%7 (I(Ha)) ~® (1/75/2.1) " -

We have j5/51 ~ 5.76346 [1, Table 10.6] and, using the lower bound on I(Hy) from
Corollary 11.6, we obtain

~+(Ha x RF) < 66<

~v(Hy x R) < 0.823715.
This is < 1, as desired. |

As another application of Corollary 11.10 we now show that Pansu’s conjecture
implies Pleijel’s theorem.

Proof of Proposition 7.3. — In view of Theorem 7.2 and Corollary 11.2 it suffices to
prove that Pansu’s conjecture in H implies v(H x R) < 1. Arguing as in the previous
proof, we want to show that the right side of (11.16) is < 1 when k& = 1 and when I(H)
is replaced by the conjectured value on the right side of (11.6), which is 25/23=3/471/2,
see (11.12). Using js o1 ~ 4.49341 [1, Table 10.6], we obtain

U (D)2 (2523734 x 1 /2) N h 22639107 < 1,

as claimed. O

Part 3. AprPENDIX
,A]’]’ENDTX A T;OC/\L LINEAR INDEPENDENCE

In our description of the nilpotent approximation in Section 3 and in the proof of
our main theorem in Section 5 we made use of results by Rothschild [81] that were
established under the assumption that the vectors Xi(x), ..., X,(z) are linearly inde-
pendent at one (and hence, by equiregularity) any point € M. In this appendix we
show that locally around any given point we may always reduce ourselves to the case
where this is satisfied. We emphasize that this is well-known in sub-Riemannian ge-
ometry and we briefly sketch the proof in that language in Subsection A.3. We think,
however, that it is beneficial to also give an elementary proof “by hand”. Finally,
in Subsection A.4 we discuss topological obstructions to a global version of this state-
ment.

To be precise, in this appendix we work under Assumptions 1.1 and 1.2 and we
recall that n; = dim D, («). We shall prove the following.

Lemma A1, For any xo € M there is an open neighborhood W C M of xg and
smooth vector fields X1,...,X,, defined in W such that

(A1) span{Xy(z),... X,, (z)} = Dy(z) forallz e W
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and N
A=Y "X:X,f forall f € CHW).
j=1
The vector fields )~(1, e ,)?nl still satisfy Assumptions 1.1 (with the same r) and 1.2
(with the dimensions n; ).

A.1. A rirst ExampLE. — To start, we consider the example where

~Ax = X1 X1+ X2 Xo + X3 X;.
We suppose that Assumptions 1.1 with r = 2 and Assumption 1.2 are satisfied, but
we assume that at each point x € M the space generated by X (z), Xa(z), X3(x) is
of dimension 2.

Let us derive Lemma A.1 in this particular case, that is, show that locally, we can
represent —Ax in the form

~Ax = X{ X + X5 X,
for suitable vector fields X 1 )N(g, such that for all z in a neighborhood of a given point
the vectors X;(x) and Xa(x) are linearly independent and belong to D1 (x).

We proceed as for the proof of the Morse lemma. Let us assume that X; and X,
are linearly independent in some open set W in M. Hence we can write for x € W

X3(z) = a1(2) X1 (2) + az(z) Xa(x)

with two smooth functions a; and as on W. The two desired vector fields are given
by

Y — 2 ajiaz
X1 =+14+a7 X5 + 7WX27

v 14+a2+a2
Xy = L2 X,
2 1+a§ 2

(A.2)

Clearly X 1 and )?2 are linearly independent. Note also that

[)?1,)?2] =1/ 1 + a% + CL% [Xl,XQ] + b1X1 + b2X2

with two smooth functions by and b, on W. This proves the assertions of Lemma A.1
in this example.

In passing we mention that in this case we can take as an adapted flag (see Sec-
tion 3) the vector fields )?1,5(2, [551,5(:2], so that the group G, is the Heisenberg
group.

A.2. GENERAL ARGUMENT. — The argument in the general case is as follows: we con-
sider a sub-Laplacian A%’“ = —Y" | X/X; and assume that p > n; (for otherwise
there is nothing to prove). For f € C°° (M) we consider

Q@) =) (X, f(x))*.

j=1
We choose ny vector fields, which we can assume to be X1, ..., X,, (up to relabel-
ing), that are linearly independent in a neighborhood of some point o € M. In the
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sequel = denotes the variable in this neighborhood. For j = n; + 1,...,p, we find
coeflicients a;; such that

ny
Xj = Z ajg($)X£.
(=1

Expanding, we obtain for f with compact support in this neighborhood

QUIE) = 3 buo ()X f () X ()

0,0'=1

with some coefficients by computed in terms of the ajp. The matrix
Be := (bee (%)) 1<0,00 <,

is symmetric and positive definite.
In this case, we can have a normal form (see the proof of the Morse lemma):

B, =T!T,,

where T, = (t;(x)) is triangular, invertible, depending smoothly on z in the con-
struction. We set for ¢ = 1,...,nq,

)zl(x) = Z tio(x) Xo(x)
(=i

and get

ni
Qlf)(z) =Y (Xif(x))*.
i=1
Integrating this identity with respect to p we conclude that, locally,

A=Y RIX,
=1

as claimed. Clearly, at each point = in the relevant neighborhood the span of the
vectors X1 (z), ..., X,, (z) is equal to D1 (). Since the D; for j > 1 depend on the
vector fields Xi,...,X, only through their span D;, we see that the )~(1, . ,)Z'm
satisfy Assumptions 1.1 (with the same r) and 1.2 (with the dimensions n;). This
concludes the proof of Lemma A.1.

A.3. Sus-RIEMANNIAN GEOMETRIC CONSTRUCTION. We provide'”) an alternative ap-
proach to the argument of the previous subsection. We refer for example to the books
[2, 51] or to the appendices of [21, 22] for further background.

We introduce the following metric on the distribution: for z € M and v € D;(x)
we set

gz (v) = inf{ ?:1 us Z?:l u; X;(x) = v}.

One can show that this defines a positive definite quadratic form, and thus a metric,
on Dj(z), which depends smoothly on z. We omit a proof of these assertions, which
can be verified using for instance some ideas used in the proof of (A.3) below.

(I7")Discussions with Y. Colin de Verdiere, L. Hillairet and C. Letrouit.
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Let (X1(z),...,Xn,(z)) be a smooth local orthonormal frame for this metric.
We claim that
P n1
(A3) D X=X
j=1 i=1

Once we have verified this, we obtain another proof of Lemma A.1.
Identity (A.3) is well-known and can be proved in several ways, but for the sake of
completeness we outline one possible proof. Introducing

E,(v) = {u eRP Y uXj(x) = v} for all v € Dy(z),
we notice that
gz (v) = inf{ZfZl ug i u € Ex(v)}
For every v € D (x) this infimum is attained at a unique u,(v) € RP and this u, (v) is
the orthogonal projection of 0 onto E,(v). In particular, u,(v) is orthogonal to E,(0).
Let
u; = (ugz)i_y) = uy(X;(x)) fori=1,... n.
(The u;; depend on x, but since the proof of (A.3) is pointwise we sometimes drop x
from the notation.) Thus, we have

p p
X, = Zuinj and Zu?j =1.
j=1 j=1

As observed above, we have u; is orthogonal to E.(0), so }f 1 # 4/, then u; +uy €
E.(X;+ X;) is orthogonal to E,(0) and u; +u; = u,(X; + X;). Combining this with
the orthogonality of the X;’s, we get for 7 # ¢’

p
2= g(Xz —|— Xi’) = Z(UU —|— ui/j)Q =2 —|— 2Zuijui’j7

J j=1
S0
P

Zuijui/j =0 fori 75 i/.

j=1
To summarize, we have shown that the (nq X p)-matrix U := (u;;) satisfies
(A.4) UUT = Idgn .

We observe that

(A.5) kerU = E,(0).

Indeed, by the orthogonality of the u;’s to E,(0) we have E,(0) C ker U. This inclu-
sion is an equality since, as a consequence of (A.4), U is surjective and therefore
dimkerU = p — n; = dim E,(0).

Since the )?i are a basis, there are uniquely defined coeflicients ¢;; such that

ni
Xj: E Cini.
i=1
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We note that the (nq x p)-matrix C := (c¢;;) satisfies
(A.6) ker C' = E.(0).

Indeed, b € E,(0) if and only if >2, >~ bjcijf(i = 0 if and only Cb = 0. Similarly,
it follows directly from the definitions of U and C' that

(A7) UC"T = Idgn: .

It follows from (A.4) and (A.7) that U(UT — CT) = 0, and it follows from (A.5)
and (A.6) that ran(UT — CT) = (ker U)T. Combining these two facts, we conclude
that UT — CT = 0, that is,

C="U.

Thus, we have shown that
ny
Xj = Z ’U,ini
i=1

and, inserting this decomposition into the left side of (A.3) and using the properties
of the coefficients u,;, we arrive at the identity (A.3). This completes the alternative
proof of Lemma A.1.

A.4. TororocicaL constraINTs. — The existence of ny global vector fields in Dy giv-
ing for each € M a basis of D1 (z) is only possible under strong topological conditions
on M that involve its orientability, its Euler characteristic, the Euler class of D; and
other invariants.('®)

Note first that the existence of a global non-zero vector field implies that the Euler
characteristic of M is zero by the Poincaré—Hopf theorem. When M has dimension 3
and is orientable, this is not an obstruction since this Euler characteristic is zero.
A second obstruction related to the Euler class of the subbundle Dy of T'M also
disappears in the case M = S3. If ny = 2 (and, as before, M has dimension 3 and is
orientable), one can instead of a basis of Dy (x) consider the unit normal to the plane
D1 (z) in T, M. By orientability of M, this normal can be globally defined and we get
a map M — S?. In particular, when M = S® there is an associated Hopf invariant,
which belongs to Z, and this invariant should be zero. This is an obstruction that is
not verified in general. In particular, in the case of the Hopf fibration, this invariant
is one and if D; is perpendicular to the fibers, one cannot find a continuous basis
over S2.

ApPENDIX B. WEYL LAW AND HEAT KERNEL

This section is based on notes kindly transmitted to us by C. Letrouit. We make a
connection with the framework of [22].

(18)Discussion with V. Colin.
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B.1. NILPOTENTIZATION OF MEASURE. We follow [22, §A.5.6]. Let u be a smooth
measure on M and let x € M. Recall that privileged coordinates are defined by 6.,
which maps a neighborhood of x in M to a neighborhood of 0 in R™. We also recall
the definition of the family of dilations J; on R™ from (3.5). Setting 58 = 0,106,
for € > 0 we can define the measures

) 1= O

on a neighborhood of the origin in R™. The nilpotentization i, of u at x, which we
defined in (3.7) “by hand”, satisfies

Ha = _ 11%14r Iy
with convergence in the vague topology.

B.2. NILPOTENTIZATION OF SPECTRAL FUNCTION AND HEAT KERNEL. We follow [22,
§A.8.3]. We recall that the nilpotentized sub-Laplacian at z is defined as an operator

on functions on G, ~ R™ by
ny

Ap =) (Xia)
i=1
It is self-adjoint in L?(Gy, fi,) with the usual domain and nonnegative.
In this appendix we denote by

Ea( A u,0) = 1(=A, < A)(u,v)

the spectral function of —&T, that is, the integral kernel of the spectral projection
]l(—ﬁw < A) for A > 0.

The operator 0y — 3$ is hypoelliptic and therefore exp(tﬁw) is an integral operator.
Its integral kernel is denoted by

a(t,u,v) == (exp(tAq))(u,v),
that is,

(exp(tAy) f)(u) = / kot u,v) f(v) dfig(v) Vu € Gy

x

According to the functional calculus we have

o~

(B.1) ke(t,u,v) = / e e, (N u,v)dX  for all t > 0.
0

B.3. Errecr or cuances or coorbinates. — We follow [22; 2nd part of App. A.8.2].
The above nilpotentizations of the spectral function and of the heat kernel depend on
the choice of privileged coordinates (we have made a specific choice in the main text)
and on the measure [i,. We claim that diagonal values

(A u,u) and K (t, u,u)

do not depend on this choice.
Indeed, this follows from [21, third relation in (85)], which says that changing
variables both in the operator and in the measure has no effect on the heat kernel.
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More precisely, if we denote the integral kernel of ng(/I’“ by ka, and if ¢ is a
diffeomorphism of M, then

(B.2) ks apnoru(t u,0) = ka u(t, o (u), p(0)).

We apply this formula with M replaced by G,, with ,Aé\(/f»# replaced by fﬁx and
with u replaced by [i,. A similar argument applies to the spectral function.

Choosing ¢ in (B.2) as the diffeomorphism on G, given either by dilation or by
translation by a group element, we see that

@x(t, u,u) = cgeat t=%/% forall u € Gy,t >0,
where
cheat — % (1,0,0).
These are the analogues of (3.8) and (3.9). It follows from (B.1) that
(B.3) cheat _ (Q 4 1) Werl,

B.4. Hear kERNEL AsyMPTOTICS AND WEYL LAW. The following appears in [22, Th.I

& 4.1]:
Tueorem B.1. — In the equiregular case, for every f € C°°(M), we have
Tr fetdX" = /M F@)ka (@, z) du(z) = =92 F(t)
for some F € C°(R) with
— [ s duta),
M

Moreover, the eigenvalue counting function satisfies

(B.4) N, =A™ N/ Vel du(z) A9/? as X\ — oo,
M

where ¢! and ch*t are related by (B.3).

Behind the proof of this theorem is the fact (see [22, Th. C.1 and Eq. (96)]) that
t9/2ka (¢, z, x) converges to k2(1,0,0) = et as ¢ — 0, uniformly with respect to
x. This uses the equiregularity assumption. The spectral asymptotics (B.4) follows
from the heat kernel asymptotics by a Tauberian theorem. This gives (B.4) with
I‘( + 1)~ tebeat instead of c)Ve¥!. These coefficients coincide in view of (B.3).
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