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Abstract. It is shown that kAk
2
Ld �

d
d�2 Sd is a necessary condition for the exis-

tence of a nontrivial solution of the Dirac equation �·(�ir�A) = 0 in d dimensions.
Here, Sd is the sharp Sobolev constant. If d is odd and kAk

2
Ld = d

d�2 Sd, then there
exist vector potentials that allow for zero modes. A complete classification of these
vector potentials and their corresponding zero modes is given.

1. Introduction and main result

In this paper we are interested in sharp nonexistence results for nontrivial solutions
of the zero mode equation

� · (�ir� A) = 0 in Rd . (1)

It can be considered a sequel to our previous work [13], to which we refer the reader for
more background and references. Throughout, we will be working in spatial dimensions
d � 3. Let

N := 2[d/2] .

In (1), �1, . . . , �d are Hermitian N ⇥N matrices satisfying

�j�k + �k�j = 2�j,k for all 1  j, k  d .

Moreover, for a vector a 2 Rd we set � · a :=
Pd

j=1 �jaj. The gamma matrices are
the generalization to higher dimensions of the usual Pauli matrices and reduce to
them in dimension d = 3. It is known that the gamma matrices are unique up to a
simultaneous unitary conjugation.
The quantity A in (1) is a vector field on Rd. We will assume throughout that

A 2 Ld(Rd,Rd) . (2)

The Ld norm of A appears naturally in this problem, as we will see below. Physically,
A is the vector potential corresponding to the magnetic field r ^ A. (This magnetic
field is, in general, only defined as a distribution.)
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Finally, the quantity  in (1) is a spinor field, that is, a function from Rd to CN .
We will assume that

 2 Lp(Rd,CN)

for some d/(d � 1) < p < 1. We have shown in [13] that, under assumption (2), if
 2 Lp for some d/(d� 1) < p < 1, then  2 Lp for all d/(d� 1) < p < 1.
We emphasize that we do not require any further assumptions besides (2) and  2 Lp

for some d/(d� 1) < p < 1. Under these assumptions, equation (1) is understood in
the sense of distributions. The requirement (2) is critical in the Lr scale and there is
no reason for  to be continuous.
Due to its close connection with the Pauli operator [� · (�ir�A)]2 = (�ir�A)2�

� ·B, equation (1) has relevance in various physical contexts. Zero modes play a role in
quantum electrodynamics where they cause additional singularities in the evaluation
of fermionic determinants [16]. They impose bounds on the physical constants that
render the coupled Pauli–Maxwell system energetically stable. Consider for instance
the hydrogenic atom where the nucleus has charge Z and whose energy, for a given
magnetic field B and normalized spinor  (in atomic units), is

k� · (�ir� A) k2 � Z

Z

R3

| (x)|2

|x|
dx+

1

8⇡↵2

Z

R3

|B(x)|2dx .

If ( , A) is a zero mode pair, the energy reduces to the expression

�Z

Z

R3

| (x)|2

|x|
dx+

1

8⇡↵2

Z

R3

|B(x)|2dx ,

which by simple scaling can be driven to �1 for Z↵2 large; see [17]. Similar scaling
arguments can be used to place a bound on the fine structure constant ↵; see [21].
Nontrivial solutions ( , A) to (1) were found in [24]. Meanwhile, it is not hard to

see, and we shall recall this momentarily, that, if A is small in Ld, then (1) has only the
trivial solution  ⌘ 0. Note that the norm kAkLd is a dimensionless quantity. Our goal
here is to find the largest possible upper bound on the Ld norm of A that guarantees
the nonexistence of nontrivial solutions. As we shall see, this bound is saturated for
the zero modes from [24] and their generalization to higher, odd dimensions in [9]; see
also [13, Appendix]. Thus, our result characterizes these zero modes as extremizers of
an optimization problem. It is of interest that the fields that optimize this variational
problem have non-trivial topologies. In fact, the field lines of the optimizing A-field
in d = 3 dimensions are linked circles. The pattern is the one of the Hopf fibration on
S3 mapped to R3 by the stereographic projection.
To appreciate the bound that we will be proving, let us recall the simple argument

that shows that, if A is small in Ld, then (1) has only the trivial solution  ⌘ 0. It is
based on the Sobolev inequality

Z

Rd

|ru|2 dx � Sd

✓Z

Rd

|u|
2d
d�2 dx

◆ d�2
d

for all u 2 Ḣ1(Rd) .
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We agree to denote by Sd the optimal constant in this inequality. It is known [26, 27,
1, 29] to have the explicit value

Sd =
d(d� 2)

4
|Sd

|
2
d .

If ( , A) solves (1), then
Z

Rd

|� · (�ir) |2 dx =

Z

Rd

|A|2| |2 dx .

We bound the left side from below using the diamagnetic and the Sobolev inequality,

Z

Rd

|� · (�ir) |2 dx =

Z

Rd

|r |2 dx �

Z

Rd

|r| ||2 dx � Sd

✓Z

Rd

| |
2d
d�2 dx

◆ d�2
d

,

and the right side from above using the Hölder inequality,

Z

Rd

|A|2| |2 dx  kAk2Ld

✓Z

Rd

| |
2d
d�2 dx

◆ d�2
d

.

Thus, if  is nontrivial, then

kAk2Ld � Sd . (3)

Note that through the use of the diamagnetic inequality, i.e., |r | � |r| ||, we
destroyed the non-scalar character of the spinor field. For more results on zero modes
and their absence, as well as the diamagnetic inequality and its refinements, we refer
the reader to the references in [13].
Our main result here is that the lower bound (3) on kAk2Ld can be improved to

(d/(d � 2))Sd. This is optimal, at least in odd dimensions. The arguments are dif-
ferent from [13], avoiding the use of any sort of diamagnetic inequality. Instead, and
this is the main contribution of this work, we develop a version of the Schrödinger–
Lichnerowicz identity for weakly di↵erentiable functions; see Proposition 7. This gen-
erality is necessitated by the fact, mentioned before, that under assumption (2) the
zero mode  need not even be continuous.
Our result is one of the rare instances of a sharp functional inequality for non-

scalar objects (vector fields and spinor fields). In contrast, by now there are many
results about sharp functional inequalities for scalar objects. Without any attempt at
completeness and restricting ourselves to inequalities involving derivatives, we men-
tion as paradigmatic examples the isoperimetric inequality [7], Sobolev inequalities
[26, 27, 1, 29], Hardy–Littlewood–Sobolev inequalities [23], as well as their endpoint
cases [2, 4] and some generalizations [19, 3, 12]. In many proofs of these inequalities,
rearrangement techniques play an important role. More recently, optimal transport
techniques [6], flow techniques [5, 8] and reflection techniques [11] have been success-
fully employed. As far as we know, none of these techniques has been made to work
in a non-scalar setting, and our proof uses di↵erent arguments.
Here is the precise statement of our main result.
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Theorem 1. Let d � 3. If  2 Lp(Rd,CN) for some d/(d�1) < p < 1 is a nontrivial
solution of (1), then

kAk2Ld �
d

d� 2
Sd .

Nontrivial solutions with A satisfying kAk2Ld =
d

d�2 Sd exist if and only if d is odd.

More precisely, in odd dimensions we will characterize all pairs ( , A) for which
equality in the inequality of the lemma holds. We will state this as Theorem 5 below.

Remark 2. Equation (1) is gauge-invariant in the sense that, if ( , A) is a solution of
this equation and if ' 2 L1

loc(Rd,R) is weakly di↵erentiable with r' 2 Ld(Rd,Rd),
then (ei' , A + r') is also a solution of (1) and it satisfies the same integrability
assumptions as ( , A). Thus, our theorem implies the gauge-invariant bound

inf
'
kA�r'k2d �

d

d� 2
Sd .

It is not hard to see that there is a unique (up to an additive constant) function '⇤
that minimizes the expression on the left side. Hence, if one sets A⇤ := A�r'⇤, then
using the minimum property one finds that r · [|A⇤|

d�2A⇤] = 0. One can easily check
that the optimizing fields displayed in the next theorem satisfy this equation.

Remark 3. The problem of minimizing the norm kAkLd among all A that admit non-
trivial solutions  of (1) is conformally invariant, in the sense that, if � is a conformal
transformation of Rd

[ {1}, then Ã(x) := (D�(x))TA(�(x)) has the same Ld norm
as A and admits a non-trivial solution  ̃ of (1). To define  ̃, we may use the fact that
the conformal group is generated by translations, dilations, orthogonal transformations
and inversion and define  ̃ only for these generators. For translations and dilations the
definition is clear and for orthogonal transformations it appears below in Theorem 5.
For the inversion, we define  ̃(x) := |x|�d� · x  (x/|x|2) and check that this indeed is

a zero mode. Note also that  ̃ has the same L
2d
d�1 -norm as  .

Remark 4. Inspection of the proof shows that the conclusion of the theorem holds
under a somewhat weaker assumption. Namely, if 0 6⌘  2 Lp(Rd,CN) with p = 2d

d�1

satisfies the inequality

|� ·r |  |A|| | in Rd ,

then

kAk2Ld �
d

d� 2
Sd .

In this bound, equality can be attained for any (not necessarily odd) d � 3; see
Theorem 12 in the appendix.



A SHARP CRITERION FOR ZERO MODES OF THE DIRAC EQUATION — December 29, 2022 5

Characterization of cases of equality. Throughout this subsection, we assume
that d � 3 is odd. Our goal is to classify all solution pairs ( , A) of (1) such that
kAk2Ld = (d/(d� 2))Sd and  6⌘ 0. In essence, our result says that these solution pairs
are exactly those constructed in [24] in dimension three, as well as their extension to
higher dimensions in [9]. We use the formulation of the latter result in [13, Appendix].
Before stating our characterization result, let us review this construction of zero

modes. We introduce the d⇥ d skew symmetric ⌃,

⌃ :=

0

BBBBBBB@

0
0 �1
1 0

. . .

0 �1
1 0

1

CCCCCCCA

.

On the top left corner, there is a zero entry and then there are (d � 1)/2 blocks of
�i�2-matrices on the diagonal. The remaining entries are zero. We define the vector
field A : Rd

! Rd by

A(x) := d

✓
1

1 + |x|2

◆2 �
(1� |x|2)e1 + 2x1x+ 2⌃x

�
.

Next, we recall that there is a unique (up to a phase)  0 2 CN with | 0| = 1 and

1

2
(�2↵ + i�2↵+1) 0 = 0 for all ↵ = 1, . . . ,

d� 1

2
; (4)

see [13, Lemma A.3] for the existence and [13, Lemma A.5] for the uniqueness up to a
phase. We know from [13, Discussion after Lemma A.5] that there is an s 2 {+1,�1}
such that �1 0 = s 0. We define

 (y) :=

✓
1

1 + |x|2

◆ d
2

(1 + is� · x) 0 .

Finally, we recall that for any O 2 O(d), the orthogonal d ⇥ d matrices, there is a
U 2 U(N), the unitary N ⇥N matrices, such that

U⇤�jU =
dX

k=1

�kOk,j for all j = 1, . . . , d ; (5)

see [13, Corollary A.2].
A computation (see [13, Appendix] and also Section 6 below) shows that the pair

( ,A) solves (1) and that |A(x)| = d(1 + |x|2)�1, so

kAk2Ld = d2
✓Z

Rd

dx

(1 + |x|2)d

◆ 2
d

= d22�2
|Sd

|
2
d =

d

d� 2
Sd . (6)

Thus, ( ,A) saturates the bound in Theorem 1.



6 RUPERT L. FRANK AND MICHAEL LOSS

Moreover, for a 2 Rd, b > 0, c > 0, O 2 O(d) and U 2 U(N), related by (5), the
pair �

c U⇤ (O�1(x� a)/b) , b�1 OA(O�1(x� a)/b)
�

is also a solution of (1) and the Ld norm of the vector potential is unchanged. Here
we use the fact for general spinor fields  and  ̃ related by  ̃(x) = U⇤ (O�1x), one
has

(� · (�ir) ̃)(x) = U⇤(� · (�ir) )(O�1x) .

This follows by a simple computation using (5). Note that in addition to the param-
eters a, b, c, O and U , there is also a one-dimensional parameter coming from the
choice of the phase of  0.

Theorem 5. Let d � 3 be odd. If  2 Lp(Rd,CN) for some d/(d � 1) < p < 1 is a
nontrivial solution of (1) with

kAk2Ld =
d

d� 2
Sd ,

then there are a 2 Rd, b > 0, c > 0, O 2 O(d) and U 2 U(N), related by (5), as well
as a  0 2 CN with | 0| = 1 satisfying (4) such that, for all x 2 Rd,

 (x) = c U⇤ (O�1(x� a)/b) and A(x) = b�1 OA(O�1(x� a)/b) .

We emphasize that there are solutions to (1) di↵erent from the extremal ones given
in this theorem. In particular, for A as above, but multiplied by a certain discrete
family of coupling constants > 1, there are nontrivial solutions to (1); see [24] for
d = 3 and [25] for arbitrary odd d � 3.

Remark 6. In [13], in addition to equation (1), we considered the closely related
equation

� · (�ir) = � (7)

with a real function � 2 Ld(Rd). We proved that, if  2 Lp(Rd,CN) for some d/(d�
1) < p < 1 is a nontrivial solution of (7), then

k�k2Ld �
d

d� 2
Sd .

This inequality is sharp in any, not necessarily odd, dimension d � 3. The techniques
that we develop in the proof of Theorem 5 allow us to classify the cases of equality in
this inequality. We state this as Theorem 12 in the appendix.

Relation to Sobolev inequalities. In our previous paper [13] we considered a re-
lated, but di↵erent problem. There, we were looking for nonexistence results for
nontrivial solutions of (1) in terms of the norm kr^AkLd/2 . In contrast to our result
here, the result in [13] is probably not optimal. (On the other hand, as mentioned
before in Remark 6 above, [13] does contain an optimal result on a scalar version of
this problem.)
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In [13] we also posed the problem of finding the sharp constant Sv
d in the Sobolev

inequality for vector fields,

kr ^ Akd/2
Ld/2 � Sv

d inf
'
kA�r'kd/2d . (8)

In odd dimensions, the vector field A satisfies the corresponding Euler–Lagrange equa-
tion and it is conceivable that it is an optimizer. If this were true, we could combine
the sharp version of (8) with the inequality in our Theorem 1 here (see also Remark 2)
and would obtain an optimal version of the bound in [13]. Equality would be attained
by the same pairs ( , A) as given in Theorem 5.
We note also that in [14] we proved both the existence of an optimizer A for (8)

and the existence of optimizing solution pair ( , A) such that r^A has minimal L
d
2

norm.
In [13] we also mentioned a second Sobolev-type inequality, namely, for spinor fields,

k� · (�ir) k
2d
d+1

L
2d
d+1

� Ss
d k k

2d
d+1

L
2d
d�1

. (9)

For any (not necessarily odd) d � 2, the functions

✓
1

1 + |x|2

◆ d
2

('0 + � · x'1) (10)

with '0,'1 2 CN with |'0| = |'1| and Reh'0, �j'1i = 0, j = 1, . . . , d, satisfy the
corresponding Euler–Lagrange equation and it is conceivable that they are optimizers.
If this was true, then the inequality in our main result, Theorem 1, would immediately
follow from

k� · (�ir) k
L

2d
d+1

= k� · A k
L

2d
d+1

= k|A| k
L

2d
d+1

 kAkLdk k
L

2d
d�1

.

Conversely, our Theorem 1 gives further credence to the conjecture that the sharp
constant in (9) is attained for the functions in (10).
Finding the optimal constants in (8) and (9) remains an open problem.

Idea of the proof. We emphasize that our proof is valid under the rather weak
assumptions A 2 Ld and  2 Lp for some d/(d � 1) < p < 1. In particular, under
these assumptions there is no reason for  to be continuous. Also, we will need to
take derivatives of powers of | |, which a priori could lead to problems near the zero
set { = 0}. Handling these issues makes our proof somewhat lengthy.
In order to convey the basic idea of our proof, we sketch here the argument ignoring

these issues. In other words, we assume that  is smooth and non-vanishing. Also,
for sake of simplicity, we restrict ourselves to the case where d = 3.
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We start with an integrated version of the Schrödinger–Lichnerowicz identity
3X

j=1

Z

R3

����


�i@j �

1

3
�j� · (�ir)

�
('

3
2 )

����
2

'�2 dx

=
2

3

Z

R3

|� ·r |2' dx+ 2

Z

R3

| |2
�⌘

⌘
' dx . (11)

Here  is a smooth spinor, ' a strictly positive smooth function and

⌘ = '� 1
2 .

The (pointwise) Schrödinger–Lichnerowicz identity is named after the papers [28, 22].
We apply this pointwise identity on R3 endowed with '�2 times the Euclidean metric
and with the Dirac and Penrose operators corresponding to this metric. Translating
back to the standard metric and integrating we obtain (11); see [18, Lemma 3.2 and
the discussion afterwards] for a related argument.
Next, in (11) we pick ' = | |�1, i.e.,

⌘ = | |
1
2 ,

and compute

2

Z

R3

| |2
�⌘

⌘
' dx = 2

Z

R3

| |
1
2�| |

1
2 dx = �2

Z

R3

���r| |
1
2

���
2

dx .

As a consequence of (11), we find that
Z

R3

|� ·r |2

| |
dx � 3

Z

R3

���r| |
1
2

���
2

dx .

Applying this inequality to a zero mode  , i.e., �i� ·r = � · A yields
Z

R3

|A|2| | dx � 3

Z

R3

���r| |
1
2

���
2

dx � 3S3 k k3 .

Applying Hölder’s inequality in the left side yields kAk23 � 3S3, which is the desired
conclusion.
If kAk23 = 3S3, then there is equality in the Sobolev inequality and, moreover, the

left side of (11) has to vanish. This means one has to find the twistor spinors, i.e.,
solutions � of the equations


�i@j �

1

3
�j� · (�ir)

�
� = 0 for all j = 1, 2, 3 ,

which are known. The cases of equality in the Sobolev inequality are known as well
and the relation  

| |3/2 = ' will yield the optimizing zero modes.
Needless to say that a-priori we cannot assume that the spinors are smooth, nor do

we know that they are nonzero. In the next section we describe how one can develop
a formula like (11) for Sobolev functions.

Acknowledgement. The authors are grateful to G. Carron for making them aware
of the paper [18].
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2. An integral identity

As mentioned before, the key ingredient in our proof is a certain integral iden-
tity. We state the identity for functions in Ḣ1(Rd,CN) (sometimes also denoted by
D1(Rd,CN)), which is the space of all weakly di↵erentiable  2 L1

loc(Rd) such that
r 2 L2(Rd) and |{| | > ⌧}| < 1 for all ⌧ > 0. Sometimes, for technical reasons, we
need to consider the following regularization of a function  on Rd,

| |" :=
p

| |2 + "2 , " > 0 .

This section is devoted to the proving the following result.

Proposition 7. Let d � 3. If  2 Ḣ1(Rd,CN), then, for all " > 0,

Z

Rd

dX

j=1

���

�i@j �

1

d
�j� · (�ir)

�
 

| |d/(d�1)
"

���
2

| |2" dx

=
d� 1

d

Z

Rd

|� ·r |2

| |2/(d�1)
"

dx�
d� 1

(d� 2)2

Z

Rd

����r| |
d�2
d�1
"

����
2 

2(d� 1)� d
| |2

| |2"

�
dx .

Proof. We will use the short-hand

' :=
 

| |d/(d�1)
"

.

We split the proof into several steps. The starting point of the proof is the following
formula, which follows from the properties of the � matrices,

dX

j=1

����


�i@j �

1

d
�j� · (�ir)

�
'

����
2

= |r'|2 �
1

d
|� · (�ir)'|2 . (12)

In the first two steps, we prove pointwise formulas for the two terms on the right side,
multiplied by | |2". In Step 4, which is based on some preparations in Step 3, we will
prove an integral formula, which will allow us in Step 5 to conclude the proof of the
proposition.

Step 1. We claim that

|r'|2 | |2" =
1

| |2/(d�1)
"

|r |2 +

����r| |
d�2
d�1
"

����
2
"✓

d

d� 2

◆2
| |2

| |2"
�

2d(d� 1)

(d� 2)2

#
. (13)

To prove this, we di↵erentiate ' using the chain rule for weakly di↵erentiable func-
tions as in [20, Theorem 6.16] and obtain

r' = | |�d/(d�1)
" r �

d

d� 1
| |�(2d�1)/(d�1)

" (r| |") , (14)
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so that

|r'|2 | |2" = | |
� 2d

d�1+2
" |r |2 +

✓
d

d� 1

◆2

| |
� 2(2d�1)

d�1 +4
" |r| |"|

2
| |�2

" | |2

�
2d

d� 1
| |

� 3d�1
d�1 +3

" | |�1
" r| |" · Reh ,r i .

Using | |"r| |" = | |r| | = Reh ,r i, the last two terms simplify to

| |
� 2

d�1
" |r| |"|

2

"✓
d

d� 1

◆2
| |2

| |2"
�

2d

d� 1

#

=

✓
d� 1

d� 2

◆2 ����r| |
d�2
d�1
"

����
2
"✓

d

d� 1

◆2
| |2

| |2"
�

2d

d� 1

#

=

����r| |
d�2
d�1
"

����
2
"✓

d

d� 2

◆2
| |2

| |2"
�

2d(d� 1)

(d� 2)2

#
.

Combining the terms yields (13), as claimed.

Step 2. We have that

|� · (�ir)'|2 | |2" =
1

| |2/(d�1)
"

|� ·r |2 +

✓
d

d� 2

◆2 ����r| |
d�2
d�1
"

����
2
| |2

| |2"

�
2d

d� 1

1

| |2/(d�1)+1
"

Reh� · (r| |") , � ·r i . (15)

To prove this, we note that (14) implies

� ·r' = | |�d/(d�1)
" � ·r �

d

d� 1
| |�d/(d�1)�1

" � · (r| |") 

and, using the commutation relations of the � matrices, we find

|� ·r'|2 | |2" =
1

| |
2d
d�1
"

|� ·r |2 | |2" +

✓
d

d� 1

◆2 1

| |
2d
d�1
"

|r| |"|
2
| |2

�
2d

d� 1

1

| |
2d
d�1�1
"

Reh� ·r , � · (r| |") i

=
1

| |2/(d�1)
"

|� ·r |2 +

✓
d

d� 2

◆2 ����r| |
d�2
d�1
"

����
2
| |2

| |2"

�
2d

d� 1

1

| |2/(d�1)+1
"

Reh� ·r , � · (r| |") i .

This proves (15).
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Step 3. We show that, if � 2 C1
c (Rd), then

Z

Rd

| |
� 2

d�1
" |r |2� dx =

2(d� 1)

(d� 2)2

Z

Rd

����r| |
d�2
d�1
"

����
2

� dx

+

Z

Rd

| |
� 2

d�1
" |� ·r |2 � dx

�
2

d� 1

Z

Rd

| |
�1� 2

d�1
" Reh� · (r| |") , � ·r i� dx

+
dX

j,k=1, j 6=k

Z

Rd

| |
� 2

d�1
" Reh�j , �k@k )i@j� dx . (16)

To prove this, as a preliminary step, we show that for any bounded, compactly
supported function f with rf 2 Ld(Rd) and any j 6= k, one has

Z

Rd

fh@k , �k�j@j i dx+

Z

Rd

fh@j , �j�k@k i dx

= �

Z

Rd

(@kf)h , �k�j@j i dx�

Z

Rd

(@jf)h , �j�k@k i dx . (17)

Since C1
c (Rd) is dense in Ḣ1(Rd) (by multiplying by a smooth cut-o↵ function and

mollifying), it su�ces to prove (17) for  2 C1
c (Rd). Here we also use that, by

Sobolev’s inequality,  2 L
2d
d�2 , so (rf) 2 L2.

For  2 C1
c (Rd), we integrate by parts in both terms on the left side of (17) and

findZ

Rd

fh@k , �k�j@j i dx = �

Z

Rd

(@kf)h , �k�j@j i dx�

Z

Rd

fh , �k�j@k@j i dx ,
Z

Rd

fh@j , �j�k@k i dx = �

Z

Rd

(@jf)h , �j�k@k i dx�

Z

Rd

fh , �j�k@j@k i dx .

Summing these two equations and using the anticommutation relations to cancel the
last term, we obtain (17).
Let us turn to the proof of (16). We may assume that ' is real-valued. With

f = �| |
� 2

d�1
" , we have

Z

Rd

| |
� 2

d�1
" |r |2 � dx�

Z

Rd

| |
� 2

d�1
" |� ·r |2 � dx

= �

X

j<k

Z

Rd

f (h@k , �k�j@j i+ h@j , �j�k@k i) dx

=
X

j<k

Z

Rd

((@kf)h , �k�j@j i+ (@jf)h , �j�k@k i) dx

=
dX

j,k=1, j 6=k

Z

Rd

(@jf)h , �j�k@k i dx .
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We now insert

@jf = �
2

d� 1
| |

� 2
d�1�1

" �@j| |" + | |
� 2

d�1
" @j�

(which also implies rf 2 Ld). After taking the real part, the term involving @j� leads
to the last term in (16). For the term involving @j| |" we note

dX

j,k=1, j 6=k

Z

Rd

| |
� 2

d�1�1
" @j| |"Reh , �j�k@k i� dx

=

Z

Rd

| |
� 2

d�1�1
" Reh� · (r| |") , � ·r i� dx�

Z

Rd

| |
� 2

d�1�1
" (r| |") · Reh ,r i� dx

and, using again | |"r| |" = Reh ,r i, we write

| |
� 2

d�1�1
" (r| |") · Reh ,r i = | |

� 2
d�1

" |r| |"|
2 =

✓
d� 1

d� 2

◆2 ����r| |
d�2
d�1
"

����
2

.

In this way, we arrive at (16).

Step 4. We claim that
Z

Rd

| |
� 2

d�1
" |r |2 dx =

2(d� 1)

(d� 2)2

Z

Rd

����r| |
d�2
d�1
"

����
2

dx

+

Z

Rd

| |
� 2

d�1
" |� ·r |2 dx

�
2

d� 1

Z

Rd

| |�1�2/(d�1)
" Reh� · (r| |") , � ·r i dx . (18)

Choose � 2 C1
c (Rd) be equal to one near the origin and apply the equality in Step

3 with �R(x) := �(x/R). Since r 2 L2 and | |" � " we have

lim
R!1

Z

Rd

| |
� 2

d�1
" |r |2�R dx =

Z

Rd

| |
� 2

d�1
" |r |2 dx ,

lim
R!1

Z

Rd

| |
� 2

d�1
" |� ·r |2 �R dx =

Z

Rd

| |
� 2

d�1
" |� ·r |2 dx ,

lim
R!1

Z

Rd

| |
�1� 2

d�1
" Reh� · (r| |") , � ·r i�R dx

=

Z

Rd

| |
�1� 2

d�1
" Reh� · (r| |") , � ·r i dx .

Moreover, if � is chosen radially nonincreasing, then, by monotone convergence,

lim
R!1

Z

Rd

����r| |
d�2
d�1
"

����
2

�R dx =

Z

Rd

����r| |
d�2
d�1
"

����
2

dx .

Thus, to complete the proof, we need to show that for j 6= k,

lim
R!1

Z

Rd

| |
� 2

d�1
" Reh�j , �k@k )i@j�R dx = 0 .
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To prove this, we bound |@j�R|  const |x|�1
{|x|�cR}, where � ⌘ 1 on {|x|  c}. By

Hardy’s inequality, |x|�1 2 L2. This, together with r 2 L2 and | |" � ", implies
the claimed limit by dominated convergence. This completes the proof of (18).

Step 5. We now conclude the proof of the proposition. Inserting (13) and (15) into
(12), we obtain

dX

j=1

����


�i@j �

1

d
�j� · (�ir)

�
'

����
2

| |2"

=
1

| |2/(d�1)
"

|r |2 +

����r| |
d�2
d�1
"

����
2
"✓

d

d� 2

◆2
| |2

| |2"
�

2d(d� 1)

(d� 2)2

#

�
1

d

1

| |2/(d�1)
"

|� ·r |2 �
1

d

✓
d

d� 2

◆2 ����r| |
d�2
d�1
"

����
2
| |2

| |2"

+
2

d� 1

1

| |2/(d�1)+1
"

Reh� · (r| |") , � ·r i .

We integrate this formula over Rd and use (18) to express the integral of the first and

last term on the right side in terms of integrals involving |r| |
d�2
d�1
" |

2 and |� · r |2.
Collecting terms, we arrive at the claimed identity in the proposition. ⇤

3. Proof of the inequality

In this short section, we deduce Theorem 1 from Proposition 7. Let ( , A) be a solu-
tion of (1) satisfying  2 Lp(Rd,CN) for some d/(d�1) < p < 1 and A 2 Ld(Rd,Rd).

Then, as shown in [13],  2 L
2d
d�2 (Rd,CN). Since A 2 Ld(Rd,Rd), we deduce from

Hölder’s inequality that � · A 2 L2(Rd,Rd). Thus, by (1), � · (�ir) 2 L2(Rd)
and, consequently,  2 Ḣ1(Rd). Therefore, we can apply Proposition 7. Dropping the
nonnegative term on the left side and using | |  | |" on the right side, we obtain

d� 1

d� 2

Z

Rd

����r| |
d�2
d�1
"

����
2

dx 
d� 1

d

Z

Rd

|� ·r |2

| |2/(d�1)
"

dx =
d� 1

d

Z

Rd

|A|2| |2

| |2/(d�1)
"

dx .

We bound the left side from below with Sobolev’s inequality,

Z

Rd

����r| |
d�2
d�1
"

����
2

dx � Sd

 Z

Rd

✓
| |

d�2
d�1
" � "

d�2
d�1

◆ 2d
d�2

dx

! d�2
d

,

and the right side from above with Hölder’s inequality,

Z

Rd

|A|2| |2

| |2/(d�1)
"

dx 

Z

Rd

|A|2| |
2(d�2)
d�1 dx  kAk2Ld

✓Z

Rd

| |
2d
d�1 dx

◆ d�2
d

.
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Thus, we obtain

Sd

d� 2

 Z

Rd

✓
| |

d�2
d�1
" � "

d�2
d�1

◆ 2d
d�2

dx

! d�2
d


kAk2Ld

d

✓Z

Rd

| |
2d
d�1 dx

◆ d�2
d

.

We now let " ! 0. Since " 7! | |
d�2
d�1
" � "

d�2
d�1 is pointwise nonincreasing, we can use

monotone convergence and obtain

Sd

d� 2

✓Z

Rd

| |
2d
d�1 dx

◆ d�2
d


kAk2Ld

d

✓Z

Rd

| |
2d
d�1 dx

◆ d�2
d

.

Since  6⌘ 0, we obtain the claimed lower bound on kAk2d. This concludes the proof.

4. Characterizing cases of equality. I

We now investigate the cases of equality in the bound in Theorem 1. In this section,
as a first step, we discuss the absolute value of  and A. We shall prove the following
result.

Proposition 8. Let d � 3. If  2 Lp(Rd,CN) for some d/(d � 1) < p < 1 is a
nontrivial solution of (1) with

kAk2Ld =
d

d� 2
Sd ,

then there are a 2 Rd, b > 0, c > 0 such that, for all x 2 Rd,

| (x)| = c

✓
b2

b2 + |x� a|2

◆ d�1
2

and |A(x)| = d
b

b2 + |x� a|2
.

Moreover,

�i@j �

1

d
�j� · (�ir)

�
 

| |d/(d�1)
⌘ 0 for all j = 1, . . . , d . (19)

We prove this proposition by rewriting the proof in the previous section, keeping
track of all the nonnegative terms that we dropped in that argument.

Proof. Let us abbreviate

P" :=

Z

Rd

dX

j=1

���

�i@j �

1

d
�j� · (�ir)

�
 

| |d/(d�1)
"

���
2

| |2" dx

and

R" :=
d(d� 1)

(d� 2)2

Z

Rd

|r| |
d�2
d�1
" |

2 "2

| |2"
dx .

Then the identity in Proposition 7 can be written as

R" + P" =
d� 1

d

Z

Rd

|� ·r |2

| |2/(d�1)
"

dx�
d� 1

d� 2

Z

Rd

����r| |
d�2
d�1
"

����
2

dx .



A SHARP CRITERION FOR ZERO MODES OF THE DIRAC EQUATION — December 29, 202215

From equation (1), we get

R" + P" =
d� 1

d

Z

Rd

|A|2| |2

| |2/(d�1)
"

dx�
d� 1

d� 2

Z

Rd

����r| |
d�2
d�1
"

����
2

dx .

We want to apply the Hölder and Sobolev inequality to the two terms on the right
side, respectively. We therefore write

R" + P" +R(1)
" +R(2)

" = S" ,

where

R(1)
" :=

d� 1

d

 
kAk2Ld

✓Z

Rd

| |
2d
d�2 | |

� 2d
(d�1)(d�2)

" dx

◆ d�2
d

�

Z

Rd

|A|2| |2

| |2/(d�1)
"

dx

!
,

R(2)
" :=

d� 1

d� 2

0

@
Z

Rd

����r| |
d�2
d�1
"

����
2

dx� Sd

 Z

Rd

✓
| |

d�2
d�1
" � "

d�2
d�1

◆ 2d
d�2

dx

! d�2
d

1

A

and

S" :=
d� 1

d
kAk2Ld

✓Z

Rd

| |
2d
d�2 | |

� 2d
(d�1)(d�2)

" dx

◆ d�2
d

�
d� 1

d� 2
Sd

 Z

Rd

✓
| |

d�2
d�1
" � "

d�2
d�1

◆ 2d
d�2

dx

! d�2
d

.

By monotone convergence, together with the fact that  2 L
2d
d�1 , it is easy to see that

lim
"!0

S" =

✓
d� 1

d
kAk2Ld �

d� 1

d� 2
Sd

◆✓Z

Rd

| |
2d
d�1 dx

◆ d�2
d

.

On the other hand, since each one of the terms R", P", R
(1)
" and R(2)

" is nonnegative,
we have S" � 0. Since  6⌘ 0, we conclude again that

kAk2Ld �
d

d� 2
Sd ,

which is the bound we derived in the previous subsection.

Now assume that

kAk2Ld =
d

d� 2
Sd .

Then, by the above argument, lim"!0 S" = 0 and, consequently,

lim
"!0

R" = lim
"!0

P" = lim
"!0

R(1)
" = lim

"!0
R(2)
" = 0 . (20)

(The existence of these four limits is part of the conclusion.)

Let us begin with the term R(1)
" . Using monotone convergence, we find that

lim
"!0

R(1)
" =

d� 1

d

 
kAk2Ld

✓Z

Rd

| |
2d
d�1 dx

◆ d�2
d

�

Z

Rd

|A|2| |
2(d�2)
d�1 dx

!
.
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Thus, from (20) we conclude that

kAk2Ld

✓Z

Rd

| |
2d
d�1 dx

◆ d�2
d

=

Z

Rd

|A|2| |
2(d�2)
d�1 dx

and, therefore, by the characterization of equality in Hölder’s inequality,

|A| = const | |
2

d�1 (21)

for some positive constant.

Next, we consider R(2)
" . We note that | |

d�2
d�1
" � "

d�2
d�1 converges pointwise monotoni-

cally to | |
d�2
d�1 as "! 0. By monotone convergence,

lim
"!0

Z

Rd

✓
| |

d�2
d�1
" � "

d�2
d�1

◆ 2d
d�2

dx =

Z

Rd

| |
2d
d�1 dx .

This, together with the fact that R(2)
" tends to zero (by (20)) and therefore, in par-

ticular, remains bounded, implies that
R
Rd |r| |

d�2
d�1
" |

2 dx remains bounded. Moreover,

by monotone convergence, | |
d�2
d�1
" ! | |

d�2
d�1 in L1

loc(Rd). By a simple argument (see

Lemma 9 below), these facts imply that | |
d�2
d�1 is weakly di↵erentiable in Rd and

Z

Rd

���r| |
d�2
d�1

���
2

dx  lim inf
"!0

Z

Rd

����r| |
d�2
d�1
"

����
2

dx .

We conclude that

lim inf
"!0

R(2)
" �

d� 1

d� 2

 Z

Rd

|r| |
d�2
d�1 |

2 dx� Sd

✓Z

Rd

| |
2d
d�1 dx

◆ d�2
d

!
.

By (20) and Sobolev’s inequality we conclude that

Z

Rd

���r| |
d�2
d�1

���
2

dx = Sd

✓Z

Rd

| |
2d
d�1 dx

◆ d�2
d

.

By the characterization of cases of equality in Sobolev’s inequality (see, e.g., [20,
Theorem 8.3] for a textbook presentation), we have, for some a 2 Rd and b, c > 0,

| (x)|
d�2
d�1 = c

d�2
d�1

✓
b2

b2 + |x� a|2

◆ d�2
2

.

This proves the form of | | stated in the proposition.
We draw one more conclusion, which we will not use, but which might be useful

in another context. Namely, since the lower semicontinuity inequality for the weak
convergence is saturated, the weak convergence is, in fact, strong convergence, that is,

r| |
d�2
d�1
" ! r| |

d�2
d�1 in L2(Rd) .
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Returning with the form of | | to (21), we find that

|A(x)| = const
b2

b2 + |x� a|2

with some positive constant. This constant can be determined in view of the compu-
tation in (6) and the assumption that kAk2L2 = (d/(d� 2))Sd. This yields the form of
|A| stated in the proposition.

Finally, we consider the term P". Since we have already shown that | | is locally

bounded away from zero, it is easy to see that  | |�d/(d�1)
" !  | |�d/(d�1) in L1

loc(⌦).
Therefore, as in the lemma, the distribution


�i@j �

1

d
�j� · (�ir)

�
 

| |d/(d�1)

is an L2 function and
Z

Rd

���

�i@j �

1

d
�j� · (�ir)

�
 

| |d/(d�1)

���
2

| |2dx

 lim inf
"!0

Z

Rd

���

�i@j �

1

d
�j� · (�ir)

�
 

| |d/(d�1)
"

���
2

| |2"dx .

Thus,
Z

Rd

dX

j=1

���

�i@j �

1

d
�j� · (�ir)

�
 

| |d/(d�1)

���
2

| |2dx  lim inf
"!0

P" .

By (20), we conclude that
Z

Rd

dX

j=1

���

�i@j �

1

d
�j� · (�ir)

�
 

| |d/(d�1)

���
2

| |2dx = 0

and, consequently, recalling also that | | 6= 0, we obtain equation (19). This completes
the proof of the proposition. ⇤
In the previous proof, we used the following simple lemma.

Lemma 9. Let ⌦ ⇢ Rd be open, let fn 2 L1
loc(⌦) be weakly di↵erentiable in ⌦ and

fn ! f in L1
loc(⌦). Assume that (rfn) is bounded in Lp(⌦) for some 1 < p < 1.

Then f is weakly di↵erentiable in ⌦ and (rfn) converges weakly to the weak gradient
of f . In particular, Z

⌦

|rf |p dx  lim inf
n!1

Z

⌦

|rfn|
p dx .

Proof. Let F be a weak limit point of (rfn) in Lp(⌦). Such a weak limit point exists
by weak compactness. Then, with limits taken along the corresponding subsequence,
for any ' 2 C1

c (⌦),Z

⌦

f@k' dx = lim
n!1

Z

⌦

fn@k' dx = � lim
n!1

Z

⌦

@kfn' dx =

Z

⌦

Fk' dx .
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This shows that f is weakly di↵erentiable with rf = F . Since the weak gradient is
unique, there is a unique weak limit point of (rfn), so, (rfn) converges weakly. ⇤

5. Twistor spinors

In the previous section, we determined the absolute values of  and A of extremal
solutions of the inequality in Theorem 1. As a step towards determining the ‘argument’
 /| |, in this section, we will characterize all solutions of equation (19).

Theorem 10. Let d � 3 and assume that � is a spinor field on Rd satisfying

�i@j �

1

d
�j� · (�ir)

�
� = 0 for all j = 1, . . . , d . (22)

Then there are constant spinors '0,'1 2 CN such that

�(x) = '0 + � · x'1 for all x 2 Rd .

This theorem is known. It appears, for instance, in [15]. The equation for � is
called the twistor equation and its solutions are called twistor spinors. We include the
proof of the theorem for the sake of concreteness and since it simplifies considerably
in the present Euclidean context.

Proof. A priori, we only assume that � is a distribution that satisfies the equation in
distributional sense. Then mollifications of � are smooth functions which satisfy the
same twistor equation. Assuming the theorem has been proved for smooth functions,
we conclude that each mollification has the form in the theorem with constant spinors
'0 and '1 which depend on the mollification parameter. Since the mollifications
converge to � in the sense of distributions as the mollification parameter vanishes, it
is easy to see that the parameters '0 and '1 converge and, consequently, � has the
claimed form.
Thus, from now on, we may assume that � is a smooth function. (In fact, C2

is enough.) We di↵erentiate the equation in (22) with respect to xk and obtain,
abbreviating D := � · (�ir),

@k@j� =
i

d
�j@kD� for all j, k = 1, . . . , d . (23)

Taking k = j and summing, we obtain

�� = �
i

d
D2� .

Since D2 = ��, we conclude that

D2� = 0 . (24)

Next, we use (23) twice to get

�j@kD� = �id@k@j� = �id@j@k� = �k@jD� .
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Multiplying by �j and using the anticommutation relations, we deduce

@kD� = ��k�j@jD�+ 2�j,k@kD� .

Summing with respect to j gives

d@kD� = �i�kD
2�+ 2@kD�

The assumption d � 3 and (24) imply that

@kD� = 0 for all k = 1, . . . , d .

This implies that there is a '1 2 CN such that

D� = '1 .

Inserting this information into (22) gives

�i@j��
1

d
�j'1 = 0 for all j = 1, . . . , d .

Thus, there is a '0 2 CN such that

�(x) = '0 +
i

d
� · x'1 .

This is the assertion, up to redefining '1. ⇤

6. Characterizing cases of equality. II

Our goal in this section is to complete the proof of Theorem 5 concerning the
characterization of extremal solutions of the inequality in Theorem 1. As a byproduct,
we will also prove the claim in Theorem 1 that the inequality there is not attained in
even dimensions.
We assume throughout this section that ( , A) solves (1), that 0 6⌘  2 Lp(Rd,CN)

for some d/(d� 1) < p < 1 and that kAkdL2 = (d/(d� 2))Sd.
According to Proposition 8 and after translating and dilating  and A and multi-

plying  by a constant, we may, without loss of generality, assume that

| (x)| =

✓
1

1 + |x|2

◆ d�1
2

and |A(x)| = d
1

1 + |x|2
. (25)

Using the twistor equation. According to Proposition 8,  /| |d/(d�1) satisfies the
twistor equation (22). Thus, by Theorem 10, there are '0,'1 2 CN such that

 (x)

| (x)|d/(d�1)
= '0 + � · x'1 for all x 2 Rd .

Taking absolute values in the latter equation gives

| (x)|�
1

d�1 = |'0 + � · x'1| =
�
|'0|

2 + 2Reh'0, � · x'1i+ |� · x'1|
2
� 1

2

=
�
|'0|

2 + 2Reh'0, � · x'1i+ |'1|
2
|x|2
� 1

2
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Comparing this with the formula for | | in (25) gives

1 + |x|2 = |'0|
2 + 2Reh'0, � · x'1i+ |'1|

2
|x|2 ,

that is,

|'1| = |'0| = 1 , Reh'0, �j'1i = 0 for all j = 1, . . . , d . (26)

To summarize, we know at the moment that

 (x) =

✓
1

1 + |x|2

◆ d
2

('0 + � · x'1) (27)

with '0,'1 satisfying (26).

Recovering the vector potential. For 1  j, k  d we compute, using the proper-
ties of the � matrices,

Reh , �j�k i =
1

2
(h , �j�k i+ h , �k�j i) = �j,k| |

2 .

Thus,

Reh , �j� · A i =
X

k

Ak Reh , �j�k i = Aj| |
2 .

On the other hand, by (1),

Reh , �j� · A i = Reh , �j� · (�ir) i

and, therefore,

Aj =
Reh , �j� · (�ir) i

| |2
.

Using (27), we compute

@k = �d

✓
1

1 + |x|2

◆ d+2
2

xk('0 + � · x'1) +

✓
1

1 + |x|2

◆ d
2

�k'1

and

� · (�ir) (x) = id

✓
1

1 + |x|2

◆ d+2
2

� · x('0 + � · x'1)� id

✓
1

1 + |x|2

◆ d
2

'1

= �id

✓
1

1 + |x|2

◆ d+2
2

('1 � � · x'0) . (28)

Inserting this into the above formula for Aj, we find

Aj = d

✓
1

1 + |x|2

◆2

Imh('0 + � · x'1), �j('1 � � · x'0)i

= d

✓
1

1 + |x|2

◆2

Im (h'0, �j'1i � h'0, �j� · x'0i

+h'1, � · x�j'1i � h'1, � · x�j� · x'0i) .

This expression can be slightly simplified with the help of the following lemma.
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Lemma 11. For all x, y 2 Rd,

� · x � · y � · x = �|x|2� · y + 2(x · y)� · x .

Proof. By linearity, we may assume that x = ej. We write

� · x�j� · x =
X

k,`

xkx`�k�j�` =
X

k

x2
k�k�j�k +

X

k<`

xkx` (�k�j�` + �`�j�k) .

By the anticommutation relations, �k�j�k = ��j + 2�k,j�k, so
X

k

x2
k�k�j�k = �|x|2�j + 2x2

j�j .

Similarly, if k < `, then �k�j�` + �`�j�k = ��j(�k�` + �`�k) + 2�k,j�` + 2�`,j�k =
2(�k,j�` + �`,j�k) and so

X

k<`

xkx` (�k�j�` + �`�j�k) = 2
X

k<`

xkx` (�k,j�` + �`,j�k) = 2
X

k 6=j

xkxj�k .

This proves the claimed formula. ⇤

Inserting the formula from the lemma into the previous equation for Aj gives

Aj = d

✓
1

1 + |x|2

◆2

Im
�
(1� |x|2)h'0, �j'1i+ 2xjh'0, � · x'1i

�h'0, �j� · x'0i � h'1, �j� · x'1i) .

Introducing the vector w 2 Rd by

wj := Imh'0, �j'1i

as well as the matrix M 2 Rd⇥d by

Mj,k := �
1

2
(Imh'0, �j�k'0i+ Imh'1, �j�k'1i) ,

we can write this as

A = d

✓
1

1 + |x|2

◆2 �
(1� |x|2)w + 2x(w · x) + 2Mx

�
. (29)

Note that, by (26), we have wj = �ih'0, �j'1i. Also, by the anticommutation rela-
tions, we see that the matrix M is skew-symmetric, that is,

MT = �M .

Next, we derive equations for the matrix M and the vector w. They imply, in
particular, that d is odd. Since |A(x)| = d/(1 + |x|2), we must have

1 + |x|2 = |(1� |x|2)w + 2x(w · x) + 2Mx| for all x 2 Rd .
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Since

|(1� |x|2)w + 2x(w · x) + 2Mx|2

= (1� |x|2)2|w|2 + 4|Mx|2 + 4(w · x)2 + 4(1� |x|2)(w ·Mx) + 8(x ·Mx)(w · x) .

By skew-symmetry, we have x·Mx = 0. Since the right side above is equal to (1+|x|2)2,
the odd-degree term (1� |x|2)(w ·Mx) must vanish, that is, by skew-symmetry,

Mw = 0 .

The remaining equations are

|w|2 = 1 , |x|2 = �|w|2|x|2 + 2|Mx|2 + 2(w · x)2 .

In view of the first equation here, the second one is equivalent to

MTM + |wihw| = 1 .

This implies, in particular, that kerM = span{w}. Since the dimension of the kernel
of a skew-symmetric matrix in even dimension is even dimensional, we conclude that
d is odd.

Using the zero mode equation. In what follows we assume that d is odd. It follows
from (27) and (29) that

� · A = d

✓
1

1 + |x|2

◆ d+4
2 �

(1� |x|2)� · w + 2(w · x)� · x+ 2� ·Mx
�
('0 + � · x'1) .

Combining this with (28) and the equation (1), we get

�i(1 + |x|2)('1 � � · x'0) =
�
(1� |x|2)� · w + 2(w · x)� · x+ 2� ·Mx

�
('0 + � · x'1) .

Using Lemma 11, we can rewrite this as

�i(1 + |x|2)('1 � � · x'0) = (� · w + � · x � · w � · x+ 2� ·Mx) ('0 + � · x'1) .

Both sides are polynomials of degree three. For us, only the equation that is obtained
for homogeneity one is interesting, namely

i� · x '0 = � · w � · x '1 + 2� ·Mx '0 for all x 2 Rd . (30)

(In fact, one can show that this equation is equivalent to the one corresponding to
homogeneity two and that those corresponding to homogeneities zero and three are
consequences of the above equation.) From (30) we derive

�i'1 = � · w '0 , (31)

� ·My '0 = i� · y '0 for all y 2 w? . (32)

Indeed, (31) follows by taking x = w in (30) and recalling that |w| = 1 and Mw = 0.
Let us prove (32). It follows from the properties of the gamma matrices that

� · w � · x = �� · x � · w + 2(w · x) .
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Inserting this into (30) and using (31), we obtain

2i� · x '0 = 2(w · x)'1 + 2� ·Mx '0 for all x 2 Rd .

Specializing to x orthogonal to w yields (32).

After these preparations we are in position to complete the proof of our second main
result.

Proof of Theorem 5. Recall the definition of the matrix ⌃ before Theorem 5. Since M
is skew-symmetric and satisfies MTM + |wihw| = 1, there is an O 2 O(d) such that

OTMO = ⌃ .

We note that MOe1 = O⌃e1 = 0. Since MTM + |wihw| = 1, this implies that
Oe1 = w. Thus, we can rewrite (29) as

A(x) = d

✓
1

1 + |x|2

◆2 �
(1� |x|2)Oe1 + 2x(e1 ·O

�1x) +O⌃O�1x
�
= OA(O�1x) .

Thus, A is of the form claimed in the theorem.
Next, given the matrix O 2 O(d), there is a U 2 U(N) such that (5) holds; see [13,

Corollary A.2]. We now show that U'0 is a vaccuum, that is, it satisfies

1

2
(�2↵ + i�2↵+1)U'0 = 0 for all ↵ = 1, . . . ,

d� 1

2
. (33)

Indeed, since ⌃e2↵+1 = �e2↵, we have

U⇤�2↵U = � ·Oe2↵ = �� ·O⌃e2↵+1 = �� ·MOe2↵+1 ,

so, using (32),

U⇤�2↵U'0 = �� ·MOe2↵+1'0 = �i� ·Oe2↵+1'0 = �iU⇤�2↵+1U'0 .

This proves (33).
Next, we note that

1

2
(�2↵ + i�2↵+1) �1U'0 = 0 for all ↵ = 1, . . . ,

d� 1

2
.

Indeed, this follows immediately from (33), since �1 anticommutes with �2↵ and �2↵+1

for ↵ � 1.
Thus, we have shown that both U'0 and �1U'0 are vaccua. By the uniqueness

of the vaccuum [13, Lemma A.5], there is a � 2 C such that �1U'0 = �U'0. Since
|�1U'0| = |U'0|, we have |�| = 1 and, since �1 is Hermitian, we have � 2 R. Thus,
s := � 2 {+1,�1} and �1U'0 = sU'0.
The equality Oe1 = w implies U⇤�1U = � ·Oe1 = � ·w. Thus, by (31), U⇤�1U'0 =

� · w'0 = �i'1. We conclude that

'1 = iU⇤�U'0 = is'0 .
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Since |U'0| = |'0| = 1, by uniqueness of the vaccuum (see [13, Lemma A.5]) we
may assume that U'0 =  0. Note that above, we showed that �1 0 = �1U'0 =
sU'0 = s 0, which justifies the notation s. Moreover, we can rewrite (27) as

 (x) =

✓
1

1 + |x|2

◆ d
2

(1+is�·x)'0 =

✓
1

1 + |x|2

◆ d
2

U⇤(1+isU�·xU⇤) 0 = U⇤ (O�1x) .

Here in the last equality we used (5). Thus,  is of the form claimed in the theorem.
This completes the proof. ⇤

Appendix A. Characterizing cases of equality in another inequality

In this appendix, we consider the equation

� · (�ir) = � (34)

with a real function � 2 Ld(Rd). In [13], we proved that, if  2 Lp(Rd,CN) for some
d/(d� 1) < p < 1 is a nontrivial solution of (34), then

k�k2Ld �
d

d� 2
Sd .

(Note that in [13] we used a slightly di↵erent normalization.) A simply computation
shows that equality is attained for the pair ( ̃,⇤), where

 ̃(x) :=

✓
1

1 + |x|2

◆ d
2

(1 + is� · x)'0 , ⇤(x) := sd
1

1 + |x|2
.

Here '0 2 CN is a constant spinor and s 2 {+1,�1}. Note that, in contrast to the
situation of Theorem 5, the constant spinor '0 is not required to satisfy the vaccuum
conditions (4) and s is not coupled to '0. The following theorem shows that, up to
translations, dilations and multiplications by constants, this family constitutes the
only pairs for which equality is attained.

Theorem 12. Let d � 3. If  2 Lp(Rd,CN) for some d/(d � 1) < p < 1 is a
nontrivial solution of (34) with

k�k2Ld =
d

d� 2
Sd ,

then there are a 2 Rd, b > 0, c > 0, as well as a '0 2 CN with |'0| = 1 and an
s 2 {+1,�1} such that, for all x 2 Rd,

 (x) = c  ̃((x� a)/b) and �(x) = b�1 ⇤((x� a)/b) .

Proof. We argue as in the proof of Theorem 5. In the same way as in Proposition 8
we deduce that, after translating and dilating ( ,�) and multiplying  by a constant,

| (x)| =

✓
1

1 + |x|2

◆ d�1
2

and |�(x)| = d
1

1 + |x|2
.
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Moreover, we obtain equations (23), which, according to Theorem 10, implies the form
(27) of  with '0,'1 2 CN satisfying (26). Thus � · (�ir) is given by (28), and
inserting this into (34), we find

�i ('1 � � · x '0) =
�(x)

|�(x)|
('0 + � · x '1) for all x 2 Rd . (35)

Taking the real part of the inner product of this equation with '0 and recalling (26),
we find that

s := Imh'0,'1i =
�(x)

|�(x)|
for allx 2 Rd .

This shows that the sign of � is constant. Returning with this information to (35) and
evaluating at x = 0, we infer that �i'1 = s'0. This leads to the claimed form of  
and � and completes the proof. ⇤
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