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ABSTRACT

This paper introduces FASTEN, a cutting-edge library developed to

address the computational challenges inherent in Heterogeneous

Graph Neural Networks (HGNNs). The key focus of FASTEN is the

optimization of segmented matrix multiplication, a critical opera-

tor where existing GNN frameworks and linear algebra libraries

often fall short. FASTEN o�ers an array of solutions to these chal-

lenges, including a routing table designed for e�cient workload

scheduling, adaptive algorithms tailored for handling segments of

di�erent shapes and segmented dimensions, and a performance

model-guided autotuner to select the best con�gurations. Further-

more, FASTEN implements interfaces to integrate with widely-used

frameworks like PyG, ensuring straightforward adoption in exist-

ing HGNN models with minimal adjustments. We have performed

comprehensive benchmarks on advanced GPU architectures, in-

cluding NVIDIA H100, A100, and RTX4090, to demonstrate that

FASTEN signi�cantly improves both operator-wise and end-to-end

performance across various datasets and HGNNs.
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1 INTRODUCTION

Graph Neural Networks (GNNs) [53] have gained increasing preva-

lence in a wide spectrum of applications [13, 17, 29, 52]. GNNs

typically represent entities as nodes in a graph, connected by edges

that represent a relation. Heterogeneous GNNs (HGNNs) [57] are a

natural extension to GNNs, renowned for their ability to model het-

erogeneous and complex modes of relationships between entities

commonly found in real-world data, including social networks [9],

biological networks [3], molecular graphs [54], source code [1], and

knowledge graphs [33]. For example, in academic networks, rela-

tionships such as “Teacher” entities mentoring “Student” entities,

with both contributing to publications at “Conference” entities, are

modeled.

The growing use of GNNs has catalyzed the development of open

source machine learning frameworks like DGL [47] and PyG [10].

These frameworks are designed to facilitate the development of

advanced models and enhance the e�ciency of processing large

datasets. They often integrate hardware vendor-provided libraries,

such as cuBLAS [36], CUTLASS [38], and cuSPARSE [37], to take

advantage of the high bandwidth and parallelism of GPUs for ac-

celeration. However, recent studies [16, 23, 55] suggest that the

computational power of GPUs is not yet fully exploited in GNNs.

This challenge is more pronounced in HGNN computations, where

complexity and heterogeneity arise from assigning unique weights

to various types of relationships.

Among heterogeneous operations, segmented matrix multiplica-

tion (matmul) is particularly time-intensive during HGNN training

and inference. Segmented matmul involves handling a batch of

input matrices of di�erent sizes (I8 ), each paired with a distinct

weight matrix (W8 ) that represents a type in HGNNs, and comput-

ing I8 ×W8 for each pair. Existing dense linear algebra libraries,

such as cuBLAS [36], do not provide speci�c routines for scenarios

involving variable input dimensions. Consequently, deep learning

frameworks often launch dense matrix multiplication routines for

each segment on the host and execute them on the GPU in sequence.

This approach, however, incurs high kernel launch overhead and

redundant memory access costs. CUTLASS provides a generalized

grouped matmul method [39], but this method is not optimized

for segmented scenarios where only one dimension varies and all

input matrices are allocated from the same source, causing issues
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Table 1: The FLOP Utilization (TF32) of CUTLASS grouped

matmul for various datasets on a NVIDIA A100 80GB GPU.

AIFB AM BGS MUTAG

Feature size = 32 1.45% 2.32% 2.26% 1.95%

Feature size = 64 4.68% 7.49% 7.14% 6.22%

such as extra overhead in indexing matrices and workload imbal-

ance across di�erent Cooperative Thread Arrays (CTAs). As shown

in Table 1, the highest FLOPS utilization achieved by CUTLASS’s

grouped matmul kernel falls below 7.49% in tests conducted on

graph datasets.

While a line of research focuses on optimizing HGNN perfor-

mance, few studies have delved into the sophisticated optimiza-

tion of computations in GPU kernels. Most of research has instead

concentrated on high-level scheduling mechanisms [34], GPU ker-

nel fusion [16, 55], and graph Intermediate Representation (IR)

designs [51, 55, 56]. In this paper, we demonstrate that optimal

performance of segmented matmul on GPUs requires very careful

kernel design, with a focus on fully utilizing GPU resources by

exploring factors such as matrix locality, segment shapes, workload

scheduling among CTAs, and various GPU architectural features.

To address these issues, we introduce FASTEN, a comprehensive

library featuring e�cient algorithms speci�cally designed for seg-

mented matmul in HGNNs. FASTEN achieves high performance

across various NVIDIA GPU architectures and makes the following

contributions:

• It includes a routing table that e�ciently guides the selection

of segments to be processed by each CTA on the GPU.

• It features adaptive algorithms, capable of e�ciently han-

dling segments of varying shapes and di�erent segmented

dimensions.

• It incorporates a performance model guided tuning frame-

work, which �ne-tunes a wide range of parameters, from

data structures and algorithms to resource usage, at a mod-

erate cost.

• It provides interfaces that adapt data structures and modules

for seamless integration with PyG.

To demonstrate the e�ectiveness of FASTEN1, we conducted

comparative analyses with a vendor-provided library (i.e., CUT-

LASS [38]), and a compiler-based optimization framework (i.e.,

Graphiler [55]).We evaluatedwidely usedHGNNs, includingHGT [20],

RGCN [41], and RGAT [7]. Our experiments, performed on NVIDIA

A100, RTX4090, and GH200 GPUs, have shown up to a 117.54×

speedup, with an average speedup of 13.65× and 4.72× in operator-

wise benchmarks compared to CUTLASS and cuBLAS, respectively.

Furthermore, HGNNs utilizing FASTEN demonstrated an average

of 1.86× and 4.02× end-to-end speedups relative to vanilla PyG

models and those compiled with Graphiler, respectively.

2 BACKGROUND

In our model, we consider a graph � = (+ , �,T), with + as the

set of nodes, � as the edges connecting them, and T as the types

1Our code is available at https://github.com/Deep-Learning-Pro�ling-Tools/fasten

associated with nodes and edges. Each node is associated with a

unique feature vector �Eğ ∈ R
 , residing in a  -dimensional space.

GNNs adopt the Message Passing [14] mechanism to propagate

information from a source node to its neighbors. This mechanism

divides the computation into three individual phases: message, ag-

gregate, and update. Consider a GNN model with # modules linked

in sequence; the output of the =-th module can be represented as

IĤ+1Ĭğ
= D?30C4

(

066A460C4
ĬĠ ∈neighbors(Ĭğ )

(

<4BB064
(

�ĤĬĠ , �
Ĥ
Ĭğ

)))

(1)

Themessage phase applies custom functions to the features of E8 and

E 9 if there is an edge connecting them. Then, we aggregate features

from the neighbors of E8 together with a reduction function (e.g.,

sum). Finally, the update function updates the feature vector of E8
and uses it as input for the next module.

HGNNs de�ne custom message functions that apply computa-

tions to nodes based on their relationships with neighbors. For

example, in RGCN [7], a linear transformation is applied to each

neighbor’s feature vector �EĠ ∈ R
 and the weight of the rela-

tionship,gĬğ ,ĬĠ ∈ R
 ×& , where gEğ ,EĠ denotes the type of relation

between E8 and E 9 , and & denotes the number of features of each

node used in the subsequent GNN module. The transformation can

be represented as shown in Equation 2.

<4BB064 (�=EĠ , �
=
Eğ ) = �

=
EĠW

=
gĬğ ,ĬĠ

(2)

If we process all nodes in a graph in a batch, we can compute mes-

sages for all relations T as shown in Equation 3, where �=g ∈ R
|g |× 

andW=
g ∈ R

 ×& . Here,<4BB064 (�) represents the batched compu-

tation of messages for all edges in �, with each edge belonging to a

type g ∈ T .

<4BB064 (�) = �=−1g W
=
g , for g in T . (3)

Equation 3 illustrates a segmented matmul operation, where a

single dimension (i.e., T ) in the input and weight matrices is

segmented to form segment pairs, with each pair performing

a dense matmul. In addition to the forward phase, it is worth not-

ing that the backward phase of the message function also performs

segmented matmul. Let us denote 3I=+1g ∈ R |g |×& as the gradient of

the output of the =-th module. The gradients of the input features

and weights can be represented by Equations 4 and 5, respectively.

3�=g = 3I=+1g (, =
g )

T, for g in T . (4)

3, =
g = (�=g )

T3I=+1g , for g in T . (5)

Similar to RGCN, other HGNNs, such as HGT [20] and RGAT [7],

also incorporate segmented matmul computations. HGT and RGAT

both apply segmented matmul for the “query” and “key” matrices.

Additionally, HGT performs segmented matmul to compute the

mutual attention between the features of the source and target

nodes.

Fig. 1 illustrates the ratio of time consumed by segmented mat-

mul computations during training across various HGNNs on di�er-

ent NVIDIA GPUs. It shows that segmented matmul is one of the

most time-consuming processes that needs optimization.
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Figure 1: Ratio of time spent on segmented matmul-related

computations in training various HGNNs. RGCN and RGAT

were trained using the AM dataset [41], while HGT was

trained using the Freebase dataset [6].

3 EXISTING WORK

We describe several common methods for computing Equation 3

and discuss their shortcomings, which motivates the design of

algorithms in FASTEN.

Loop over matmuls. [44] This approach involves sequentially

launching dense GPU matmul kernels from the host CPU for each

relation type (e.g., I=gW
=
g ), utilizing vendor-optimized libraries like

cuBLAS for each kernel. The method becomes increasingly costly

with a growing number of relations in T , due to the kernel launch-

ing overhead. Moreover, on advanced GPU architectures, such as

the NVIDIA H100 with more than a hundred streaming proces-

sors, signi�cant load imbalance issues may arise, particularly for

relations with a small number of nodes or edges.

Batched matmul. [43] An alternative to the loop over matmuls

approach is to use a single batched matmul kernel, which requires

that all input matrices have the same shape. One common strategy

to adapt batched matmul for segmentation involves broadcasting

each weight matrix according to the number of instances in the

input. This changes the number of weight matrices from |T | to
∑

|g | for all g ∈ T , ensuring that each input instance is associated

with a replicated weight matrix from the original. Although this

approach could eliminate the kernel launch overhead using a single

kernel, it signi�cantly increases the memory footprint and the number

of CTAs, leading to redundant memory access and CTA scheduling

overhead.

Grouped matmul. [39] CUTLASS’s grouped matmul ker-

nel facilitates batched matrix multiplications by taking arrays

of input and weight matrices, each potentially from di�er-

ent sources and with varied dimensions, and performing a

dense matmul operation between each paired matrix inde-

pendently. As shown in Fig. 2, this approach employs a scheduling

strategy that allocates the computation of one or more tiles, each of

equal size, of the resulting matrix to each CTA. Adapting grouped

matmul for segmented matmul in HGNNs, however, encounters

several major issues, leading to ine�ciencies in memory access,

scheduling, and workload balance. 1) Indirect memory access. In

grouped matmul, input matrices of varying sizes may originate

from di�erent allocations, thus it requires accessing arrays of point-

ers to input, weight, and output matrices, as well as the dimen-

sions and strides of them, before loading matrix data. In contrast,

segmented matmul involves input matrices sourced from a single

CTA0 CTA1

CTA2 CTA3

O0 O1

CTA4 CTA5

CTA1 CTA2

CTA0

CTA3

O2

CTA4 CTA5

CTA0 CTA1

CTA2 CTA3

Strides

Pointers

Tile Index

Sizes

(A1,B1,O1)

(M1,N1,K1)

(LDA1,LDB1,LDO1)

(5)

Figure 2: Grouped matmul’s scheduling when handling three

output matrices. CTA2 is responsible for a tile of $1 = �1�1,

where �1 ∈ R
"1× 1 and �1 ∈ R

 1×#1 . In order to load the

matrix data, CTA2 must read its relative tile index within

this group, as well as the strides, pointers, and sizes of the

matrices being processed.

allocation, where each matrix di�ers from the others in at most

one dimension. 2) Scheduling. The round-robin scheduling mecha-

nism in the grouped matmul of CTAs does not take data locality

into account, particularly when the feature size is small, as further

elaborated in Section 5.2. 3) Workload imbalance. The grouped mat-

mul implementation partitions workload only based on the output

tile sizes, but overlooks the tile sizes of input and weight matrices

assigned to each CTA. As a result, signi�cant workload imbalances

may exist when the accumulation dimension is di�erent among

input matrices, as elaborated in Section 5.3.

These insights motivate our approach to segmented matmul,

which outperforms the aforementioned methods with highly opti-

mized strategies that minimize memory access overhead and en-

hance workload balance.

4 OUR APPROACH

Segmented matmul di�ers from grouped matmul in its approach

to index matrices. Unlike grouped matmul, which requires a sepa-

rate pointer for each matrix, segmented matmul uses only a single

pointer for each type of matrix—input, weight, and output. This is

because each matrix type is allocated in contiguous memory space

from the same original source, allowing for simpli�ed pointer man-

agement and accesses. Additionally, in segmented matmul, there is

no need to create size arrays for each matrix, as matrices belonging

to the same type have at most one dimension that varies in size;

that dimension with variable sizes is the one to be divided. For

example, in Equation 3, the dimensions  and & are �xed, and the

workload can be divided along with the T dimension.

The di�erences between segmented matmul and grouped mat-

mul motivate the design of a Routing Table to assign workloads

among CTAs. Fig. 3 demonstrates how FASTEN’s basic segmented

matmul algorithm operates, with  serving as the accumulation

dimension. We divide the T dimension using a TILE_T parameter,

ensuring that each CTA is responsible for computing a [TILE_T ,

TILE_&] tile in the output matrix. The results of this division are

stored in the routing table. Each row in the table contains three en-

tries: the �rst entry indicates the type of the corresponding weight

matrix (i.e.,Wg ), while the second and third entries specify the start
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Type Start End
0 0 10
1 10 42
1 42 70

K

Q

input

Weight

Output

TILE_K

CTA0
CTA2
CTA4

TILE_Q

TI
LE
_T

Routing Table

Figure 3: Segmented matrix multiplication algorithm and a

routing table, where is the accumulation dimension,
∑

|g | =

70, and TILE_T = 32. Distinct types are visually di�erentiated

by colors: green represents type 0, and red represents type 1.

and end o�sets for the T dimension, respectively. Initially, each

CTA retrieves its starting and ending o�sets for the T dimension by

accessing the routing table using its CTA ID. These o�sets enable

the CTA to calculate the addresses of the input and output matrices.

Similarly, the CTA calculates the addresses of the weight matrix

using the type obtained from the same row in the routing table.

Subsequently, the CTA loops through tiles of the input and weight

matrices along the accumulation dimension. In each iteration, it

performs a dot operation and accumulates the results in an output

tile that is eventually stored back in global memory.

Algorithm 1 further presents the major steps of segmented mat-

mul with Multi-stage Bu�ering and Tensor Core support.

Algorithm 1 Basic Segmented Matmul Algorithm.

Input: ctaID, routingTable, inputPtr, weightPtr, outputPtr
1 row← GetRow(ctaID)
2 type, start, end← row[0], row[1], row[2]
3 inputAddrs← GetAddrs(inputPtr, routingTable, start, end)
4 weightAddrs← GetAddrs(weightPtr, routingTable, type, type + 1)
5 outputAddrs← GetAddrs(outputPtr, routingTable, start, end)
6 outputTile← Zeros(end - start, TILE_Q)
7 inputTiles← Allocate(N, TILE_T , TILE_K)
8 weightTiles← Allocate(N, TILE_K, TILE_Q)
9 for 8 = 0 to #stages − 2 do ² Prefetch tiles

10 inputTile[i]← AsyncLoad(inputAddrs, 8)
11 weightTile[i]← AsyncLoad(weightAddrs, 8)
12 for 8 = 0 to K / TILE_K - 1 do ² Loop over tiles
13 tileIdx← 8 % (K / TILE_K)
14 AsyncWait(tileIdx)
15 A← Convert(inputTile[tileIdx]) ² Shared to registers
16 B← Convert(weightTile[tileIdx]) ² Shared to registers
17 outputTile← outputTile + TensorDot(A, B)
18 nextIdx← 8 + #stages - 1
19 nextTileIdx← nextIdx % (K / TILE_K)
20 inputTile[nextTileIdx]← AsyncLoad(inputAddrs, nextIdx)
21 weightTile[nextTileIdx]← AsyncLoad(weightAddrs, nextIdx)
22 C← Convert(outputTile) ² Registers to registers
23 Store(outputAddrs, C)

Multi-stage Bu�ering. Using single tiles in shared memory to

store input or weight data may not always be e�cient, as it may

not fully overlap the computation with the memory accesses [21].

To overcome this limitation, we have implemented a multi-stage

bu�ering technique that allows for fetching multiple tiles while

performing computation. As indicated in Line 7 and Line 8, we

allocate BC064B bu�ers to create a pipeline that interlaces compute

and memory accesses, where BC064B will be adjusted according to

resource limitation.

Moreover, to optimize register usage, we employ asynchronous

memory load instructions (cp.async [35]) on NVIDIAGPUs, which

directly transfer data from global memory to shared memory, by-

passing both the L1 cache and registers. Additionally, we use a 2D

address swizzling technique [4] to prevent bank con�icts in shared

memory. Before the loop begins, we start #stages − 1 asynchronous

copy transactions. Then, before the computation in each iteration,

we ensure that only necessary asynchronous transactions are com-

pleted, as shown in line 14. We also carefully mask out-of-bound

memory accesses within the loop to prevent any unintended side

e�ects.

Tensor Core. FASTEN leverages tensor core instructions to achieve

high compute throughput for TF32 and FP16 precisions. Unlike con-

ventional CUDA cores, utilizing tensor cores requires speci�c data

layouts [35]. This requirement means that each thread must hold

values at speci�c coordinates to produce corresponding results.

Therefore, the input operands are converted before applying each

tensor core dot operation, as shown in Line 15 and Line 16. Since

the output of mma and wgmma instructions also has a speci�c layout,

a conversion of the output tile (Line 23) is necessary before storing

it in global memory.

5 OPTIMIZATIONS

Though the basic segmented matmul algorithm (Algorithm 1) o�ers

a simple version that simpli�es memory access and gains higher

performance (see Fig. 13) compared to grouped matmul, it lacks

e�ciency in several scenarios. To address this issue, this section

presents several adaptive algorithms tailored to various shapes

and accumulation dimensions, including dynamic tiling for small

matrices, register blocking for the small accumulation dimension,

and 3D parallelization for the dynamic accumulation dimension.

5.1 Dynamic Tiling

In real datasets, we observed that each relation type might have

a varying number of corresponding edges and show a long-tail

phenomenon [5] that a large portion of the types only have a small

number of edges. Fig. 4 illustrates the distribution of the number of

edges for each type of the AM dataset (details described in Table 3).

It is evident that many relations have fewer than 512 edges. In

such a scenario, if a large tile size (e.g., 512) is employed, many

CTAs end up processing fewer than 512 edges. This leads to a waste

of computational resources, as the CTAs are forced to perform

calculations on zeros that have been padded to these oversized

tiles. This ine�ciency highlights the need for a more dynamic

approach [28] to tile size allocation.

To address this problem, we introduce the concepts of virtual tile

and physical tile. The physical tile refers to the maximum amount of

shared memory used by the kernel, which must be a static number

determined before a kernel launch. The virtual tile, on the other

hand, refers to the actual tile size used by a speci�c block. Rather

than statically choose the tile sizes (Lines 7 and 8 in Algorithm 1),

we dynamically decide them for each CTA . Based on the num-

ber of edges (i.e., 4=3 − BC0AC ), we allocate only a portion of the

original shared memory. Besides, since tensor core instructions
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Figure 4: The distribution of edge counts per relation type

in the AM dataset, with each histogram bin representing an

edge count interval of 128.
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(a) Without register blocking.
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K
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TILE_K

Memory
��

Registers

CTA1

Q

Weight

Blocked on registers
after the first

iteration

TILE_Q

(b) With register blocking.

Figure 5: An example of register blocking where CTA1 will

process four tiles instead of one and block the weight tile on

registers to reduce memory transactions.

(e.g., mma.m16n16k8, mma.m16n8k8) require speci�c input operand

shapes, we round up the actual tile size to the nearest multiple of

16 in our code and pad any out-of-bound elements with zeros.

However, dynamic tiling can reduce the e�ciency of the in-

struction cache and introduce branch instructions. To mitigate this

overhead, we calculate a Utilization Factor as shown in Equation 6,

which represents the ratio between the actual amount of computa-

tion and the theoretical amount of computation. Utilization factor

is calculated and associated with a routing table prior to segmented

matmul. Dynamic tiling is enabled only when the utilization factor

falls below a prede�ned threshold (e.g., 0.5).

Utilization Factor =

∑

ă ∈T |g |
∑

ă ∈T +
|ă |

TILE_T , × TILE_T
(6)

5.2 Register Blocking

As previously mentioned, the dimensionality of features in HGNNs

typically falls within a modest range, such as 16 to 128. When  is

the accumulation dimension and )8;4 =  , each CTA processes

only a single tile of the input and weight matrices. Furthermore,

subsequent tiles of the input matrix, when belonging to the same

type, may share the same weight tile. This access pattern, as shown

in Fig. 5a, can lead to ine�ciencies for two reasons. First, redundant

r0 r1

CTA1

CTA2 CTA3

CTA5

CTA6 CTA7

CTA9

CTA10 CTA11AtomicAdd

CTA0 CTA1

CTA2 CTA3

Segmented Matmul Kernel

Accumulate Kernel

CTA8CTA4CTA0 1

2

Figure 6: Two 3D parallelization strategies are employed to

accelerate segmented matmul when the accumulation di-

mension varies among input and weight matrices. Option 1©

is utilized when determinism is not required. On the other

hand, option 2© is employed when determinism is necessary,

involving the use of intermediate memory.

memory instructions may be issued by multiple CTAs to access

the same weight tile. Second, each CTA processes only a small tile,

which can increase the overhead in CTA scheduling, particularly

when processing a large number of edges.

Tomitigate these issues, we adopt a persistent processingmethod [18],

which tasks a single CTA with the sequential handling of multi-

ple tiles, as shown in Fig. 5. This method incorporates a loop that

allows a CTA to iterate over several input tiles assigned to it. In

each iteration, only the input tiles are loaded using the multistage

bu�er approach described in Algorithm 1. In contrast, the weight

tile is loaded into registers just once during the initial iteration and

is subsequently reused for all dot operations. The results are stored

in global memory at the end of each iteration. With this strategy,

we not only reduce the number of memory transactions, but also

decrease the CTA scheduling overhead.

5.3 3D Parallelization

In Equations 3 and 4, we use static accumulation dimensions  

and & correspondingly, which are known when an HGNN model

is initialized. In comparison, Equation 5 uses a dynamic accumula-

tion dimension, g , to calculate the gradients of the weight matrix.

This variability poses a challenge, as the standard grouped matmul

scheduling, depicted in Fig. 2, does not account for the �uctuating

computational demands associated with di�erent |g | sizes. However,

as illustrated in Fig. 4, the disparity in the number of edges of each

edge type in real datasets can lead to signi�cant computational

ine�ciencies.

To overcome this challenge, we devised a novel 3D parallelization

algorithm that extends parallelization to include the accumulation

dimension in Equation 5. Unlike the standard split-k matmul [36],

which only applies to dense matmul, our approach utilizes the

routing table to record the corresponding start and end o�sets for

each CTA, thus balancing workloads among a batch of matmuls of
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Type Start End
0 0 10
1 10 42
1 42 74
2 74 78
3 78 110
3 110 142
3 142 174
3 174 206
4 206 210

Next
NULL

NULL

NULL

Type Start End
0 0 10
1 10 74
2 74 78
3 78 206
4 206 210

Next

NULL

NULL

Type Start End
0 0 10
1 10 74
3 78 206
2 74 78
4 206 210

Next

NULL
NULL

Grouping Reordering

Figure 7: An example of using tile grouping and reordering

to reduce the memory consumption and allow for simple

indexing.

di�erent sizes along the accumulation dimension. FASTEN imple-

ments two versions of the 3D parallelization algorithm: the non-

deterministic and the deterministic versions. The non-deterministic

version launches a single segmented matmul kernel. If multiple

CTAs split a matrix on the accumulation dimension, they collabo-

rate on a single �nal tile. In this case, we use atomicAdd instructions

to resolve con�icts when storing results in global memory. For ex-

ample, Fig. 6 shows that CTA4 and CTA8 collaborate on a single

�nal tile. Otherwise, if a single CTA is responsible for the �nal tile,

such as CTA0 in Fig. 6, we use store instead of atomicAdd for

better throughput.

When determinism is paramount, particularly in model training,

FASTEN implements a deterministic version that adopts a dual-

kernel strategy. The �rst kernel mirrors the computation of the non-

deterministic version but substitutes atomic operations with direct

store instructions. If a single CTA su�ces for an output tile, the

result is written directly to the �nal bu�er; otherwise, intermediate

output tiles (e.g., CTA4 and CTA8 in Fig. 6) go to an intermediate

bu�er. The second kernel launches with fewer CTAs to accumulate

these intermediate results in the �nal bu�er, with one CTA per �nal

output tile to ensure determinism.

Our 3D parallelization algorithm adeptly handles workload vari-

ations among CTAs due to the dynamic accumulation dimension. In

practice, the deterministic version exhibits performance similar to

that of its non-deterministic counterpart, making it a practical solu-

tion for ensuring computational precision when there is su�cient

GPU memory for the intermediate bu�er.

5.4 Tile Grouping and Reordering

Both the register blocking and the 3D parallelization variants re-

quire that each CTA persistently processes multiple tiles. We de�ne

a block as the collection of all tiles processed by a single CTA, with

the maximum being #blocks tiles per block. This section outlines

our design that supports this mechanism and improves workload

balance.

A straightforward method to allow each CTA to process multiple

blocks is to replicate the routing table #blocks times, allowing us to

locate the subsequent tile for each CTA. This technique is similar

to the scheduling policy used in CUTLASS. However, replicating

the routing table not only increases memory usage, but also adds

overhead from accessing additional rows in the routing table. In-

stead, we developed the grouping method to address the problem.

As demonstrated in Fig. 7, we initially group neighboring tiles of

size TILE_T into a single large tile, adjusting the start and end

addresses accordingly, with a maximum grouping of #blocks tiles.

It is important to recognize that small tiles, de�ned as those with

a size less than TILE_T , are not combined into large tiles. If we

assign individual CTAs to handle these small tiles, imbalance issues

can arise, particularly when the utilization factor (Equation 6) is

low. Therefore, we extend the routing table with a next �eld. A

NULL value in the next �eld indicates a large tile. On the other

hand, we link small tiles, whose cumulative edge count is less than

TILE_T × #blocks, into a single small block by setting the proper

indexing in the next �eld.

To streamline the process of identifying the starting tile of a

block for each CTA, we utilize a straightforward indexing function,

such as dividing the CTA ID by the number of tiles per row. How-

ever, this indexing mechanism is incompatible with a routing table

after grouping, which requires that CTAs handling small blocks be

directed to the start tile in the next �eld chain. To resolve this issue,

a reordering approach for tiles within the routing table is essential.

We position the larger tiles and the initial small tiles of each block

at the forefront of the routing table. This ensures initial access to

these tiles. Subsequently, we update the next �elds in tiles of the

same block to re�ect this new arrangement. In addition, small tiles

within the same group are placed close to each other to enhance

memory e�ciency.

In summary, the combination of tile grouping and reordering

achieves a balanced assignment of workload through the routing

table and makes it compatible with e�cient indexing functions.

6 PERFORMANCE MODEL GUIDED TUNING

In this section, we a performance-model guided approach to opti-

mize segmented matmul performance across various architectures

and matrix shapes. Our proposed models are coarse-grained, pri-

marily aimed at correlating time with tuning knobs such as tile

sizes, rather than precisely estimating running time.

6.1 Performance Modeling

Following previous studies [21, 31] on modeling dense matmul

performance, we model segmented matmul’s parallelism and de-

compose the time spent in each CTA into di�erent phases. Initially,

we use Equation 7 to estimate the total time:

)8<4total = #waves × 0E4A064 ()8<4wave ) (7)

In this model, a “wave” is de�ned as a group of CTAs running

concurrently on the GPU. We introduce both the inter-wave and

intra-wave performance models.

Inter-wave Modeling. The total number of waves, #waves, is cal-

culated as follows:

#waves = #partial_waves + #full_waves (8)

Here, #waves is the sum of partial and full waves. Partial waves are

characterized by underutilized Streaming Multiprocessors (SMs),

unlike full waves, where SMs are fully utilized. Typically, in seg-

mented matmul scenarios, only the �nal wave is a partial wave.

We de�ne the ideal number of waves as:

# ideal
waves =

#CTAs

$22D?0=2~CTAs

=

∑

ă ∈T +
|ă |

TILE_T×Ċblocks
, × +

č

TILE_č , × +
ć

TILE_ć ,

$22D?0=2~CTAs
(9)
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Here $22D?0=2~CTAs refers to the maximum number of CTAs

that run concurrently on an SM. Consequently, we can de�ne Par-

allel E�ciency as the ratio between the number of ideal waves and

the number of actual waves:

�5 5parallel =
# ideal
waves

#waves
(10)

Intra-wave Modeling. To estimate the time within each wave, we

di�erentiate between large and small block processing times. CTAs

dealing with large blocks access the routing table once, whereas

CTAs dealing with small blocks do so #blocks times. The ratio of

large blocks, R, can be determined based on g , #blocks, and) �!�_T .

The wave time is then calculated as:

)8<4wave = R × )8<4
large
wave + (1 − R) × )8<4

small
wave (11)

The respective times for large and small blocks are:

)8<4
large
wave = )8<4indexing + #block × )8<4loop (12)

)8<4small
wave = #block × ()8<4indexing +)8<4loop ) (13)

)8<4loop is the duration spent in the compute loop, as demonstrated

in Algorithm 1 at Line 12. The detailed )8<4indexing is given by:

)8<4indexing =#block ×
(

�8C
routing_table
L2

× !0C4=2~L2

+ (1 − �8C
routing_table
L2

) × !0C4=2~DRAM
)

(14)

We assume an increase in �8C
routing_table
L2

with a reduction in the

size of the routing table. Furthermore,)8<4loop is decomposed into

various components:

)8<4loop = )8<4comp +)8<4wait +)8<4sync +)8<4store (15)

)8<4comp relates to the duration of dot operations:

)8<4comp =

�!$%(tile × #iters ×$22D?0=2~CTAs

�!$%(SM
(16)

)8<4wait represents thewaiting period required for the dot operands

to be ready, while )8<4sync represents the time spending on syn-

chronizing threads to avoid shared memory data race.

This waiting period is reduced as #stages or $22D?0=2~CTA in-

crease, helping to hide latency.

)8<4wait = max(0,) 8<4load − )8<4comp ) (17)

Suppose most of the L1 cache is reserved for shared memory, we

load data either from the L2 cache or DRAM at each iteration with a

bandwidth of �,L2 and �,DRAM, respectively. Then we can de�ne

)8<4load as the time spent loading tiles for #iters iterations.

)8<4load =

(8I4tile × #iters ×$22D?0=2~CTAs

�8C tile
L2
× �,L2 + (1 − �8C

tile
L2
) × �,DRAM

(18)

)8<4store is triggered once in the 3D parallelization and basic al-

gorithms, but multiple times in the register blocking algorithm.

)8<4sync is the time spent synchronizing all threads within each

CTA, which varies based on the number of warps per CTA. Based

on the decomposition of )8<4;>>? , we can de�ne �5 5comp as the

compute time relative to the load time and other durations:

�5 5comp =

)8<4comp

)8<4load +)8<4sync +)8<4indexing +)8<4store
(19)

Register Blocking Basic 3D Parallelization

Dynamic Tiling

Input Shapes

BLOCK_SIZE

Utilization Factor

Scheduling

Algorithms

N_STAGES N_WARPS

Resources

TILE_K TILE_Q TILE_T

Dual Kernel

Determinism

Single Kernel

Figure 8: The multi-layered autotuning approach to kernel

optimization. Each layer’s decision in�uences the subsequent

layer to ensure optimal performance based on underlying

hardware resources.

Guided by this performance model, we aim to enhance seg-

mented matmul’s performance by identifying and adjusting knobs

to achieve high compute and parallel e�ciency.

6.2 Autotuning

As illustrated in Fig. 8, we categorize the tuning knobs that impact

the performance of segmentedmatmul into three distinct categories:

Algorithms, Scheduling, and Resources. Given the complexity of these

knobs’ relationship with the performance of segmented matmul, a

one-size-�ts-all con�guration is unlikely to yield optimal results.

Consequently, FASTEN employs an autotuning approach to identify

the most e�ective con�guration based on the speci�c characteristics

of input shapes and types.

FASTEN benchmarks the given problem using a set of con�g-

urations, runs a few iterations, obtains the median running time,

and then selects the best con�guration to associate with the corre-

sponding “key”. Subsequently, inputs that trigger the same “key”

will bypass further autotuning. The following paragraphs detail our

approach to key selection, con�guration generation, and pruning.

Key Design. In FASTEN, individual routing tables are created for

the computation of the forward, input gradient, andweight gradient.

Metadata information is associated with each table, such as the

ratio of large blocks (R) and the utilization factor (U). The keys are

chosen based on their impact on compute and parallel e�ciency.

Although we could naively use the combination of 0;6>A8Cℎ<, {|g |,

for g in T }, , and& as the key, this approach risks excessive reruns

due to minor variations in the number of edges or edge types.

To minimize rerun cost, we have optimized our key selection to

include 0;6>A8Cℎ<, BC334E ( |g |), 0E4A064 ( |g |), , and& . Only a large

di�erence of BC334E ( |g |) and 0E4A064 ( |g |) will trigger the rerun of

the tuning process.

Con�guration Generation and Pruning. A straightforward ap-

proach would be to set up several candidate values for each tuning

knob, enumerate all possible con�gurations, and benchmark each

con�guration exhaustively. A simple combination could include

more than 20,000 con�gurations, leading to excessive tuning time.
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To address this, we have established the following set of con�gura-

tion pruning rules:

• Algorithm-based Pruning: The register blocking algorithm is

preferable when the accumulation dimension is small (i.e.,

f 32). The 3D parallelization algorithm is reserved for cases

where the accumulation dimension varies. Otherwise, the

basic algorithm is chosen.

• E�ciency-based Pruning: We evaluate the parallel and com-

pute e�ciency of con�gurations, focusing only on those

with the highest e�ciency. We approximated�8C tile
L2

in Equa-

tion 18 based on the maximum tile reuse rate, considering

the input shape and the tile values. Additionally, to account

for )8<4sync, the con�gurations are separated into groups

according to their number of threads per CTA, ranked ac-

cording to e�ciency.

• Resource Constraint-based Pruning: We estimate the shared

memory required for each con�guration and exclude those

that exceed the maximum shared memory capacity. Con-

�gurations that trigger excessive register spills during JIT

compilation are also discarded.

• Shape-based Pruning: Con�gurations with tile dimensions

or tile dimension multiples #stages are eliminated to avoid

wasteful instruction cycles.

• Rule-based Pruning: The dual kernel approach is reserved

for scenarios requiring determinism, as requested by users.

Dynamic tiling is applied only when the Utilization Factor

is low.

7 IMPLEMENTATION

This section describes the implementation details of how FASTEN

is integrated with GNN frameworks.

7.1 Integration in PyG

In addition to access to raw segmented matmul APIs in FASTEN,

we have integrated FASTEN operators with PyG [10], a state-of-the-

art GNN framework supporting various HGNNs, to demonstrate

the performance enhancements provided by FASTEN and o�er

user-friendly interfaces.

We provide utilities to assist users in converting existing HGNN

modules to those accelerated by FASTEN. FastenModule(module)

is a wrapper for existing HGNN modules, maintaining structural

similarity in module initialization and forward call interfaces as

per PyG standards. The key addition is the TensorSlice(data,

types) data structure as a parameter for the forward function,

which stores the input data and its corresponding types for each seg-

ment. This data structure incorporates a create_routing_table

API and a get_routing_tableAPI, both utilized internally by each

FastenModule.

For creating a routing table, we o�er two approaches. In the

default mode, most optimal settings based on our performance

models are used to create the routing table before executing a

segmented matmul. Alternatively, with autotune set to true, we

benchmark con�gurations, select the most performant one, and link

this con�guration with input shapes as keys in the TensorSlice,

facilitating con�guration reuse for identical keys.

7.2 Adapting Di�erent HGNNs

FASTEN supports various HGNNs, including RGCN [41], RGAT [7],

and HGT [20], all utilizing segmented matmul in their implementa-

tions.

RGCN and RGAT. Both RGCN and RGAT employ segmented

matmul in their message passing layers, segmenting operations

based on the relational edge types. In practice, multiple RGCN or

RGAT modules are stacked with consistent feature sizes, allowing

the routing table to be computed once, stored in TensorSlice, and

reused across modules.

HGT. HGT leverages meta information that contains node and

edge types in heterogeneous graphs to parameterize weight matri-

ces. Segmented matmul is utilized for both node and edge types

related computations. We preprocess the meta information to con-

struct two TensorSlice objects accordingly, one for node-type

data and another for edge-type data, and pass them to the forward

function.

Optimizations. For full graph processing, where node or edge

types remain constant during GNN computation, we sort the data

according to its type, cache the related TensorSlice object, and

reuse this TensorSlice object when the data is loaded again in

iterative training. In scenarios involving subgraph sampling, we sort

the data each time it is sampled and use the related TensorSlice

only for the current iteration. FASTEN also facilitates the fusion

of simple element-wise prologues or epilogues. For instance, when

using bias in the prologue, we load the bias segment based on the

type handled by each CTA into registers, accumulate bias with

each segment’s output, and store the results in global memory to

minimize the overhead of transferring results from global memory

to registers in the bias kernel. Unlike fusion in dense operators,

which reduces the launch of only one kernel, fusion of segmented

operators in the prologue can reduce the launch of up to |T | kernel.

8 EVALUATION

Platforms. We evaluated FASTEN’s performance on three dis-

tinct platforms, as detailed in Table 2, all using the TF32 format

with tensor cores.

Datasets. We used both real and synthesized random datasets.

The properties of the real datasets used are summarized in Table 3.

The AIFB,MUTAG, BGS, and AMdatasets [41] only have edge types.

While other datasets, including Freebase [6], DBLP [11], ACM [30],

and IMDB [2], have both edge and node types.

Our experiments are categorized into two types: the �rst focused

on operator performance across di�erent datasets, and the second

on end-to-end training performance, benchmarked against existing

implementations of popular HGNNs. Experiments were measured

using the Proton pro�ler [58].

8.1 Operator Performance

In this section, we compare FASTEN’s segmented matmul perfor-

mance against two state-of-the-art variants: CUTLASS [39], which

adopts the grouped matmul algorithm, and cuBLASc̃itecuBLAS,

which uses the loop over matmuls method that launches multiple

kernels. FASTEN’s A100 and RTX4090 implementations employ mma
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Platform Memory CPU GPU Specs

GH200 480GB NVIDIA Grace CPU Superchip 96GB GPU Memory, 132 SMs, 989 TF32 TFLOP/s, 4TB/s Bandwidth
A100 SXM 256GB AMD EPYC 7543 80GB GPU Memory, 108 SMs, 156 TF32 TFLOP/s, 2TB/s Bandwidth
RTX4090 512GB AMD Ryzen Threadripper PRO5975WX 24GB GPU Memory, 128 SMs, 82.6 TF32 TFLOPS, 1TB/s Bandwidth

Table 2: Evaluation Platforms
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Figure 9: Operator performance speedups of FASTEN over CUTLASS.
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Figure 10: Operator performance speedups of FASTEN over cuBLAS.

instructions to utilize tensor cores, whereas the GH200 implemen-

tation employs both mma and wgmma instructions. The TMA (Tensor

Memory Access) function unit was not utilized in our GH200 im-

plementation for memory transfers. Experiments were performed

with CUDA 12.2 [40] and PyG at commit a37af2e.
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Dataset Nodes Edges Types

AIFB 8,285 58,086 90
MUTAG 23,644 148,454 46
BGS 333,845 1,832,398 206
AM 1,666,764 11,976,642 266

Freebase 180,098 1,057,688 36 (Edge), 8 (Node)
DBLP 26,128 119,783 3 (Edge), 4 (Node)
ACM 10,942 273,936 4 (Edge), 4 (Node)
IMDB 21,420 43,321 3 (Edge), 4 (Node)

Table 3: Real Datasets Properties

Real Datasets. We evaluated the performance of the forward

and backward phases for di�erent feature sizes (: = & = 32, 64,

128) on the GH200, A100, and RTX 4090 platforms. The forward

phase corresponds to Equation 3, and the backward phase computes

Equations 4 and 5. Fig. 9 and Fig. 10 illustrate the performance on

eight real datasets, all using edge types to segment input samples.

FASTEN consistently outperforms CUTLASS in both phases. In

the forward phase, FASTEN achieved speedups ranging from 1.11×

to 5.21×; in the backward phase, the speedups ranged from 2.07× to

117.54×. FASTEN achieved higher speedups in the forward phase

when the feature size is low because the CUTLASS implementa-

tion did not select appropriate tile sizes and lacked optimizations

such as tile grouping and register blocking, as demonstrated in

our incremental improvement studies. As the number of feature

sizes increases, FASTEN continues to outperform CUTLASS, due

to reduced indexing overhead. In the backward phase, FASTEN

signi�cantly surpasses CUTLASS, primarily due to the bene�ts of

3D parallelism, which leverages the routing table to balance the

workload along the accumulation dimension.

Comparing with cuBLAS, FASTEN achieved speedups ranging

from 0.69× to 51.01× in the forward phase and from 0.76× to 29.25×

in the backward phase. When the number of types is small, cuBLAS

e�ciently handles both phases as it only needs to launch very

few kernels, each of which is highly optimized even when the

accumulation dimension is large. However, as the number of types

increases, as observed in datasets like AIFB, MUTAG, BGS, and AM,

cuBLAS’s performance decreases due to the increased overhead

from launching more kernels and the reduced GPU utilization rate

of each kernel. Overall, FASTEN achieved an average speedup of

5.73× and 3.72× over cuBLAS in forward and backward phases

correspondingly.

Synthetic Datasets. In addition to real datasets, which typically

have unbalanced distributions, we compared the performance of

FASTEN with that of CUTLASS using synthetic datasets. To gen-

erate these datasets, we set the total number of instances at one

million (i.e.,
∑
ă∈T |g |). Each instance was randomly assigned to one

of the T types, using a uniform probability distribution to assess

performance when each type is associated with a similar number

of instances. We evaluated the number of types ranging from 100

to 1900 in steps of 200. We also calculated the upper performance

bound limited by DRAM bandwidth using the Roo�ine model [49],

which we denote as the theoretical peak performance. Fig. 11 (a)

and 11 (b) show the performance of the three variants using feature

sizes of 32 and 128 in the forward and backward phases.
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Figure 11: Performance comparison between FASTEN and

CUTLASS on randomly generated instances on the GH200

GPU.
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Figure 12: Performance comparison of FASTEN’s determinis-

tic and non-deterministic backward implementations using

real and synthetic datasets on the GH200 GPU.

We observed that FASTEN is highly optimized, achieving be-

tween 55% and 84% of the peak performance. In comparison, CUT-

LASS achieves only 1%-40% of the peak performance. Interestingly,

smaller feature sizes often reach higher peaks compared to their

larger counterparts.There are two main factors contributing to the

performance degradation observed with larger feature sizes. Firstly,

our detailed analysis of instruction-level pro�ling results [59] re-

veals signi�cant stalls due to barrier instructions in the code gener-

ated by ptxas. These stalls occur while waiting for WGMMA operations.

By grouping these WGMMA operations and synchronizing them less

frequently, we might reduce these overheads. Additionally, when

the feature size is set to 128, the performance of the forward pass

is noticeably poorer than that of the backward phase. This discrep-

ancy arises from the size of the accumulation dimension (g ), which

leads to a tile size that is too large for e�ective register blocking,

but too small to allow the overlap of compute tasks with load and

store operations.
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Figure 13: Incremental optimization e�ects on the forward

and backward phases. OPT1: tile size tuning, OPT2: tile group-

ing & reordering, OPT3: register blocking.

Deterministic vs. Non-Deterministic Comparisons. Fig. 12 (a) and

(b) illustrate that the deterministic implementations of FASTEN in

the backward phase perform comparably to the non-deterministic

version across various types using randomly generated datasets.

Performance was also assessed on real datasets with feature sizes

of 32 and 128, respectively, as shown in Figs. 12 (c) and (d). Over-

all, the non-deterministic version demonstrates performance sim-

ilar to its deterministic counterpart on real datasets. Notably, for

larger feature sizes, the deterministic version outperforms the non-

deterministic one. This improvement is attributed to the fact that

the deterministic version employs store operations instead of

atomicAdd, resulting in higher throughput. In contrast, for smaller

feature sizes, the second kernel in the dual kernel strategy takes

a relatively larger portion of the total runtime. Thus, the non-

deterministic version outperforms the deterministic version be-

cause there is no additional overhead in accessing the intermediate

bu�er.

Incremental Improvement. We also evaluated the incremental

e�ects of optimizations employed in FASTEN’s segmented matmul

operator, which are divided into multiple stages: initial, tile size

tuning using the autotuner, tile grouping & reordering, and register

blocking. The initial implementation of the forward phase employs

the basic Algorithm 1, while the backward phase utilizes the 3D

parallelization algorithm with a #ĘĢĥęġĩ of one. Fig. 13 illustrates

the performance of both the forward and backward phases using

the AM dataset with a feature size of 32 on the GH200 GPU.

For a fair comparison, we used the same number of threads,

tile sizes, stages, and the same mma modi�er as CUTLASS initially

uses. We observe that our initial forward implementation (Basic)

outperforms CUTLASS by 1.61×; FASTEN incurs lower indexing

costs because its routing table stores only a single dimension of

varying sizes. Additionally, our initial backward implementation

(3D) is 5.34× faster than PyG, due to the adoption of 3D paralleliza-

tion for workload balance. By selecting appropriate tile sizes, we

can optimize both forward and backward phases. Tile grouping

achieves a 1.10× speedup in the forward phase, and a 2.42× speedup

in the backward phase. This higher speedup in the backward phase

can be attributed to the larger workload per CTA after grouping,

which also reduces con�icts in atomic operations. Register blocking

results in an additional 1.04× speedup in the forward phase.
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Figure 14: End-to-end training time (four iterations) of FAS-

TEN comparing with PyG. RGCN and RGAT used the AM

dataset, and HGT used the Freebase dataset.

AIFB AM BGS MUTAG0

5

10

15

Ti
m

e 
(m

s)

PyG
FASTEN
Graphiler

Figure 15: End-to-end inference time of FASTEN comparing

with Graphiler and PyG.

8.2 End-to-end Performance

In this section, we compare the end-to-end performance of FASTEN

with PyG and Graphiler. RGCN and HGT were evaluated using a

feature size of 32, and GAT was assessed with a feature size of 8.

FASTEN vs. PyG. In the default implementation of PyG’s ex-

amples, HGT and RGCN adopt the CUTLASS grouped matmul

approach for segmented matmul during the forward phase. How-

ever, during the backward phase, they employ the cuBLAS loop

over matmul method. PyG’s RGAT di�ers by utilizing the batched

matmul method for segmented matmul, leading to a signi�cant

increase in memory footprint. As a result, PyG’s RGAT can only

be operated with a restricted feature size. In contrast, FASTEN’s

RGAT model is capable of supporting feature sizes up to 32, even

on RTX4090. As depicted in Fig. 14, FASTEN outperforms PyG in all

HGNNs on three platforms, achieving a speedup ranging between

1.37× and 3.53×. Notably, the maximum speedup was observed

on the GH200 platform with the RGAT model. We also made an

interesting observation regarding the feature size: When operat-

ing with smaller feature sizes, PyTorch’s bmm operation defaults

to using ffma instructions instead of tensor cores on the GH200

platform. This contrasts with its behavior on the A100 and RTX4090

platforms, where it uses tensor cores regardless of feature sizes.

FASTEN vs. Graphiler. Graphiler depends on CUDA 11 and thus

has compatibility issues with newer GPU platforms such as the

RTX4090 and GH200. Consequently, our evaluation of Graphiler

was limited to the A100 platform. In experiments, we focused on the

forward phase performance2 of Graphiler’s RGCN using a feature

size of 32, comparing it with PyG and FASTEN across four real

2Graphiler only supports compilation of the forward computation graph.
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datasets. In Fig. 15, our �ndings revealed that FASTEN achieved a

1.9-9.4× speedup against Graphiler. More notably, Graphiler demon-

strated slower performance compared to PyG in all datasets3. This

outcome stands in stark contrast to the optimization e�ects claimed

in Graphiler’s original publication. Considering that Graphiler was

developed two years ago, a period during which PyG had not yet

adopted CUTLASS for segmented matmul operations, this perfor-

mance discrepancy highlights a crucial insight: the mere fusion of

operations in computation graphs, without integrating low-level

optimizations, is inadequate to achieve optimal performance for

sophisticated operators.

9 RELATED WORK

This section provides an overview of related work on GNN perfor-

mance optimizations and compares them with FASTEN.

CTA Scheduling. CTA scheduling is essential to maximize ef-

�ciency on GPUs. NVIDIA’s default hardware-based scheduling

engine Gigathread [50] initially follows a round-robin policy and

then updates to dynamic scheduling [27]. Lee et al. [25] designed a

new CTA scheduler that monitors workloads and dynamically de-

termines the number of CTAs assigned to each core. Kim et al. [24]

studied improving CTA scheduling speci�cally for GEMM and con-

volution algorithms. In addition to the simulator-based approaches

mentioned above, there are software-based solutions. Li et al. [26]

proposed CTA clustering techniques to group CTAs with potential

reuse on the same SM, in order to maximize cache reuse. Similarly,

Ukarande et al. [46] designed software clustering techniques to

improve cache locality for texture accesses in game applications.

Unlike these general approaches, FASTEN’s CTA scheduling is

speci�cally tailored for segmented matmul operations and uses a

routing table for guidance.

Irregular Batch Matmul. We refer to operations that support var-

ious indexing mechanisms and shapes as irregular batch matmul,

as they are not restricted by the size constraints inherent in stan-

dard batch matmul. CUTLASS [38] has provided general grouped

matmul operators, but these often fall short in real-world scenar-

ios in terms of performance and functionality. Unlike CUTLASS,

MAGMA [32] supports variable dimensions by grouping matrices

with di�erent shapes through the “z” dimension when starting a

kernel. Li et al. [28] further optimized this method for small ma-

trices by grouping matrices according to the tile size used. Block

sparse matmul [15] is similar to the segmented matmul, as only

one dimension can vary, but the result is stored in a global sparse

matrix instead of a batch of dense matrices. MEGABLOCKS [12]

optimizes the block sparse computation in Mixture-of-Experts [42]

modules with a new matrix format.

GNN Performance Optimizations. Previous studies that improve

ine�ciencies in homogeneous GNNs [8, 22, 48] cannot be directly

adopted for HGNNs due to their new sparsity in relational di-

mension. Most existing research on HGNNs has instead focused

on high-level optimizations such as scheduling mechanisms [34],

matrix format conversion [45], kernel fusion [16, 55], and IR de-

signs [51, 55, 56]. These approaches either leverage existing kernels

3Graphiler utilizes smaller datasets, which selectively �lter out nodes and edges from
the datasets used in FASTEN and PyG evaluations.

in cuBLAS or CUTLASS, or use tensor cores, often without detailed

analysis and optimizations. Furthermore, existing compiler-based

approaches [51, 55] are limited to the forward phase. In contrast,

FASTEN investigates low-level ine�ciencies and redesigns the seg-

ment matmul operator, demonstrating improved e�ciency across

multiple GPU architectures.

10 DISCUSSIONS

Emerging GPU Features. It is noteworthy that, beginningwith the

Hopper architecture, NVIDIA has introduced support for CTA clus-

ters and hardware-level data transfer. We will explore this advance-

ment, which could provide more granular control in segmented

matmul as the weight matrix is shared among instances of the

same type. Furthermore, our future work will include performance

optimizations for other segmented operations on GPUs, such as

segmented sort, scan, and attention.

Scalability. To support large graphs, such as OGB datasets [19],

users can apply FASTEN to multiple GPUs by dividing segments of

di�erent types on di�erent GPUs. However, this initial approach

is not optimal due to the overlooking of communication issues,

such as loading redundant weight matrices and aggregating weight

gradients on multiple GPUs. To make FASTEN more e�cient, we

plan to develop a centralized scheduling module to address these

issues.

Portability. FASTEN has been modularized into nn, op, and kernel

layers. While the nn layer is integrated with PyG, the op layer or

the kernel layer does not depend on PyG. Therefore, we envision

that it would be straightforward to integrate the op or kernel layer

with other GNN frameworks such as DGL [47].

11 CONCLUSIONS

This paper introduces FASTEN —a high-performance library tai-

lored for segmented matrix multiplication operations. The motiva-

tion behind FASTEN is that there is a lack of algorithms and imple-

mentations on GPUs well suited for batch processing segmented

with irregular and di�erent sizes, which commonly exist in training

heterogeneous graph neural networks. FASTEN encompasses a set

of sophisticated strategies that focuses primarily on reducing in-

dexing costs, e�ective CTA scheduling, and data reuse across CTAs.

Evaluation results show that FASTEN is signi�cantly faster than

state-of-the-art vendor-provided operator libraries [38], as well as

research tools [55] that optimize compiler passes. Future work on

FASTEN will be extending the methodology on other segmented

operations, utilizing advanced GPU features, and �ne-tuning it for

multi-GPU training.
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