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Abstract—The adaptation of machine learning (ML) in scien-

tific and medical research in recent years has heralded a new era

of innovation, catalyzing breakthroughs that were once deemed

unattainable. In this paper, we present the Machine Learning

Hub (ML Hub) – a web application offering a single point of

access to pre-trained ML models and datasets, catering to users

across varying expertise levels. Built upon the NSF-funded Tapis

v3 Application Programming Interface (API) and Tapis User

Interface (TapisUI), the platform offers a user-friendly interface

for model discovery, dataset exploration, and inference server

deployment.

Index Terms—machine learning, tapis, open-source, science

gateways

I. INTRODUCTION

In recent years, the integration of machine learning method-
ologies into scientific and medical research has propelled
the boundaries of innovation, leading to remarkable break-
throughs. As highlighted in the 2024 Artificial Intelligence
Index Report by Stanford University, this transformative adop-
tion has ushered in a new era of possibilities [1].

In response to the evolving landscape of research, we
designed Machine Learning Hub [2] as a user-friendly Tapis
service [3] to help users with varying machine learning ex-
pertise discover and interact with pre-trained machine learning
models and datasets. In addition to the details described below,
we are working with the team at Intelligent Cyberinfrastructure
with Computational Learning in the Environment (ICICLE) AI
Institute [4] to create a federated models repository by includ-
ing the machine learning models developed by researchers on
the ML Commons platform into the ML Hub.

II. SYSTEM DESIGN

The Machine Learning Hub aims to streamline Tapis users’
machine learning workflows. The system is divided into two
distinct components: the user interface (UI) component and the
server-side components. Communication between the server
and the UI client is facilitated by the Flask-CORS extension
[5] that handles Cross-Origin Resource Sharing (CORS), en-
abling cross-domain queries, and the authentication middle-
ware uses Tapis API [6] to generate JSON Web Token (JWT)
to authenticate a user’s session. The server-side components
consist of a set of RESTful APIs served over HTTP with
Hugging Face Hub API [7] integration - consisting of the
hub and the inference server, and persistent data storage. The

Fig. 1. Overview of ML Hub Service

server-side components are deployed to a Kubernetes cluster
using Tapis Pods service [8]. We describe below the key
functionalities of each component. An illustration of the ML
Hub system can be seen in Fig. 1.



A. Hub: Models and Datasets Discovery

The Hub consists of two REST APIs developed in Python
Flask [9] - models hub and datasets hub. Each API has several
endpoints with functionalities allowing users to view detailed
popular models or datasets, filter them by specified parameters,
view detailed information, and download models or datasets.
We describe these functionalities in more detail below.

1) Models Hub: The models hub showcases the most
downloaded machine learning models from Hugging Face
[10]. In addition, it has additional functionalities such as (i) fil-
tering models by author, task, trained dataset, query keyword,
foundational libraries, and languages; (ii) fetching detailed
information for a particular model and its associated model
card; (iii) model download; (iv) checking the availability of
inference server for a given model.

2) Datasets Hub: Like the models hub, the datasets hub
allows users access to the top open-source datasets from
Hugging Face and filter them by author, query keyword, task,
language, size category, and official benchmark. In addition
to fetching detailed information for a specified dataset and
its dataset card, users also have the option to download the
dataset.

B. Inference Server

Implemented using FastAPI [11], the inference server cur-
rently supports PyTorch-based [12] pre-trained models based
on the FLAN-T5 (Text-to-Text Transfer Transformer) archi-
tecture [13]. The Flan-T5 is a fine-tuned T5 model that can
perform various language tasks such as keyword generation
and editing an English text based on the given instruction.

When running an inference, the inference server validates
the user’s request and then loads the user-specified model from
the data storage. After processing the user’s input, the server
returns a JSON response containing the model’s output. Users
can also request that an inference server be provisioned if a
model currently does not have an active inference server.

C. Persistent Data Storage

The persistent data storage uses a Network File System
(NFS) volume to cache the machine learning models used
by the inference server and the configuration file containing
metadata of the associated models.

D. User Interface

The user interface (UI) for ML Hub is implemented using
React [14] and TypeScript [15] and is currently under active
development. The TypeScript types and fetch bindings for ML
Hub are part of the @tapis/tapis-typescript NPM package [16].
The ML Hub module within the tapis-typescript is generated
automatically from the Hub API’s OpenAPI specifications
[17], and the fetch bindings are then used to make API calls
for the UI.

The UI for ML Hub is a service within TapisUI [18], a
serverless web application built on the Tapis API. TapisUI
runs entirely on GitHub pages and provides a user-friendly
platform to interact with the models, datasets, and inference

server. Screenshots and descriptions of the user interface can
be seen in Fig. 2.

III. TARGET USERS

The target users for this demo fall into two categories:
• Researchers with domain expertise that utilize national,

campus, and local cyberinfrastructure resources who want
to leverage machine learning to improve their research
outcome but do not have machine learning expertise.

• Researchers with moderate machine learning expertise
who are looking for a simpler way to host their model
without worrying about user authentication and network
issues.

IV. SESSION

We presented the Machine Learning Hub as a dynamic
platform designed to help researchers with different levels of
machine learning expertise discover and explore pre-trained
machine learning models and datasets. For the session, we
will begin by giving the audience a high-level overview of
ML Hub functionalities and proceed with a live demo.

During the live demo, we will show how a user can utilize
the ML Hub service within TapisUI to discover models and
datasets, as well as interact with the inference server to run
inference and initiate a model’s inference server deployment.
In case of a poor internet connection, we will present a pre-
recorded version of the demo.
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