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Abstract: Numerical experiments using the WRF model were conducted to analyze the sensitivity
of Typhoon Mangkhut intensification simulations to seven widely used planetary boundary layer
(PBL) parameterization schemes, including YSU, MYJ, QNSE, MYNN2, MYNN3, ACM2, and BouLac.
The results showed that all simulations generally reproduced the tropical cyclone (TC) track and
intensity, with YSU, QNSE, and BouLac schemes better capturing intensification processes and closely
matching observed TC intensity. In terms of surface layer parameterization, the QNSE scheme
produced the highest Ck/Cd ratio, resulting in stronger TC intensity based on Emanuel’s potential
intensity theory. In terms of PBL parameterization, the YSU and BouLac schemes, with the same
revised MM5 surface layer scheme, simulated weaker turbulent diffusivity Km and shallower mixing
height, leading to stronger TC intensity. During the intensification period, the BouLac, YSU, and
QNSE PBL schemes exhibited stronger tangential wind, radial inflow within the boundary layer,
and updraft around the eye wall, consistent with TC intensity results. Both PBL and surface layer
parameterization significantly influenced simulated TC intensity. The QNSE scheme, with the largest
Ck/Cd ratio, and the YSU and BouLac schemes, with weaker turbulent diffusivity, generated stronger
radial inflow, updraft, and warm core structures, contributing to higher storm intensity.

Keywords: Typhoon Mangkhut; planetary boundary layer parameterization; tropical cyclone
intensification; numerical simulation

1. Introduction

Tropical cyclones (TCs) are devastating natural disasters, causing significant loss
of life and property damage [1–3]. In recent decades, advances in numerical weather
prediction (NWP) models have improved TC forecasts [4,5], but accurately predicting TC
intensification, especially rapid intensification (RI), remains challenging [6–9].

TC formation and intensification depend on various large-scale environmental condi-
tions, including vertical wind shear, upper-tropospheric divergence, sea surface temper-
ature, ocean heat content, and moisture supply [10]. Under these favorable conditions,
TCs intensify through internal interactions among microphysical, cumulus, and planetary
boundary layer (PBL) processes [11]. PBL turbulence plays a dual role in TC energetics.
On one hand, turbulent enthalpy fluxes from the ocean provide energy to the storms,
while on the other hand, turbulence-induced friction dissipates turbulence kinetic energy
(TKE), acting as a primary energy sink for TCs. The ratio between these two processes
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strongly influences the rate of TC intensification [12–14], emphasizing the crucial role of the
PBL in TC dynamics [13]. Theories explaining TC intensification, such as the conditional
instability of the second kind (CISK) [15], the cooperative intensification mechanism [16,17],
the wind-induced surface heat exchange (WISHE) [18], and the 3D rotating convective
updraft paradigm [19], all recognize the significance of the PBL. Numerical studies have
also demonstrated the essential role of turbulent processes in the PBL during TC intensifi-
cation [20–24].

Numerous studies have demonstrated the sensitivity of TC simulations to the choice
of PBL parameterization schemes, resulting in variations in simulated TC intensity and
structure. For example, Li and Pu [25], Sateesh et al. [26], Dong et al. [27], and Kumari
et al. [28] utilized the Weather Research and Forecasting (WRF) model to simulate TC track
and intensity, revealing differences in the simulated minimum central sea level pressure
(MSLP) when different PBL schemes were utilized. Nolan et al. [29,30] evaluated the
impact of different PBL schemes on simulated maximum wind speed, outer/inner-core,
and eyewall structures using the WRF models. Coronel et al. [31] and Smith et al. [32]
investigated the sensitivity of TC simulations to the surface exchange coefficient in PBL
schemes and highlighted the significance of PBL dynamics for TC intensity forecasting.
Liu et al. [33] and Wen et al. [34] focused on the impact of surface flux on TC simulations.
Tang et al. [35] investigated the sensitivity of simulated hurricane intensity and structure to
two PBL schemes in idealized experiments using the operational Hurricane WRF model.
Kepert et al. [12] and Zhu et al. [36] demonstrated and emphasized the influences of vertical
turbulent mixing in the PBL parameterization on TC intensity and structure. Based on recent
observations and theoretical grounds, Kepert et al. [12] provided a thorough summary
of the methodologies for parametrizing the vertical turbulent fluxes in TC simulations
and emphasized the significant influences of PBL vertical mixing parameterization on TC
intensity and structure. Zhu et al. [36] designed numerical experiments to examine the
sensitivity of hurricane simulations to vertical turbulent mixing schemes and investigated
how different vertical turbulent mixing schemes affect the eyewall asymmetric structures
and dynamics and the formation of eyewall mesovortices. Recently, using the large eddy
simulation technique, Liu et al. [37] and Kumar et al. [38] investigated the TC-scale and
fine-scale structures in the TC boundary layer and turbulent kinetic energy in the convective
boundary layer.

In recent studies, Chen and Bryan [39] conducted idealized numerical simulations us-
ing the Mellor–Yamada–Nakanishi–Niino (MYNN) PBL scheme, showing that the inclusion
of TKE advection led to slightly stronger TCs and smaller inner-core sizes. Chen et al. [40]
examined the impact of the scale-aware Shin–Hong (SH) scheme and the non-scale-aware
YSU scheme on TC intensification and structural changes, finding that the SH scheme
produced a stronger TC with a more compact inner core compared to the YSU scheme.
Chen [41] utilized a newly developed TC boundary layer modeling framework based on
large eddy simulation (LES) to evaluate K-profile parameterization (KPP) and high-order
PBL schemes in hurricane conditions, revealing significantly different eddy viscosity and
inflow layers when using different KPP schemes such as the Global Forecast System (GFS)
scheme and YSU scheme, but also highlighting the potential enhancement of both schemes
through adjustment of the “shape parameter” of viscosity. Additionally, Wang and Tan [42]
assessed the uncertainty associated with the combined effects of cumulus, microphysics,
and PBL schemes on TC simulations, determining that the Kain–Fritsch cumulus scheme,
Lin microphysics scheme, and Bougeault–Lacarrere (BouLac) PBL scheme exhibited the
best performance among the evaluated schemes for TC intensity forecasts.

Previous studies have primarily focused on a limited number of PBL schemes, limiting
our comprehensive understanding of the sensitivity of TC simulations to the various PBL
schemes available in models. This study aims to address this gap by utilizing the numerical
simulations of Typhoon Mangkhut (2018) with the WRF model. This study assesses
the performance of seven widely used PBL schemes in simulating the track, intensity,
and structure of Typhoon Mangkhut (2018). Additionally, it examines the associated
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surface momentum and heat exchanges and PBL diffusion generated by these PBL schemes.
This study also explores the possible causes and physical mechanisms underlying the
sensitivities. The ultimate goal of this study is to provide valuable guidance for future
improvements in PBL schemes and the selection of appropriate schemes for TC simulations.

The remainder of the paper is organized as follows. Section 2 introduces Typhoon
Mangkhut, the model setup, and the experimental design. Section 3 presents the simulation
results and analyses of the underlying mechanisms. The summary and conclusions are
presented in Section 4.

2. Numerical Simulations of Typhoon Mangkhut (2018)
2.1. Overview of Typhoon Mangkhut

Typhoon Mangkhut, the 22nd named TC of the 2018 Pacific typhoon season [43], was
one of the most powerful typhoons in recent years. It caused widespread devastation with
its extremely strong winds and heavy rainfall [44]. Originating in the western North Pacific
on 7 September 2018, approximately 2330 km east of Guam [43,45], Mangkhut moved
westward over the next six days, undergoing continuous intensification. The maximum
sustained winds reached up to 250 km h−1. It first made landfall on the northern Luzon
Island of the Philippines on September 14th and subsequently made a second landfall in
South China on September 16th. To assess the impact of different PBL parameterizations
on the Typhoon Mangkhut intensification simulation, our analysis will focus on the period
from 0000 Universal Time Coordinated (UTC) on September 7th to 0000 UTC on 13 Septem-
ber 2018. The track and intensity of Typhoon Mangkhut from the Joint Typhoon Warning
Center (JTWC) (https://www.metoc.navy.mil/jtwc/jtwc.html, accessed on 6 May 2020)
during this period are illustrated in Figure 1.
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2.2. Experimental Design 

Figure 1. Model domain configuration and the best track of Mangkhut from JTWC during 0000 UTC
7th to 0000 UTC 13 September 2018. Colored dots indicate the 6 hourly TC track, and colors indicate
the categories of TC intensity (DB: disturbance; TD: tropical depression; TS: tropical storm; TY:
typhoon; ST: super typhoon). And d01, d02, and d03 represent the domain 01, 02, and 03, respectively.

2.2. Experimental Design

In this study, we utilized the WRF model Version 4.0, developed by the US National
Center for Atmospheric Research (NCAR), to simulate Typhoon Mangkhut (2018). As
depicted in Figure 1, our simulation employed two-way interactive and three-level vortex-
following moving-nests. The three domains had grid-meshes of 342 × 153, 856 × 292, and
433 × 424, with horizontal grid spacing of 27 km, 9 km, and 3 km, respectively. We used a to-
tal of 33 vertical levels, with the uppermost layer set at 50 hPa. The initial and lateral bound-
ary conditions were provided by the fifth-generation European Centre for Medium-Range
Weather Forecasts (ECMWF) atmospheric reanalysis of the global climate (ERA5) dataset
with a resolution of 0.25◦ × 0.25◦ (https://cds.climate.copernicus.eu/#!/home, accessed

https://www.metoc.navy.mil/jtwc/jtwc.html
https://cds.climate.copernicus.eu/#!/home
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on 16 May 2020). ERA5 is produced using 4D-Var data assimilation and model forecasts in
CY41R2 of the ECMWF Integrated Forecast System (IFS) (https://confluence.ecmwf.int/
display/CKB/ERA5:+data+documentation#ERA5:datadocumentation-Introduction, ac-
cessed on 16 May 2020), and IFS documentation shows that the Eddy-Diffusivity Mass-Flux
(EDMF) approach is used to compute the exchange coefficients within the well-mixed part
of unstable (convective) boundary layers (https://www.ecmwf.int/en/elibrary/79697-ifs-
documentation-cy41r2-part-iv-physical-processes, accessed on 16 May 2020). The simula-
tion period spanned from 0000 UTC on September 7th to 0000 UTC on 13 September 2018,
covering the intensification period of Typhoon Mangkhut. The first three hours (0000 UTC
to 0300 UTC on 7 September 2018) were considered as a spin-up period for the numerical
simulation. All three domains employed the same model physics options, including the
Rapid Radiative Transfer longwave radiation scheme (RRTM) [46], the Dudhia shortwave
radiation scheme [47], the Eta (Ferrier) microphysics scheme [48], and the Unified Noah
land surface model [49]. However, the Kain–Fritsch cumulus parameterization scheme [50]
was only activated in the outermost domain with a 27 km resolution.

Based on the results from the WRF Physics Use Survey (August 2015) regarding
PBL choices (https://www2.mmm.ucar.edu/wrf/users/physics/wrf_physics_survey.pdf,
accessed on 16 May 2020), we selected the seven most widely used PBL schemes for
this study, including YSU [51], MYJ [52], Quasi-normal Scale Elimination (QNSE) [53],
MYNN Level 2.5 (MYNN2) and MYNN Level 3 (MYNN3) [54,55], Asymmetric Convection
Model 2 (ACM2) [56], and BouLac [57]. The YSU, MYNN2, MYNN3, ACM2, and BouLac
PBL schemes were coupled with the Revised MM5 surface layer scheme, while the MYJ
PBL scheme was used with the Eta Similarity surface layer scheme, and the QNSE PBL
scheme was used with the QNSE surface layer scheme. All the selected schemes have been
validated by measurements in non-TC conditions.

2.3. Description of PBL Parameterization Schemes

PBL schemes are utilized to parameterize the exchanges of moisture, heat, and mo-
mentum through mixing associated with turbulent eddies [58]. Throughout the years,
a multitude of PBL schemes with varying complexities have been developed for use in
numerical simulations. These schemes can be categorized into the following several groups
based on their formulations:

(a) K-closure (or first-order closure) vs. high-order closure schemes. In K-closure
schemes, vertical turbulent fluxes of a scalar are linearly related to the vertical gradient
of the scalar using eddy exchange coefficients. High-order closure schemes, however,
involve one or more prognostically determined high-order turbulent moments governed
by complex equations. The simplest high-order closure scheme is the TKE scheme, also
known as 1.5-order scheme, where turbulent eddy exchange coefficients are parameterized
in terms of prognostically or diagnostically determined TKE.

(b) Local vs. nonlocal closure schemes. Local closure schemes assume that all turbulent
fluxes are associated with down-gradient transport, similar to molecular diffusion. All
K-closure and high-order closure schemes fall under the category of local closure schemes
since they are formulated based on vertical gradient of variables. However, not all turbulent
transport can be represented by local down-gradient diffusion. Large turbulent eddies,
such as convective plumes, cells, or roll vortices, can induce non-local mixing that cannot
be captured by traditional methods involving vertical gradient of variables.

(c) “Dry” vs. “moist” closure schemes. “Dry” closure schemes are formulated with the
non-conservative thermodynamic variables, such as potential temperature, virtual potential
temperature, and water vapor mixing ratio. In contrast, “moist” closure schemes are for-
mulated with the thermodynamic variables that conserve moisture during moist adiabatic
processes, including liquid water potential temperature and total water mixing ratio.

Furthermore, PBL closure schemes can be categorized based on their closure levels:
first-, second-, or 1.5-order closure. First-order closure directly parameterizes the fluxes
using the mean variables resolved by the model, employing the gradient transport or

https://confluence.ecmwf.int/display/CKB/ERA5:+data+documentation#ERA5:datadocumentation-Introduction
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K-theory where the second moments are parameterized. The second-order closure, on the
other hand, starts with the parameterization of third-order fluctuations [59–61]. Due to the
large computational requirements of full second-order closure, some approximations are
made to reduce the number of prediction equations, resulting in schemes categorized as
1.5-order [59,60]. Please refer to Table 1 for a summary of the evaluated PBL schemes in
this study.

Table 1. Summary of the PBL schemes evaluated in this study.

PBL
Scheme Order of Closure Local/Nonlocal Dry/Moist

YSU First-order Nonlocal Dry
MYJ 1.5-order (Mellor and Yamada, turbulent model level-2.5 approximation) Local Dry

QNSE 1.5-order (Mellor and Yamada, turbulent model level-2.5 approximation) Local Dry
MYNN2 1.5-order (Mellor and Yamada, turbulent model level-3.0 approximation) Local Moist

MYNN3 1.5-order (Mellor and Yamada, turbulent model level-3.0 approximation, but
also includes the local changes of second-order turbulent moments) Local Moist

ACM2 First-order Hybrid
local–nonlocal Dry

BouLac 1.5-order (Mellor and Yamada, turbulent model level-2.5 approximation) Local Dry

3. Results
3.1. Track and Intensity

Figure 2a compares the tracks of Typhoon Mangkhut from JTWC best track data,
ERA5 reanalysis data, and numerical experiments. Overall, all the numerical simulations
reproduce the westward movement of Typhoon Mangkhut. However, the simulated tracks
generally depict slightly slower and less northward movement compared to the best track
from 0000 UTC on September 8th to 0600 UTC on September 9th, and a less southward
track from 0600 UTC on September 9th to 1200 UTC on September 11th (except for MYJ).
While the best track and ERA5 track show an S-shaped curvature, the simulated tracks
appear straighter with some bending. For Figure 2, it is evident that ERA5 reproduces the
TC track very well. However, this is likely because the reanalysis includes information
about the observed pressure field and thus about the typhoon’s position.

Figure 2b displays the track errors of the simulated tracks compared to the best track.
It can be observed that before 0000 UTC on September 8th, the track errors of all simulations
consistently decreased, and at 0000 UTC on September 8th, the simulated TC tracks closely
matched the best track. After that, the magnitude of the track errors gradually increased
over time. The error of the BouLac scheme reduced slightly after September 10th, while
the other simulations continued to increase. After 1200 UTC on September 11th, the track
errors of all simulations fluctuated, with the BouLac scheme producing the smallest track
error and the MYNN3 scheme yielding the largest track error by the end of the simulation
period.

Figure 2c,d further compare the time series of MSLP and the maximum sustained wind
speed (VMAX) from the JTWC best track data, ERA5 reanalysis data, and the numerical
simulations. According to the best track, at 0600 UTC on September 7th, the MSLP was
1004 hPa and VMAX was 12.86 m s−1. Subsequently, Mangkhut underwent several RI
processes from 1800 UTC on September 9th to 0600 UTC on September 12th, reaching
a minimum MSLP of 896 hPa and a maximum VMAX of 79.74 m s−1. Afterward, the
MSLP and VMAX leveled off, reaching values of 902 hPa and 77.17 m s−1, respectively, at
0000 UTC on September 13th.

All simulations captured the trends in MSLP and VMAX variations, although there
were significant differences among the simulations with different PBL schemes. The
intensification in these simulations was generally slower and weaker than indicated by the
best track. In the first two days until 0000 UTC on September 9th, the differences in MSLP
or VMAX between the simulations were small. However, differences started to emerge after
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that time. Looking at the MSLP, the YSU, QNSE, and BouLac schemes generally captured
the RI processes from 1800 UTC on September 9th to 0600 UTC on September 11th, while
MYJ, MYNN2, MYNN3, and ACM2 showed lower intensification rates.
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Figure 2. (a) TC track, (b) time series of track error (unit: km), (c) minimum central sea level pressure
(MSLP) (unit: hPa), and (d) maximum sustained wind speed (VMAX) (unit: m s−1) from the JTWC
best track data, ERA5 reanalysis data, and the numerical simulations from 0600 UTC 7th to 0000 UTC
13 September 2018.

When examining the VMAX, a similar pattern emerges. During the RI processes from
1800 UTC on September 9th to 0600 UTC on September 11th, among the seven simulations,
YSU, QNSE, and BouLac exhibited the largest VMAX values, while MYJ, MYNN2, MYNN3,
and ACM2 were closely grouped together and approximately 30 m s−1 smaller than best
track’s VMAX. By the end of the simulation, BouLac had the closest values of MSLP
and VMAX to the best track, followed by YSU. The other schemes underestimated both
parameters to varying degrees, with QNSE’s intensity decreasing. Furthermore, more recent
reanalysis datasets with finer horizontal grid spacings have shown a notable reduction in
errors related to TC position and intensity [62]. Therefore, the significant underestimation
of MSLP and VMAX in the ERA5 reanalysis might be partly attributed to its relatively
coarse resolution.

In summary, among the seven simulations of TC intensification, YSU, QNSE, and
BouLac demonstrated faster and stronger intensification, particularly during the RI period.
Conversely, MYJ, MYNN2, and MYNN3 exhibited lower intensification rate, while ACM2
showed the lowest intensification rates during that period.

3.2. Surface Layer Flux and Exchange Coefficient

The differences in the tracks and intensities of TCs observed in the simulations can
be attributed to variations in PBL parameterizations and corresponding surface layer
parameterizations, which generate different surface fluxes and sub-grid turbulence mixing.
This subsection aims to analyze the surface fluxes and surface exchange coefficients to gain
insights into the underlying factors that contribute to these differences.

The surface enthalpy flux, which is crucial for TC development, consists of latent
heat flux and sensible heat flux, with latent heat flux being more dominant during the
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mature TC. The surface momentum flux acts as the main sink of energy for TC. These
surface fluxes are weakest at the TC center and gradually increase outward along the radius,
reaching their maximum near the eye wall. Figure 3 illustrates the temporal evolution of
area-averaged surface enthalpy flux and momentum flux from the TC center to a 200 km
radius, comparing numerical simulations and ERA5 data.
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Figure 3. Time series of area-averaged (a) surface enthalpy flux (unit: W m−2) and (b) surface
momentum flux (unit: kg m−1 s−2) from TC center to 200 km radius from 0600 UTC 7th to 0000 UTC
13 September 2018.

The 10 m wind plays a key role in calculating surface fluxes, and its changes are
closely related to the temporal trends in the surface fluxes, as shown in Figures 2d and 3.
During TC intensification, especially during the RI period, significant variations in surface
flux values are observed among different simulations. When the TC intensity reaches
its peak at 1200 UTC 12th, the QNSE scheme exhibits a rapid rate of change and gener-
ates an exaggerated enthalpy flux value of nearly 2000 W m−2, which is much higher
than that of other schemes. The MYJ (around 1000 W m−2) and BouLac schemes (around
800 W m−2) also have larger enthalpy fluxes compared to other schemes. These larger
enthalpy fluxes contribute to a stronger TC intensity through thermo-dynamical interac-
tions [63], which may explain why these three schemes also exhibit higher intensification
rates. Additionally, at 1200 UTC 12th, the QNSE scheme produces significantly larger
momentum fluxes of 3.4 kg m−1 s−2, followed by the BouLac (2.4 kg m−1 s−2) and MYJ
schemes (2.1 kg m−1 s−2).

The surface enthalpy flux and momentum flux are determined by the surface enthalpy
exchange coefficient (Ck) and the drag coefficient (Cd), respectively [64]. Different surface
layer schemes yield varying Cd and Ck values. Figure 4 illustrates the relationship between
the surface exchange coefficient and the 10 m wind speed from different simulations at
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1200 UTC 12th of the mature TC. In the QNSE and MYJ schemes, both Cd and Ck increase
linearly with increasing wind speed. For the other simulations using the same revised MM5
surface layer scheme (YSU, MYNN2, MYNN3, ACM2, and BouLac), Cd remains constant at
high wind speeds (above approximately 33 m s−1), while Ck remains relatively stable and
unchanged at high wind speeds (beyond approximately 20 m s−1).

It is worth noting that the QNSE PBL and surface layer scheme was developed based
on the MYJ scheme and aimed to improve stably stratified boundary layers [53]. The
unrealistic large flux and exchange coefficient values in the MYJ and QNSE schemes can be
attributed to Charnock’s relationship of aerodynamic roughness used by these schemes [65].
According to Charnock’s relationship, the aerodynamic roughness increases quadratically
with friction velocity, which is highly dependent on wind speed. Consequently, higher
wind speeds lead to larger aerodynamic roughness, resulting in larger exchange coefficients
and fluxes. In contrast, the other five simulations that employ the revised MM5 surface
layer scheme and the COARE 3.5 algorithm [66] impose an upper limit of 0.00285 on the
aerodynamic roughness, helping to suppress unrealistically large exchange coefficients and
fluxes at high wind speeds.

According to Emanuel’s well-known maximum potential intensity (MPI) theory [67,68],
the ratio of the surface coefficient (Ck/Cd) determines the intensity for a mature TC. Figure 5
shows the relationship between Ck/Cd and wind speed. The QNSE scheme exhibits the
largest Ck/Cd ratio, followed by the MYJ scheme, while the other PBL schemes with the
same revised MM5 surface layer scheme share a relatively small Ck/Cd ratio.

As a result, the significantly large Ck/Cd ratio in the QNSE scheme leads to the fastest
intensification before 0000 UTC 11th. Additionally, although the YSU, MYNN2, MYNN3,
ACM2, and BouLac PBL schemes employ the same surface layer schemes and have similar
Ck/Cd ratios, they generate different TC intensity simulations. The subsequent analysis
of mixing layer turbulent diffusion in the upcoming subsection will further investigate
this inconsistency.
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3.3. PBL Turbulent Diffusivity

Turbulent diffusivity, which represents turbulent mixing, is a key factor in PBL param-
eterization schemes [21,36]. It consists of turbulent diffusivity for heat (Kh) and momentum
(Km), with Kh calculated from Km using the Prandtl number relationship [64]. The distribu-
tion of turbulent diffusivity can help explain the behavior of PBL schemes [77].

Four time points (0600 UTC 7th, 0000 UTC 9th, 0000 UTC 11th, and 1200 UTC 12th
September 2018) representing four stages of TC intensification are selected for analysis.
These stages include the initial stage (stage 1), prelude of RI (stage 2), middle of RI (stage 3),
and end of the intensification (stage 4). The height–radius distribution of azimuthally
averaged PBL turbulent diffusivity Km during these stages is examined (Figure 6). Since Kh
is calculated from Km, and their distributions and variations are similar, the focus here is
mainly on Km.

The nonlocal KPP YSU and the hybrid local–nonlocal ACM2 scheme incorporate tur-
bulence in the free atmosphere above the boundary layer [56,78], resulting in an extension
of diffusivity Km (and Kh) to the upper level. In contrast, the local TKE schemes, including
MYJ, QNSE, MYNN2, MYNN3, and BouLac scheme, exhibit a concentration of Km within
the boundary layer below 1 km in height, except for MYJ and QNSE, which have a small
fraction of Km at the upper level.

At the initial stage, when the TC is still in its early development with low wind
speeds, the ACM2 scheme shows significantly higher Km compared to other schemes.
This strong turbulence mixing influences the TC’s development, resulting in a relatively
weak TC from the ACM2 scheme. For the other schemes, their simulated Km values are
relatively similar and primarily exist within the boundary layer below 1 km, except for YSU,
which extends into the free atmosphere above the boundary layer. As the TC intensifies in
subsequent stages, the simulated turbulent diffusion within the boundary layer for each
scheme gradually increases with wind speed until reaching its maximum peak at the final
stage. At the end of intensification (1200 UTC 12th), BouLac exhibits the highest diffusivity
(peak Km of 637.2) within the boundary layer, followed by QNSE (peak Km of 134.7) and
ACM2 (peak Km of 129.7). The diffusivity above the boundary layer in ACM2 is much
higher compared to within the boundary layer. On the other hand, YSU produces the lowest
diffusivity within the boundary layer, which is lower than that above the boundary layer.

To compare the simulated diffusivity of various PBL schemes under similar wind
conditions, we analyzed the height–radius distribution of the azimuthally averaged Km
during the early stage of the simulation (from 0300 UTC to 0600 UTC on 7th of September)
in Figure 7. The distributions and variations of Kh were similar to Km in each corresponding
numerical simulation.

During this early period (i.e., 0300 UTC 7th to 0600 UTC 7th), when wind speeds
were similar, different PBL schemes exhibited variations in turbulent diffusion within the
boundary layer (below 1 km). The MYNN3 scheme had a large range of Km, approximately
25–35 m2 s−1, while the MYNN2 scheme had a large range of Km about 20–25 m2 s−1. Both
schemes had boundary layer mixing heights around 0.6–0.8 km. The YSU scheme showed
a large range of Km mainly around 20–25 m2 s−1, with a boundary layer mixing height of
about 0.4 km. The BouLac scheme had a large range of Km mainly around 15–25 m2 s−1,
and a boundary layer mixing height of about 0.3 km. Smaller Km values and shallower
boundary layer mixing heights indicate weaker turbulent diffusion, which contributes to
stronger TC intensity in the BouLac and YSU schemes [79]. Conversely, larger Km values
and deeper boundary layer mixing heights imply stronger turbulent diffusion, resulting in
weaker TC intensity for the ACM2 scheme.

Regarding the MYJ and QNSE schemes with different surface layer schemes, although
MYJ produced larger Ck/Cd ratios and surface enthalpy fluxes, its stronger turbulent
diffusion with larger Km tended to suppress the TC intensity simulation.
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(unit: m2 s−1) from (a1–a4) YSU, (b1–b4) MYJ, (c1–c4) QNSE, (d1–d4) MYNN2, (e1–e4) MYNN3,
(f1–f4) ACM2, and (g1–g4) BouLac, at (a1–g1) 0300 UTC 7th, (a2–g2) 0400 UTC 7th, (a3–g3) 0500 UTC
7th, and (a4–g4) 0600 UTC 7 September 2018.

Gopalakrishnan et al. [64] concluded that larger diffusion negates the gradients be-
tween the surface layer and the PBL, leading to weaker frictional forces and inflow. Con-
versely, smaller diffusion reduces the dissipation of angular momentum in the PBL, re-
sulting in enhanced PBL inflow, enhanced spin-up and convergence of moisture in the
PBL, enhanced convection in the eyewall, and subsequently, enhanced feedback to the
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PBL inflow and a stronger hurricane. Zhang et al. [79] further suggested that smaller
vertical diffusion in the boundary layer leads to the simulated storms with stronger in-
tensity and smaller size, shallower boundary layer, stronger inflow in the boundary layer,
stronger outflow above the boundary layer, stronger updrafts in the eyewall, and a stronger
warm core.

Figure 8 presents the relationship between diffusivity and wind speed at an altitude
of 450 m during four stages of TC intensification simulation (0600 UTC 7th, 0000 UTC 9th,
0000 UTC 11th, and 1200 UTC 12 September 2018), compared with the observations from
Zhang et al. [80]. Figure 8 shows that as the TC intensifies, the diffusivities corresponding
to wind speed increase and shift toward higher wind speeds. However, there are some
differences in the simulated Km values among various PBL schemes when comparing
them with the observations. MYNN2 and MYNN3 schemes produce similar relationships
between Km and wind speed, except for some differences under high wind conditions. On
the other hand, YSU and ACM2 schemes tend to produce different Km values to some extent.
In the KPP closures, the flux is not solely determined by turbulent diffusivity; rather, large
contributions arise from plumes and entrainment, which are parameterized differently.
Consequently, it is expected that Km is smaller in YSU and ACM2 schemes compared to the
observed values. Other PBL schemes including MYJ, QNSE, and BouLac schemes also have
some differences to some degree. Therefore, future research should focus on improving
the PBL diffusivity parameterization by incorporating more observation data. Regarding
the simulation results, considering that Km (and Cd) depends on stability, smaller values
of Km (and Cd) in Figure 8 (and Figures 4 and 5) may be due to less unstable conditions.
Additionally, it should be noted that Km and Cd values in this study provide only initial
insights for further research and highlight the significant differences between the PBL
schemes. Considering factors such as the magnitude of enthalpy flux and spatial variability
of diffusivity, more detailed work is needed on turbulence simulation and observation in
the TC center and outer regions.

The primary difference among PBL schemes lies in the representation of vertical
mixing through turbulent diffusivity [58]. On the one hand, Smith et al. [32] and Smith
and Thomsen [77] found that the PBL schemes with smaller vertical turbulent diffusivity
have larger inflow speeds and tangential winds. Similarly, Gopalakrishnan et al. [64]
and Zhang et al. [79] concluded that smaller vertical diffusion within the boundary layer
leads to stronger storms with stronger inflow within the boundary layer and stronger
updrafts around the eyewall. On the other hand, Liu et al. [33] indicated that during the
TC development and intensification process, the positive feedback between vertical mixing
and surface fluxes eventually results in a stronger hurricane vortex.

Therefore, both surface flux and vertical turbulent diffusion play a role in determining
TC intensity. In other words, both surface layer parameterization and PBL parameterization
contribute to TC intensity. YSU and BouLac, with smaller turbulent diffusivity in the
boundary layer, produce stronger storm intensity. QNSE, with smaller turbulent diffusivity
in the boundary layer and a much larger Ck/Cd ratio and surface enthalpy flux, produces
stronger storm intensity.

3.4. TC Structure

In this subsection, we further analyze the simulated TC structure using various PBL
schemes during intensification. Similarly, four moments (0600 UTC 7th, 0000 UTC 9th,
0000 UTC 11th, and 1200 UTC 12 September 2018) representing different stages of inten-
sification are chosen for analysis. Figures 9–12 shows the height–radius distribution of
azimuthally averaged tangential wind speed, radial wind speed, vertical wind speed, and
equivalent potential temperature from the simulations at each stage. Here, we use ERA5
reanalysis data as a reference to compare the simulation results. Although ERA5 generally
underestimates the TC intensity, it provides an effective reference for TC size [62].
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Figure 9. Height–radius distribution of azimuthally averaged tangential wind (unit: m s−1) from
(a1–a4) ERA5, (b1–b4) YSU, (c1–c4) MYJ, (d1–d4) QNSE, (e1–e4) MYNN2, (f1–f4) MYNN3, (g1–g4)
ACM2, and (h1–h4) BouLac at (a1–h1) 0600 UTC 7th, (a2–h2) 0000 UTC 9th, (a3–h3) 0000 UTC 11th,
and (a4–h4) 1200 UTC 12 September 2018.



Atmosphere 2024, 15, 1182 16 of 25
Atmosphere 2024, 15, x FOR PEER REVIEW 19 of 27 
 

 

0706 0900 1100 1212

ERA5

YSU

MYJ

QNSE

MYNN2

MYNN3

ACM2

BouLac

 
Figure 10. As in Figure 9 but for radial wind (unit: m s−1), with (a1–a4) ERA5, (b1–b4) YSU, (c1–c4) 
MYJ, (d1–d4) QNSE, (e1–e4) MYNN2, (f1–f4) MYNN3, (g1–g4) ACM2, and (h1–h4) BouLac at 
(a1–h1) 0600 UTC 7th, (a2–h2) 0000 UTC 9th, (a3–h3) 0000 UTC 11th, and (a4–h4) 1200 UTC 12 
September 2018. 

Figure 10. As in Figure 9 but for radial wind (unit: m s−1), with (a1–a4) ERA5, (b1–b4) YSU,
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Figure 11. As in Figure 9 but for upward vertical wind (unit: m s−1), with (a1–a4) ERA5, (b1–b4) 
YSU, (c1–c4) MYJ, (d1–d4) QNSE, (e1–e4) MYNN2, (f1–f4) MYNN3, (g1–g4) ACM2, and (h1–h4) 
BouLac at (a1–h1) 0600 UTC 7th, (a2–h2) 0000 UTC 9th, (a3–h3) 0000 UTC 11th, and (a4–h4) 1200 
UTC 12 September 2018. 

Figure 11. As in Figure 9 but for upward vertical wind (unit: m s−1), with (a1–a4) ERA5,
(b1–b4) YSU, (c1–c4) MYJ, (d1–d4) QNSE, (e1–e4) MYNN2, (f1–f4) MYNN3, (g1–g4) ACM2, and
(h1–h4) BouLac at (a1–h1) 0600 UTC 7th, (a2–h2) 0000 UTC 9th, (a3–h3) 0000 UTC 11th, and
(a4–h4) 1200 UTC 12 September 2018.



Atmosphere 2024, 15, 1182 18 of 25
Atmosphere 2024, 15, x FOR PEER REVIEW 22 of 27 
 

 

0706 0900 1100 1212

YSU

MYJ

QNSE

MYNN2

MYNN3

ACM2

BouLac

 
Figure 12. Height–radius distribution of azimuthally averaged equivalent potential temperature 
(unit: K) from (a1–a4) YSU, (b1–b4) MYJ, (c1–c4) QNSE, (d1–d4) MYNN2, (e1–e4) MYNN3, (f1–f4) 
ACM2, and (g1–g4) BouLac, at (a1–h1) 0000 UTC 11th, (a2–h2) 1200 UTC 11th, (a3–h3) 0000 UTC 
12th, and (a4–h4) 1200 UTC 12 September 2018. 

Figure 12. Height–radius distribution of azimuthally averaged equivalent potential temperature (unit:
K) from (a1–a4) YSU, (b1–b4) MYJ, (c1–c4) QNSE, (d1–d4) MYNN2, (e1–e4) MYNN3, (f1–f4) ACM2,
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ERA5 reanalysis combines model data with observations using assimilation techniques
to produce a globally complete and consistent dataset. It provides hourly estimates for
a wide range of atmospheric, ocean-wave, and land-surface quantities. Due to its high
resolution and extensive temporal coverage, ERA5 data are widely used in numerous
studies, offering a consistent and reliable meteorological analysis background. For example,
ERA5 data have been employed in comparative analyses by Li et al. [81], Rajeswari et al. [82],
Wang et al. [83], and Shen et al. [84]. Therefore, we used the ERA5 reanalysis data as a
reference in our study, employing it to supplement and replace the observational data.

In this study, horizontal resolution of the ERA5 reanalysis data is 0.25◦ × 0.25◦, and
the horizontal resolutions of the simulated results are 27 km, 9 km, and 3 km for the three
simulated domains, respectively. The resolution among the different PBL parameterization
schemes remains consistent, and when in comparison with ERA5 data, our focus is primar-
ily on comparing distribution patterns rather than exact quantities. Therefore, ensuring
that the comparative areas are of the same size is sufficient, making the comparisons more
valid and compelling.

Tangential wind reflects the primary circulation of a TC. In Figure 9, in stage 1
(0600 UTC 7th), the simulated tangential wind speeds from different PBL schemes are rela-
tively close. The BouLac scheme produces the largest tangential wind, exceeding 18 m s−1,
followed by the YSU, MYJ, and QNSE schemes, all above 16 m s−1. However, the simulated
TC size, indicated by the maximum tangential wind radius (RMTW), is smaller than what
is observed in the ERA5 data. As the intensification progresses in stage 2 (0000 UTC 9th),
the tangential wind speeds of the BouLac and QNSE schemes remain higher compared
to other simulations. The RMTW expands for all simulations (about 50–60 km, except for
YSU with about 40 km) but is still smaller than the ERA5 data (about 90 km). In stage 3
(0000 UTC 11th), the QNSE scheme simulates the strongest tangential winds, followed by
the YSU and BouLac schemes. The RMTW of the MYJ and ACM2 schemes increases (about
60–70 km), while the variation in TC size for other simulations is small. The RMTW of the
ERA5 data also shrinks (about 60–70 km). In stage 4 (1200 UTC 12th), the BouLac scheme
exhibits the largest tangential wind speed, peaking at 85 m s−1, followed by YSU with a
peak value of about 80 m s−1. The QNSE scheme shows a reduction in tangential wind,
but its TC size (RMTW of about 60–70 km) remains closer to the ERA5 data. The RMTWs
of other schemes are decreased (about 30–40 km). Overall, the simulated tangential wind
magnitude corresponds to TC intensity indicators (MSLP and VMAX). Additionally, the
TC size gradually decreases as the TC intensity increases.

The distribution of radial wind in Figure 10 reflects the inflow at the low level and
outflow at the high level in TC, while the upward vertical velocity in Figure 11 reflects
the updrafts in TC. In stage 1, the magnitude of radial and upward vertical wind in
different simulations is relatively small, indicating that TC intensification has not yet
started. The MYJ, QNSE, BouLac, and YSU schemes show slightly stronger radial inflow
within the boundary layer, while the BouLac scheme exhibits slightly stronger updrafts
around the eyewall. As intensification begins in stage 2, the radial inflow strengthens, and
all simulations show clear radial inflow within the boundary layer as well as the appearance
of updrafts around the eyewall. The QNSE scheme produces the greatest radial inflow
and updrafts. In stage 3, the QNSE scheme produces the strongest radial inflow (peak of
about 20 m s−1), followed by the YSU and MYJ schemes. Additionally, the YSU, QNSE,
and BouLac schemes exhibit stronger updrafts near the eyewall. In stage 4, the YSU (peak
of 33.2 m s−1), MYNN3 (peak of 32.0 m s−1), and BouLac (peak of 28.6 m s−1) schemes
produce the strongest radial inflow. And the BouLac scheme also produces the largest peak
ascending velocity (peak of 7.0 m s−1), followed by YSU (peak of 3.7 m s−1) and MYNN3
(peak of 2.9 m s−1), while the ACM2 scheme shows the smallest ascending velocity (peak
of 1.7 m s−1). The BouLac scheme simulates stronger radial inflows within the boundary
layer and updrafts around the eyewall, resulting in its intense storm intensity. The updrafts
of the QNSE scheme are weakened compared to stage 3, which affects the storm intensity
at stage 4.



Atmosphere 2024, 15, 1182 20 of 25

These results suggest that the simulated TC intensity is related to the magnitude of
radial inflow and ascending velocity from the simulations. The turbulent mixing process
may also influence the magnitude of radial inflow and ascending velocity. Previous
studies [32,77,79] have shown that PBL schemes with small turbulent diffusivity produce
large inflow and ascending velocity. In the initial stage, when the TC wind speed is relatively
small and close, the BouLac and YSU schemes, with small turbulent diffusivity, promote
the development of radial inflow and ascending velocity, especially BouLac, leading to the
development of storm intensity and thus producing a stronger TC storm.

The equivalent potential temperature is a useful tool for diagnosing the TC thermal
structure, and lower values indicate dry and cold air, while higher values indicate warm and
moist air [85,86]. Zhang et al. [85]’s Figure 9 and Zhang and Pu [86]’s Figure 11 both plotted
the distribution and variation of azimuthally averaged equivalent potential temperature
during the evolution of hurricane cases. In our study, Figure 12 shows the distribution of
equivalent potential temperatures from simulations. In stage 1, the differences in simulated
equivalent temperatures among the various PBL schemes are relatively small. The BouLac
and YSU schemes show slightly higher equivalent potential temperatures near the surface.
As intensification begins in stage 2, the equivalent potential temperatures near the TC center
in all simulations significantly exceed those in the surrounding environment, indicating
the formation of a warm moist core structure. In stage 3, the YSU, QNSE, and BouLac
schemes simulate higher equivalent potential temperatures at the TC center compared to
other schemes. In stage 4, the peak equivalent potential temperature of the BouLac scheme
exceeds 385 K, while the peak equivalent potential temperatures of the QNSE and YSU
schemes exceed 380 K. The peak equivalent potential temperatures in other simulations
remain below 380 K. This suggests that the BouLac, QNSE, and YSU schemes generate a
stronger warm core during TC intensification, resulting in warmer and moister air for TC
development and intensification.

In addition, to better compare and analyze the simulated hydrometeor results, Figure 13
depicted the difference in specific humidity between YSU and other schemes. Correspond-
ing to the water vapor conditions indicated by the equivalent potential temperature of
Figure 12, in stage 4 when the TC intensity reached its maximum, BouLac and QNSE
showed higher positive values near the TC center compared to other simulation results.
This indicates that QNSE, BouLac, and YSU had stronger water vapor conditions near the
TC center, which was more conducive to generating greater TC intensity with these three
PBL schemes.

Overall, both surface layer parameterization and PBL parameterization affect TC in-
tensification, particularly parameters Cd, Ck, Km, and Kh [64]. Among the seven simulations,
YSU, QNSE, and BouLac demonstrate better simulated TC intensification. BouLac and YSU
exhibit stronger tangential wind due to smaller turbulent diffusion in the initial period,
along with stronger radial inflow within the boundary layer and updrafts around the eye
wall. QNSE has a much larger Ck/Cd ratio and surface latent heat (enthalpy) flux. Therefore,
YSU, QNSE, and BouLac produce strong radial inflow, updrafts, and warm cores, leading
to greater TC intensity. In other words, different PBL parameterizations produce varying
turbulent diffusivity and surface flux, which have larger effects on TC intensification to
some extent.
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4. Summary and Conclusions

In this study, we conducted a series of numerical experiments using the ARW-WRF
V4.0 model to investigate the sensitivity of TC intensification simulation to seven widely-
used PBL parameterization schemes, including YSU, MYJ, QNSE, MYNN2, MYNN3,
ACM2, and BouLac. In our experiments, YSU, MYNN2, MYNN3, ACM2, and BouLac
schemes were coupled with the revised MM5 surface layer scheme, while the MYJ scheme
used the Eta Similarity surface layer scheme and the QNSE scheme used the QNSE surface
layer scheme. We compared the simulated TC track, intensity, and structure with observa-
tions and analyzed the simulated surface flux exchange and PBL turbulent diffusion. The
major findings are as follows:
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All simulations generally reproduced the TC track and intensity compared to the
best track. Notably, YSU, QNSE, and BouLac schemes captured the rapid intensification
processes, and closely matched the observed TC intensity.

In terms of surface layer parameterization, with the QNSE surface layer scheme,
the QNSE PBL scheme produced the largest Ck/Cd ratio among the simulations, which
contributed to its stronger TC intensity based on Emanuel’s MPI theory.

In terms of PBL parameterization, among the PBL schemes using the same surface
layer, YSU and BouLac exhibited weaker PBL turbulent diffusion with smaller Km and
shallower boundary layer mixing height, which led to their stronger TC intensity.

During the intensification period, YSU, QNSE, and BouLac schemes generally exhib-
ited stronger radial inflow within the boundary layer, stronger updrafts around the eye
wall, and stronger warm core structures, which led to their stronger TC intensity.

In addition, although MYNN2 and MYNN3 schemes produce similar Km, other PBL
schemes have some differences in Km to some degree. In fact, there is no definitive PBL
scheme for TC simulations, and future research should focus on it. Overall, different PBL
parameterizations produce varying turbulent diffusivity and surface flux, which have
larger effects on TC intensification to some extent.

Considering the limited resolution in our study and the complexity of the physical pro-
cess involved in TC intensification, further research involving simulations and observations
is needed in the future.
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