A DIFFUSE DOMAIN APPROXIMATION WITH
TRANSMISSION-TYPE BOUNDARY CONDITIONS I:
ASYMPTOTIC ANALYSIS AND NUMERICS
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Abstract. Diffuse domain methods (DDMs) have garnered significant attention for approxi-
mating solutions to partial differential equations on complex geometries. These methods implicitly
represent the geometry by replacing the sharp boundary interface with a diffuse layer of thickness
e, which scales with the minimum grid size. This approach reformulates the original equations
on an extended regular domain, incorporating boundary conditions through singular source terms.
In this work, we conduct a matched asymptotic analysis of a DDM for a two-sided problem with
transmission-type Robin boundary conditions. Our results show that, in the one dimensional space,
the solution of the diffuse domain approximation asymptotically converges to the solution of the orig-
inal problem, with exactly first-order accuracy in £. Furthermore, we provide numerical simulations
that validate and illustrate the analytical result.

Key words. partial differential equations, phase-field approximation, diffuse domain method,
diffuse interface approximation, asymptotic analysis, numerical simulation, reaction-diffusion equa-
tion, transmission boundary conditions.

1. Introduction. Partial differential equations (PDEs) are foundational tools
for modeling diverse phenomena across physical, biological, and engineering sciences,
including fluid flow, material behavior, tissue dynamics, and phase transitions. In
many practical scenarios, these problems arise within domains that are complex, ir-
regular, or time-dependent, such as evolving interfaces in phase transitions or intricate
geometries in biological systems. Traditional PDE solution methods often require do-
mains with simple, specific geometric boundaries, posing challenges in mesh genera-
tion and driving up computational costs. To address these limitations, diffuse domain
methods (DDMs) have emerged as versatile approaches for solving PDEs on irregular
or dynamically evolving domains.

The fundamental principles of DDMs involve (i) embedding the original complex
domain into a larger, simpler computational domain, like a square or a cube, (ii)
creating a simple, structured mesh for the larger domain that resolves the shape of
the complex domain without fitting it precisely, and (iii) solving an approximate PDE
problem on the larger computational domain. This approach eliminates the need for
intricate, boundary-conforming meshes that conventional methods typically require.
This is especially important in the time-dependent setting where the shape of the
complex domain is constantly changing, requiring expensive re-meshing. A smooth
phase-field function is employed to approximate the characteristic function of the
complex domain, while a parameter ¢, typically related to the grid size, defines the
width of the diffuse interfacial region, influencing the accuracy of the approximation.
The original PDE is reformulated with additional source terms to enforce boundary
conditions. For small values of &€, DDMs are especially efficient when paired with
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adaptive mesh refinement, which allows for fine grid cells in the narrow transition
layer and coarser cells in the extended, non-physical regions of the domain. DDMs
offer the advantage of flexible application to a broad range of equations and can be
solved using standard discretization methods, both uniform and adaptive, along with
fast iterative solvers based, for example, on geometric multigrid methods.

The concept of the DDM was first introduced by Kockelkoren and Levine [23] for
studying diffusion within a cell with zero Neumann boundary conditions at the cell
boundary. A related approach, known as the fictitious domain method, was earlier
employed by Glowinski et al. [I2,[22] to compute numerical solutions to Dirichlet prob-
lems for a class of elliptic operators. Since then, DDMs have been subsequently applied
to model electrical waves in the heart [19] and membrane-bound Turing patterns [24].
More recent developments have expanded DDMs to solve PDEs on both stationary [30]
and evolving surfaces (e.g., [11], 13, 4] 15 016, [17]). The analysis of DDM approach
to solving elliptic PDEs in domains with complex boundaries subject to Dirichlet,
Neumann, and Robin boundary conditions is provided in [7, [6, 20, 26} 31]. DDMs
have gained wide use in applications such as phase-field modeling, where they support
simulations of complex phenomena in fields like biology (e.g., [8, 23] [19] 10} 28] 2]),
fluid dynamics (e.g., [3, B4} 4 11, B, B3]), and materials science (e.g., [35, 28] 29, [9]).

1.1. The One-sided Diffuse Domain Problem. Let £2; be a bounded open
subset of R™. We consider the reaction-diffusion equation in :

—Au+u=f inQy,
—Vu-ny =rku+g, ondfy,

A,_\
—_ =
[N
~—

where n; denotes the outward-pointing unit normal vector on 9€2;. Here, kK > 0 is a
given constant. Observe that Neumann boundary conditions hold when x = 0, and
Robin boundary conditions hold when x > 0.

To approximate this problem using a diffuse domain approach, we define an ex-
tended domain 2, a larger cuboidal region containing Q; (see Figure . In this
extended domain 2, the diffuse domain approximation equation is

-V - (¢ Vue) + ¢eue. + BC = . f, (1.3)
where ¢.(x) approximates the characteristic function xq, (x) of €, given by

1, ifz e Qq,

xen (@) = {0 ited Q.

A common approximation for xq, is the phase-field function

outa)i= 5 |1+ v (") | = v o),

where € > 0 is small, defining the interface thickness. Here, r(x) is the signed distance
function from x € R™ to 021, which is assumed to be positive within ; and negative
outside Q. There are different choices for the boundary term BC in [25], 21].
For instance, we may choose either

BC = BC1 = (kue + g)|Vée|, (1.4)
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Fig. 1.1: A domain € is covered by a larger cuboidal domain Q, with Qs := Q\ Q3.

or
BC = BC2 = (ku. + 9)&|Ve|?, (1.5)

where |V, ()| and £|Ve.(x)|? approximate the surface delta function dgq, of 9.
Using asymptotic analysis for the Neumann boundary condition case (k = 0),

Lervag and Lowengrub [21] argued that Equation with either BC1 or BC2 is

second-order accurate in €. Specifically, in the expansion of the solution,

ue () = up(x) + up () 4+ 2ug(z) + -+,
they argued that uy = 0, and ug solves (|1.1)—(1.2), so that
ue () — up(w) = O(e?).

However, their asymptotic analysis was limited to the interior domain ;. Our ob-
jective is to extend their matched asymptotic analysis to encompass both the interior
domain ©; and the exterior domain Qy := Q\ ;.

In the exterior domain 25, the function ¢. decays exponentially, which intro-
duces significant challenges for both theoretical and numerical analyses. Specifi-
cally, the stiffness matrices in the numerical methods would have diagonal entries
that are exponentially small, making numerical approximation impractical. To avoid
ill-conditioning in practical numerical simulations, Lervag and Lowengrub [21] in-
troduced a modified phase-field approximation for the highest-order term, replacing
-V - (¢-Vue) with

-V - (D:Vue), Dc(x):=a+(1—-a)p(z),

where « is a very small fixed positive constant (specifically, « = 107°), converting
the problem into what is effectively a two-sided formulation. Note that, with this
change, some further information about what problem wu. should satisfy in 5 is
needed. For one thing, boundary conditions are required on the outer boundary 9f2.
We emphasize that, while they used this two-sided formulation in their numerical
simulations, their asymptotic analysis covers only the one-sided problem, thus leaving
a gap between the analysis and the practical implementation. Our ultimate goal is to
perform asymptotic analyses on the two-sided approximation with respect to smallness
of both ¢ and the stabilizing parameter «, leading to a more complete understanding
of the approximation of the one-sided problem. In this paper, however, we only take a
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preliminary step by performing asymptotic analyses and numerical simulations for the
two-sided problem, for the fixed finite a case, though in a slightly more generalized
form, described in Section See also the discussion section, Section [p| at the end
of the paper.

1.2. The Two-sided Diffuse Domain Problem. Let 2; be a bounded open
subset of R™ with a sufficiently smooth boundary 9€;. Let © be an open cuboidal
domain such that 2 D Q; and dQ N IQ; = @. Define Oy := Q\ Q1. We consider the
following two-sided boundary value problem in 2: Find a pair of functions, u; : Q; —
R and us : 29 — R, that satisfy

—Auy +yuy =¢q, in Qq, (1.6)
—aQAus + Bus = h, in Q, (1.7)

Uy = ug, on 0, (1.8)

—ny - V(up — aug) = Kug +¢g, on 0y, (1.9)
ans - Vus =0, on 0. (1.10)

The boundary conditions across the interface 9€2; are called transmission-type bound-
ary conditions. These guarantee that the function values are continuous across the in-
terface, and the fluxes have a jump discontinuity owing to some physical phenomenon.
For example, in electrostatics problems, excess charge on the interface can result in
such jump conditions for the flux.

Here, we assume the following:

(1) h,q € L?(Q2) and g € H'(Q) are given functions;

(2) a,p,~ are given positive constants, and  is a given nonnegative constant;

(3) n1 denotes the outward-pointing unit normal vector on 921, and ns denotes

the outward-pointing unit normal vector on 9 (see Figure [1.1).

A solution to the two-sided problem 7 is understood in the weak sense.
If (ug, us) € H' () x H' () is a solution pair to the two-sided problem (L.6)—(1.10)),
then ug : Q@ — R, defined as

o) = up(z), ifxz ey, (111)
’ u2(x), lf.CE S QQ, '

belongs to H*(£2) and solves the following weak formulation:

/ (DoVug - Vw + couow — fow) dx + / (kug + g)w dS =0, (1.12)
Q o
for any w € H'(Q), where

Do(z) := xq, () + axe, (),

Co(l‘) =YX (‘T) + ﬂXQz (l‘)’

fo(l’) = q($)X521 (l’) + h(x)xﬂz (SU)

Equivalently, ug minimizes the energy functional, &, given by

1 1
Eolu] = / {(D0|Vu|2 + cou?) — fou} dx +/ (F;ug —i—gu) ds, we HY(Q),
Q 2 Gion 2
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Conversely, if ug minimizes & over H'(Q), then uy := uo|g, and uy := ug|, solve

the two-sided problem (1.6[)—(1.10]).

Since & is coercive and strictly convex, it has a unique minimizer ug € H* (),
which implies that the two-sided problem (L.6)—(L.10|) has a unique solution, which is

identified by ug via .

For each € € (0,1), using the boundary term BC1 defined by , the diffuse
domain approximation of the problem f is then given by: Find a function
ue : 2 — R that satisfies

=V - (D:Vue) + coue + (kue + 9)|Voe| = fe, in Q, (1.13)
D.Vu. -my =0, on 09, (1.14)

where

For each ¢, a solution u. of the problem (1.13)—(1.14)) minimizes the associated energy
functional, &., defined by

Elu] = /Q [1(D5|Vu|2 + cou?) — fou + (1/@112 +gu> |V e

H'Y(Q).
5 5 }dm, ue€ H (Q)

Since & is coercive and strictly convex, it has a unique minimizer, which implies that
the diffuse domain problem (1.13)—(1.14) has a unique solution u. € H* ().

1.3. A Singular o — 0 Limit of the Two-Sided Problem. One may ask
How is the one-sided problem related to the two-sided version? It is not a simple
matter of setting @ = 0. Indeed, the limit @« — 0 in the two-sided problem is, in
general, singular. However, there is a setting for which the singular limit makes sense
and yields a meaningful solution.

Suppose that 5 = 0 and h = 0. Then we claim that the following decoupled
problem emerges in the a — 0 limit: Find a pair of functions, u; : €1 — R and
us : o — R, that satisfy

—Auy +yu; =¢q, in Qq, (1.15)
—Auy =0, in Qo, (1.16)

u1 = ug, on 0, (1.17)

—nq - Vu; = Kkuy +¢g, on 08, (1.18)
ny - Vugy =0, on 0. (1.19)

This is just the one-sided problem coupled to a Laplace-type problem on an annular
domain. The interior problem involving u; can be solved first. Subsequently, us can be
obtained by solving a Laplace’s equation, with Dirichlet boundary conditions on 0§21,
namely, us = uy, and homogeneous Neumann conditions on 925. This realization will
lead us to a new diffuse-domain approximation method for the one-sided problem, as
we explain in Section |5} The rigorous justification of the claim above is reserved for
a future paper. For now, we will focus on the two-sided problem.
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2. Main Result. In this paper, we study the asymptotic convergence of the
diffuse domain approximation problem (|1.13)— 11.14 in the one dimensional space.
Let ug be the solution of the two-sided problem defined by (1.11]), and let
u. be the solution to the diffuse domain approximation problem & for each
e € (0,1). Assuming that the functions h(z) and g(x) are analytic, and the function
g(x) remains constant in the normal direction to the boundary 9€Q; of Q; within a
narrow strip around 0€);, we perform a matched asymptotic analysis for the problem
f in 1D, leading to the main result presented below. Additionally, we
provide numerical simulations and discuss their outcomes in relation to our analytical
result.

MaiN REsuULT 2.1 (Asymptotic convergence of u.). In one dimension, us con-
verges asymptotically and uniformly to ug, as € — 0. Moreover, the diffuse domain
approximation is precisely first-order accurate in €, as expressed in .

REMARK 2.2. We conjecture that the main result can be generalized to higher-
dimensional spaces, provided the interface is sufficiently smooth. However, the analy-
sis will become more intricate, as it involves the interface curvature and the Laplace-
Beltrami operator.

REMARK 2.3. The asymptotic analysis in Section [J considers the case where
g(x) is constant in the normal direction to 0 within a narrow strip around 0. In
one dimension, this simply means that g(x) is constant in some neighborhood of 981,
as we shall see. Nonetheless, we expect that the asymptotic analysis can be adjusted
to accommodate the case where g(x) varies in the normal direction within this strip.
Additionally, our numerical experiments for this more general setting suggest that the
convergence rate remains first-order.

3. Asymptotic Analysis for the Diffuse Domain Problem in 1D. In this
section, we demonstrate a matched asymptotic analysis for the diffuse domain approx-
imation problem f in 1D, which establishes the main result in Section
Without loss of generality, we can simplify the structure of the domains. In particular,
we consider the domains as follows:

Q= (7131)7 0 =Qr= (07 1)5 Q=0 = (7170)

The phase-field function is then defined as

oe(x) = % {1 + tanh (g)] ~ xan(T),

for each € € (0,1) (see Figure [3.1).

We assume that the functions h(z) and ¢(z) are analytic. For convenience, we
further assume that g(z) = A in a small interval (—(, () around = = 0, where A is a
constant. Let ur : Qr — R and uy, : Q7 — R be the pair of functions that satisfy the
following two-sided problem in 1D:

—up +yur =¢q, inQg,
—au} + Bur =h, inQp,
ur(0) = ur(0),
uwR(0) — au (0) = kur(0) + A,
up (=1) =0 = uz(1).
6
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Fig. 3.1: The domains Q = (—1,1), Q, = (—1,0), Qr = (0,1), and the graph of ¢.(x) in 1D.

We define the solution ug to (3.1)—(3.5) over 2 as

ug(z), ifzeQpg,

uo(®) = ur(x), ifze Q.

Let u. be the solution to the corresponding diffuse domain approximation problem

_(Dsu/s)/ + ceue + (Kue + A)¢; =fe, inf, (3.6)
W(=1) = 0= u.(1). (3.7)

Assuming that ug and u. are globally continuous across 2, we will show that wu.
asymptotically converges to ug, using the method of matched asymptotic expansions.

To demonstrate asymptotic analysis, we examine the expansions of the diffuse
domain solution u. as series in powers of the interface thickness, €, in two distinct
regions: near x = 0 (inner expansion) and far from z = 0 (outer expansion). These
inner and outer expansions are then matched in overlapping regions where both are
valid (see Figure , providing boundary conditions for the outer variables.

110770777

Left

Right
outer region 7’

g
72 outer region

777777777
117177777

-1 K 0 ] 1

Matching regions

Fig. 3.2: A sketch of the regions used for the matched asymptotic expansions.

3.1. Matched Asymptotics for Corner Layer Problems. The phenomenon
that we will encounter herein is what is called a corner layer [27]. To be more precise,
ue experiences a corner layer at = 0. See, for example, Figure [3.3] The idea
of asymptotic analysis is to build a uniformly-valid composite solution, wu.o(z;€) by
combining the zeroth-order outer solution, ug, and the zeroth-order inner solution,
Up, in a process called matching. Then, we can show that, formally, as € — 0,

l[ue () = ueo(38) poo 1.1y < Cre, (3.8)
( )
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Fig. 3.3: An example of a corner layer. The translucent blue curve is the zeroth-order outer approxi-
mation, ug, and the translucent red curve represents the zeroth-order inner approximation, Ug. The
solid black line is the diffuse-domain solution wue(z). Not shown is the composite approximation,
uc,0(x; €), obtained by combining ug and Up via a process known as matching. See estimate
and associated discussion.

for some C7 > 0. For corner layer phenomena, the zeroth-order approximation is
continuous, that is, ug € C°([—1,1]), in contrast with the boundary layer case. Fur-
thermore, for corner layer problems specifically, we typically expect that, as ¢ — 0,

HU()( ) - UC,O( .;E)HLOO(,LU S C253

for some Cy > 0. (Note that the last estimate is not generally true for traditional
boundary layer problems.) If this is the case, using the triangle inequality, the desired
estimate follows: as ¢ — 0,

[lwo () _UE(')”Lm(—Ll) < Cse, (3.9)

for some C'3 > 0, where, precisely, it will be shown that ug is the solution of (3.1)—(3.5)
over Q = (—1,1).
Finally, it is possible to argue that, in fact, as ¢ — 0,

uo(-) = e ()l w10y < Cae®s

for some Cy > 0, only if u; = 0, where u; is the first-order correction term in the outer
expansion. The arguments are formal and are omitted for the sake of brevity. Herein
we will show definitively that u; # 0, so that asymptotic convergence is, at best,
only first order for the two-sided problem. This fact will be reinforced by numerical
experiments.

3.2. Outer expansions. We define u. 1, := UE|QL and ue g = UE|QR' The outer
expansion for the function u. r(z) in the left outer region is

Ue,,(x) = up,o(x) +eup1(x) + €2uL,2(CC) + - (3.10)

Since ¢ () and ¢.(x) exponentially converge to 0 as & — 0 in the left outer region,
by substituting the expansion ([3.10) into Equation (3.6]), we get

—a(u}:’o + suz’l + gzuZ’Q +- )+ Blupo+eups +e*upa+---) =h (3.11)
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Combining the equation above with the boundary condition u_ ; (—1) = 0, we obtain:

O): —auf o+ Puro="h, up(-1)=0, (3.12)
O(): —auf ;+Bur; =0, up;(-1)=0, forany j =1,2,... (3.13)

On the other hand, the outer expansion for the function u. r(z) in the right outer
region is

Ue,r(x) =uro(z) +cup1(zr) + 52uR’2(m) + e (3.14)

Since ¢, (x) exponentially converges to 1 and ¢.(x) exponentially converges to 0 ase —
0 in the right outer region, by substituting the expansion (3.14]) into Equation (3.6]),
we get

—(uho+eup, + Uy + ) +Y(Uro +Eur1 + EUR2 + ) = q. (3.15)

Combining the equation above with the boundary condition u. (1) = 0, we obtain:

O(1): —ugo+yuro=4q, uRo(l)=0, (3.16)
O(): —ufh; +yur; =0, ug,;(1)=0, forany j=1,2,... (3.17)

REMARK 3.1. If the pair (uro,ur,) satisfies 7, then u. converges
asymptotically to ug. Furthermore, if (up1,ur1) 7 (0,0), the diffuse domain approz-
imation is asymptotically first-order accurate. However, if (ug1,ur.1) = (0,0), then
the diffuse domain approximation is asymptotically second-order accurate.

3.3. Supporting Lemmas. Before analyzing the inner expansions, we prove
the following technical lemmas.

LEMMA 3.1. If F(z) = P(2) +o(1) and G(z) = A+ o(z~™) as z = oo (or
z = —o00), where P(z) is a polynomial, A # 0 is a constant, and m > deg(P) is an
integer, then

F(:) _ P(2)
G(2) A

+o(l) asz— oo (orz— —00).

Proof. We will give the proof for the case z — co. The proof for the case z — —o0
is similar. Assume that

P(z) = By + B1z + Byz® + -+ + Bp2P, (3.18)
where 0 < p < m is an integer, and By, By, ..., B, are constants. By the hypothesis,
we have

F(z) = P(2) + F(z), where lim F(z) =0, (3.19)
Z—r00
G(z)=A+ é’(z), where ILm zm@(z) =0. (3.20)
Thus,
F(z) P(z) _PR+F() P _ AF() = P()G(2) (3.21)
G(z) A A+G(2) A A2 + AG(2)



Since m > 0 and lim, zmé(z) = 0, then lim,_, é(z) cannot equal —A. Hence,
lim, (A% 4+ AG(z)) # 0. On the other hand,

B ~
ZB G (2 Z presy 2"G(z) > 0 as z — 0. (3.22)
3=0

Therefore, we obtain

L (F) PR _ | AF(2) - P(2)G(2) _
3&(0@ A.>_im PO (323
which implies that
F(z) _ P(2)
G~ A +o(l) asz— o0

0
LEMMA 3.2. If F(z) and G(z) are continuous functions on (—oo,00), and F(z) =
G(z)+o(1) as z — oo (or z — —o0), then

/oz F(s)ds = /0 Gls)ds +o(z) as 200 (or z = —00).

Proof. Again, we will give the proof for the case z — oo, and the proof for the
case z — —oo is similar. Pick an arbitrary number £ > 0. By the hypothesis, we have

lim (F(2) — G(2)) = 0. (3.24)

Z— 00

Hence, there exists a number zy > 0, depending on &, such that, for any z > z,

|H@—G@H<§ (3.25)

Therefore, for any z > zg > 0, we have

L[ o as <2 [C1Ee) - co) s
;A m@y{m)@+ilﬁﬂ) G(s)| ds
< %+2%(z—20)
<541 (Mo_gzo), (3.26)

where My := [ |F(s) — G(s)| ds < oo. If My — %zo <0, then

1 z
> [ @) =6 as

10

<2<, (3.27)




for any z > zg. If My — gzo > 0, define z; := max{zo,% (Mo - gzo)} > 0.

for any z > z;, we have

1 z
7/0 (F(s) —G(s)) ds

z

IN

IN

()

£ £ ( € )
> My — =2

2 2(M07§ZO> 0 220
<

In both cases, we have

E /O “(F(s) = G(s)) ds

z

for z > 0 sufficiently large. Therefore,

lim ! (F(s) —G(s)) ds =0,

z—00 2 Jq

which implies that

/OZ F(s)ds = /OZ G(s)ds+o(z) asz— oo.

|
3.4. Inner expansions. We introduce a stretched variable
x
z=—,
€

and transform the derivatives as
d 1d d? 1 d?
dzx

edz’ dx?2  e2dz?’

Furthermore, we define the functions

Then, Equation (3.6 becomes

T (D<z>jzv<z,g>) +e()U(20) + (WU (2, €) + N (2) = F(z,9),

which is equivalent to

_dilz <D(z)ddzU(z,e)) +c(2)U(2,8)e* + (kU (2,€) + N ¢/ (2)e = F(z,¢)e>.

11
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Since h(z) and ¢(z) are analytic functions, we can expand them as

h(z) = ho + hix + hoa® 4 - - - | (3.38)
9(x) = g0 + g + ga® + -+, (3.39)
where h; and g; are constants, for j =0,1,2,... Hence,
F(z,e) = fe(e2) = h(ez) + [a(ez) — h(e2)]6(2)
= Z[hj + (g5 — hy)d(2)]7€. (3.40)

=1

<

The inner expansion for the function U(z,¢) in the inner region is
Ul(z,€) = Up(2) + eUi(2) + €2Ua(2) + - - - (3.41)

We assume that Up(z), Ui (2),Usz(2), ... are continuous functions on (—o0, c0), which
is consistent with the assumption that u.(z) is globally continuous across 2. Substi-

tuting the expansions (3.40) and (3.41]) into Equation (3.37)), we get

- Z(D(z)UJ’-(z))’sj + Z c(2)U;(2)e? T2 + (Z kU (2)e? T + )\5) @' (2)
j=1 =1 j=1
= Z[h] + (q]‘ — hj)¢>(z)]zj5j+2. (342)
j=1
Hence, we obtain
O(1) : — (D(=)U4(2))' =0, (3.43)
O(e): — (D(2)Ui(2)) + (kUy(2) + N\)¢'(2) = 0, (3.44)
O(?) : = (D(2)U}(2))" + c(2)Uj-2(2) + kU;-1(2)¢' (2)
= [h] + (q] - h])(b(z)]zj 27 .] = 73a (345)
3.4.1. Equation at O(1). From (3.43), we get
(D(2)Uj(2)) = 0. (3.46)
Then, there exists a constant Cp ; such that
D(z)Ué(z) = 00’1. (347)
There exists another constant Cp o such that
1
Uo(Z) = CO,I /0 m ds + Co,o. (348)

We define

Iy(z2) == /Oz D}s) ds. (3.49)
12



Using the definition of D(z), given by

e+ ae”*
D(z) = 1— = 3.50
() = o+ (1= a)o(s) = S22, (3.50)
we obtain
z eS Jr 675
1 = —d
0(Z> /0 es +ae™ s s
_ (a —1)log(a + €%*) + 22 ~ (a—1)log(a+1) _ (3.51)
2c 2a

We will use the Taylor series to expand log(a + €2%).
REMARK 3.2. The Taylor series expansion of log(1+1y), for |y| < 1, is given by:

log(1+y) =y — %yQ + %y?’ - iy‘l 4 (3.52)
For z > 0 sufficiently large, applying with y = ae™2?, we obtain
log(a + €2*) = log[e?* (ae™2% +1)]
=2z + log(ae % + 1)

1 1 1
=22+ e % — = (Ozefzz)2 + = (Ocefgz)3 -= (ae*22)4 +--
2 3 4
which implies that
log(a + €%*) = 2z + o(1) as z — oc. (3.53)

Substituting the equation above into (3.51)), we get
(a—1)(2z+0(1)) +2z (a—1)log(a+1)

Io(z) = 200 200
=z- (@=1) ;(f(a +1) +o(l) asz— oco. (3.54)

For z < 0 with |z| sufficiently large, applying (3.52) with y = 2%/, we obtain

log(a + €2%) = log [oz <1 L ﬂ

o
62,2
= log a + log (1+ )
e
622 1 eQz 2 1 622 3 1 eQz 4
=1 _ = - _Z e
gt 2<a>+3(a> 4<a>+ ’
which implies that
log(a + €**) = loga +o(1) as z — —oc. (3.55)

Substituting the equation above into (3.51f), we get

(@ —1)(loga+0(1)) +2z  (a—1)log(a+1)
2a 2a

(0%
1 1 S —00. .
og<a+1>+o() as z — —00 (3.56)

Io(z) =
l +oz—1
aZ 2c

13



Since Uy(z) = Co,110(2) + Co,0, from (3.54)) and (3.56)), we obtain

Coa— Gy 0= o8l 1)
(6%

Uo(z) = (3.57)

Co1 a—1 a
—z — 1 1 —00.
z—Co 5 og <a—|—1) + Coo+o(l) asz— —o0

+Coo+o(l) asz— oo,

Then, using the matching conditions

Up(z) + 0o(1) =uro(0) asz— oo, (3.58)
Up(z) +0(1) =uro(0) asz— —oo, (3.59)

we conclude that
OO,I =0 and ’LLR,()(O) = Co,o = uL’o(O). (3.60)

As a consequence, the zeroth-order inner approximation is a constant function,
Uo(2) = ur,0(0) = ur,0(0),

and, using the standard construction [27], the uniformly-valid, zeroth-order composite
asymptotic approximation is simply

B
eOv o UL,()(.Q?), ifa?G(O,l),

which is generally only a C°([—1,1]) function.

Looking ahead, we next intend to show that upr o and ur o satisfy the Robin-type
boundary condition in . Going a little further in the analysis, we will observe
that the composite approximation, u. g is at best only first-order, by observing that
the outer first-order corrections, ur 1 and uy, 1, are not identically zero, in the general
setting.

3.4.2. Equation at O(g). Since Up(z) = Cp o, from we have
—(D(2)U1(2))" + (KCo,0 + N)¢'(2) = 0. (3.61)
Then, here exists a constant C ; such that
—D(2)U;(2) + (kCo 0 + N)p(2) = Cy 1. (3.62)

There exists another constant C o such that

Ui (2) = (kCoo + A) /0 g((ss)) ds + Ch /0 ’ ﬁdﬁcm. (3.63)

We define

I(2) = /O ) ]i’;((‘?) ds. (3.64)

Using the definitions of ¢(z) and D(z), given by

and D(z) = % (3.65)

e
e 4+ e~ %

$(2) =

14



we obtain

eS

Ii(z) = ds

s~

o € +ae’

1
log(av + €*%) — 3 log(a +1). (3.66)

N | =

From (3.53) and (3.55)), we have

log(a + €%*) = 2z +0o(1) as z — oo, (3.67)
log(a + €**) = loga +o(1) as z — —oc. (3.68)

Therefore,

1 1
5(2z +o0(1)) — 3 log(a+1) as z— oo,

1 1
i(loga +o(1)) — 3 log(a4+1) as z— —oo,

1
z—glog(a—i—l)—i—o(l) as z — 00,

_ (3.69)
%log (aj—l) +o(l) asz— —c0.
Since Uy (z) = (kCo,0 + A)11(2) + C1,11o(2) + C1,0, we obtain
Ui1(z) = (kCopo+ A+ Ci1)z+ (—;(ﬁco,o + ) — C1,1a2_a1> log(a+ 1)
+Cro+0(1) asz— oo, (3.70)
and
Ui(z) = C;’l z+ (;(HC(),O +A)+Cia a2; 1) log (a i 1>
+ Cro+o0(l) asz— —oo, (3.71)
Then, using the matching conditions
Ui(z) +0(1) =ug,1(0) + u'Ryo(O)z as z — 00, (3.72)
Ur(z) +0(1) = ug,1(0) + up, 4(0)z as z = —oo, (3.73)
we obtain
kCoo+A+Cia1= u'R70(0) and O;’l = u’L70(O). (3.74)
Combining the two equations above with Cy o = ug,o(0), we get
U (0) — aul, o(0) = Kuro(0) + A. (3.75)
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From (3.12)), (3.16)), (3.60) and (3.75)), we see that ug o(x) and ur, o(x) are determined
by the following boundary value problem

(3.76)
—auf o+ Buro =h, inQr, (3.77)
upR0(0) = ur,0(0), (3.78)
(3.79)

(

1 .
_uR70 + YUR,0 = ¢, m QRa

U 0(0) — aup, o(0) = kuro(0) + A, 3.79

upo(=1) =0=1uko(1), 3.80)
which means, (ug,0,ur,0) is a pair of solutions to the two-sided problem (3.1)—(3.5).
Therefore, the solution wu. of the diffuse domain approximation problem ({3.6)—(3.7)

converges asymptotically to the solution wug of the two-sided problem ([3.1)—(3.5]), since
this problem has a unique solution uy.

Moreover, using the matching conditions (3.72) and (3.73)) again, from (3.70) and
(13.71)), we obtain

1 a—1
UR,I(O) = <—2<K,C()70 + )\) — 01,1 % ) lOg(Oé + 1) + CLQ, (381)
1 a—1 «
ur1(0) = (2(500,0 +A)+Cia %0 ) log (a—&—l) +Cip. (3.82)
Hence,
1 a—1
ur1(0) —ug1(0) = (2(/50070 +A)+Cia 50 ) log c. (3.83)

Substituting Co o = ug,0(0) and C1 1 = au’L’O(O) into Equation (3.83), and simplifying
the resulting expression, we obtain

log o
w2,1(0) = 1 (0) = “0 [ufy (0) = iy o (0)]. (3.84)
3.4.3. Equation (3.37) at O(g?). Since Uy(z) = Co 0, from (3.45) we have
—(D(2)U3(2))" + Co,0c(2) + kU1(2)¢'(2) = ho + (q0 — ho)9(2). (3.85)

Then, there exists a constant Cy ; such that

D()UY(2) = Con /O T e(s) ds+k / UL()6(5) ds — hoe

0
+ (ho — QO)/ ¢(s) ds + C21. (3.86)
0
We define
(z) = / 6(s) ds. (3.87)
0
Using the definition of ¢(z), given by
o) = —= (3.89)
e* +e ?’ '



we obtain

z es
I = d
2(2) /0 es+e~ "8 y
1 1
B log(1 + €**) — B log 2.
Since Uy (z) = (kCo,0 + A)11(2) + C1,11o(2) + C10 and

a—1 z

Io(Z) = 11(2’) + a,

| v s) as = (oo 42+ “2) [ nos o) as
C“/ & (s sds—l—C’10/ & (s

= </<;Coo + A+ a1> /O Ii(s)¢'(s) ds

we have

C“/ & (s sds+010(¢()—;>.

Substituting (3.34)) and (3.91)) into (3.86)), we obtain

D(2)Us(z) = Co0lBz + (v — B)I2(2)] — hoz + (ho — qo)I2(z)
K2 K a_lnll zls’s s
e e L CLCL

xC kC
4 =Lt 21’0 +Ca1.

/z ¢(s)s ds + kC100(2) —
0

e Case 1: o # 1.
Using integration by parts, we get

Z’ssds: ssz— ’ s) ds
(013 ds = oto)s| | ot
= ¢(2)z — I2(2),

and

z - [T as

- [ o

/OZ Li(s)¢'(s) ds = Il(s)d)(s)

Since D(s) = a+ (1 — a)¢(s), then

(3.89)

(3.90)

(3.91)

(3.92)

(3.93)

(3.94)

(3.95)



Thus,
B) _ 1 dls)
D(s) 1-« 1—aD(s)

=ﬁ¢(8>—1fa (1ia_1faD}3))

1 o a? 1

T A T T e D (3.96)
Combining the equation above with 7 we get
i p(s) . 1 o' a?
/0 S TR w1 C R rues A RO
1 o a? a—1 z
=1- I(z) (1—@)22+(1—a)2( o Il(z)+a>
- __1112(2) o () (3.97)

Therefore,

1 «

/0 “L(9)6(5) ds = L (2)0(z) + R - e (698)

Substituting (3.93]) and (3.98)) into (3.92)), and simplifying the resulting expression,
we get

Ub(2) = (CooB — ho)—— + (C0,0(7 —B)+ho— a0 +

a—1 ) L(2)6(2)

/€2C()70 + /i)\) IQ(Z)

D(z) -1 ) D(z)

+ <I€20070 + KA +

o(2) —rC, 1
+HCL0D(Z) + ( 5 L 1) B (3.99)
Using , we obtain
Li(2)¢(2)  —ILi(z) a Ii(z)
D(z)  a-1 + a—1D(s)’ (3:100)
d(z)z  —z @ z
D(z) a-—1 * a—1D(s) (3.101)

Substituting the two equations above into (3.99)) and simplifying the resulting expres-
sion, we get

kC z —(k2CH 0 + KA —kC
Us(z) = (Co,oﬁ —ho+ 1’1> D < ("Coo ) + 1’1> Ii(2)

a—1 (2) a—1 a
/ﬁ?zcoo + KA IQ(Z)
_ ho — :
+ <Co,0(’Y B) +ho —qo + 1 > D)
—50171 —I{CLO a+1 1
a(a_l)Z—F w1 <2(a_1)1€0170+02,1> D(z) (3.102)
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We examine the asymptotic limit of Uj(z) as z — oo first. From ([3.69)), we have
1
Ii(z) =2z — 5 logla+1)+o0(1) asz — oo. (3.103)

Since z + ze72* = z+0(1), 1 +e72* = 1+0(1), and 1 + ae™%* = 1+ 0(271%) as
z — 00, applying Lemma we get

z z+ 2e7 2%

D) = Ttac > = z4+o(l) asz— oo, (3.104)
1 1 —2z

bi2) =1 _:—;e—zz =1+o0(1) asz— oo. (3.105)

On the other hand,

I(z)  (log(1+e?*) —log2)(1 +e~2?)

DG 21 1 ac22) ' (3-106)
For z > 0 sufficiently large, applying with y = e~2%, we obtain
log(1 4 €**) = log[e** (e~ 2% + 1)]
=2z +log(e™?* + 1)
=22+ <e—22 — %(e—%)2 + .- ) . (3.107)

Hence,

(log(1 4 %) —log 2)(1 4 e~2*) =log(1 + ¢**) + e **log(1 + €**) —log2 — e~ ** log 2

—os (e—Qz _ %(6—22)2 n >
+2ze7 %% 472 (622 - %(efzz)2 + .. >
—log2 — e **log 2, (3.108)
which implies that
(log(1 4 €**) —log2)(1 + e %*) =2z —log2 + o(1) as z — oc. (3.109)
Applying Lemma [3.1] again, we get
38 - 1052 +o(l) asz— oo. (3.110)

Substituting (3.103), (3.104]), (3.105) and (3.110)) into (3.102)), and simplifying the
resulting expression, we obtain

2 2

K2Ch o0+ kA log2
+Co 1 — <Co,0(7—5)+ho—qO+ 0.0 > g

+o(l) asz— oo. (3.111)

k2Co,0 + KA /{C’171> log(a+1)  kCiyg
+ +
a—1 o

Us(z) = (Co,0v — q0)z + <

a—1
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Applying Lemma [3:2] we get

Us(z) = wzg . |:(HQC;)7O—; R mil,l) 10g(c;—|— D, ,Q(,;LO
+C1 — <Co,o('y —B)+ho—qo + 520070_41— H)\) 1052} .
+o(z) asz— oo. (3.112)
Then, using the matching condition
Uz(2) + o(1) = ur,2(0) + up, (0)z + %U/fz,o(o)% as z — 00, (3.113)
we obtain
i1 (0) = (mzc;(jp_;l_ KA N fiij,l) log(o;+ 1) N ,Q(,;l,o +Cnn
- (C&OW —B)+ho—q+ KZC;?’O_J; M) 1052. (3.114)

Next, we examine the asymptotic limit of Uj(z) as z — —oo. From (3.69), we
have

1
Li(z) = 3 log (ozj—l) +o(l) asz— —oc. (3.115)

Since z + ze?* = z+0(1), 1 +e** =1+ 0(1), and a +e** = a +o(27 1) as z = —o0,
applying Lemma [3.1] we get

z z + ze?? z
D(z)  a+e* a Foll) asz > ( )

1 1 2z 1
e 1 +o(1) asz— —oc. (3.117)

D(z) a+e* «
On the other hand,
I(z)  (log(1+ e?*) —log2)(1 + %)

= . 3.118
D(z) 2(a + e2#) ( )
For z < 0 with |z| sufficiently large, applying (3.52) with y = e*, we obtain
1 1 1
log(1 + €?%) = e?* — 5(62'2)2 + g(eQZ):3 - 1(622)4 +-- (3.119)
Hence,
(log(1 4 €*) — log 2)(1 4 %)
= log(1 + €**) — log 2 + €** log(1 4 **) — €** log 2
1 1
= <622 - 5(622)2 + - > —log2 + ¢** (622 - 5(622)2 + - ) —e?log2, (3.120)
which implies that
(log(1 +€**) —log2)(1 + e ?*) = —log2 +o(1) as z — —oc. (3.121)

20



Applying Lemma [3.1] again, we get
I(z) —log2
D(z) 2«

Substituting (3.115), (3.116)), (3.117) and (3.122) into (3.102), and simplifying the

resulting expression, we obtain

Ul(z) = Co, 008 — hoz n <_ k2Co.0 + KA _ KC1,1> 1 log (aj— 1) _ kCh0

+o(l) asz— —o0. (3.122)

5 O,

le’ a—1 2c
C! K2Co0 + kA log2
+ 220 Coo(y—8)+ho—qo+ o &
a—1 2

+o(1) asz— oo. (3.123)

Applying Lemma [3.2] we get

. Co,oﬂ — ho 2 HQC()’() + KA KCl’l 1 « HCI,O
Ual2) = 2a S a—1 510g a+1 2a
C 2Co,0 + KA log2
y 2L Co,o(’Y—ﬁ)'i‘ho—qO-i-K 00T F = P8
-1 2c
+0(z) asz— —oo. (3.124)
Then, using the matching condition
1
Us(z) 4+ o(1) = ug,2(0) + uf 1(0)z + 51/,1’0(0)22 as z — 00, (3.125)
we obtain
2
’ K Coo+l€>\ HCll 1 e Hclo 021
— — 2 — 2 71 — ) )
uz.1(0) < a—1 o 20g a+1 200 * a
k2Co0 + kA log 2
- - ho — : . 12
(Cootr =8+ o = qo 4 C02TEN) 8 (3.126)
From (3.114)) and (3.126)), we get
g1 (0) — aur, 1 (0)
2C, A kCia\ 1
- <” ;i*l PALE “) 5[a loga + (1 — a)log(a + 1)] + kC1 0. (3.127)
Using (3.75) and (3.83), and recalling that C11 = au}, 4(0), we obtain
1 (K*Coo+ kA KCi K kCo,0+ A a—1
2( a—1 + o Ca-—1 2 O 2a
_ K U,LJ(O) — UR’l(O) (3 128)
a—1 log o ' ’
Moreover, from (3.81) and (3.83)), we get
log(a+ 1
Cl,O = URJ(O) + [’LLL,l(O) — UR’l(O)]gl(Oga). (3129)
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Substituting (3.128]) and (3.129)) into (3.127)), and simplifying the resulting expression,
we obtain

K
a—1

From (3.13)), (3.17), (3.84) and (3.130)), we see that: When o # 1, ug 1(z) and up, 1(z)

are determined by the following two-sided problem

U 1(0) — auf, 1(0) = [ur,1(0) — aur,1(0)]. (3.130)

—up, +yury =0, inQg, (3.131)
—auy y + fur,y =0, inQp, (3.132)
w2 (0) = ua(0) = 25 uf (0) — ) o(0)] (3.133)
1 (0) = a4 (0) = —“—[up,(0) — aur(0)), (3.134)
u’LJ(—l) =0= ug71(1). (3.135)

This shows that, when « # 1, the diffuse domain problem is first-order accurate, as
the solution pair (ug,1,ur,1) of the problem ([3.131)—(3.135) is generally not equal to
(0,0).

e Case 2: a=1.
In this case, D(z) = 1 and I1(z) = I»(z). Hence, Equation (3.92) becomes

Us(2) = CoolBz + (v — B)I2(2)] — hoz + (ho — q0) I2(2)

+ (K2Ch0 + KA) /212(s)¢’(s) ds + kCy 4 / & (s)s ds
0 0

+ HCL()gb(Z) — — + (Cq1. (3136)

Using integration by parts, we get

tf@@w@w:mwm>f/%®&@@
0 0 0
zh@wajéwwfm
= I(2)¢(2) — /O (e—iﬁ ds
— L(2)(z) — %1og(62z F1) - (6221+ 5+ 1052 + % (3.137)

Substituting (3.93)) and (3.137)) into (3.136[), and simplifying the resulting expression,
we get

Us(z) = (Co,08 — ho)z + [Coo(y — B) + ho — qo — C11]12(2)

1 1 log2 1
+ (8%Co,0 + KA) (12(2)¢(Z) — 5 log(e** +1) - e § + 4>

+ IiOl,l(b(Z)Z + HCLQ(]S(Z) —

“C;’O +Cor. (3.138)
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Again, we examine the asymptotic limit of US(z) as z — oo first. From (3.107]),
we have

log(e** +1) =z +o0(1) as z — oo. (3.139)

Using (3.69) with @ = 1, we get

log 2
L(z)=2z-— og +o(l) asz— oo. (3.140)

Combining the equation above with 1 +e72* = 1+ 0(271°) as 2 — oo, then applying

Lemma we get

Ir(2) log 2
I =28, %82 50) as . 141
2(2)9(2) 5o =7 5 +o(l) asz— o0 (3.141)
Similarly, we obtain

1
= -1 1 142
82) = premp = 14 0(1) a2 oo, (3142

z
o(2)z = Too2 =% +o(l) asz— oo, (3.143)

1 6722

=0+o0(1) asz— oo. (3.144)

22 +1 14e 2

Substituting (3.139)), (3.140)), (3.141)), (3.142)), (3.143)) and (3.144) into (3.138)), and
simplifying the resulting expression, we get

log 2
Us(2) = (Co07 — 40)z — [Co,0(y — B) + ho — qo — KC1 1] 82 4+ kC1,0
1 C
+ Z(/fco’o + KA) — Fr00 4 Cy1+o0(1) asz— oco. (3.145)
Therefore, applying Lemma we obtain
1 log 2
Us(z) = 5(00,07 —q0)2* + [—[00,0(7 —B)+ho—qo— NC1,1]% + kC1 o
1 C
+ Z("EzCOﬁ + KA) — n 20’0 + 6’271} z4o0(z) asz— oo. (3.146)
Then, using the matching condition
1
Us(2) 4+ o(1) = ur2(0) + up 1 (0)z + §u’1’3)0(0)32 as z — 00, (3.147)
we get
, log 2
ug 1(0) = —[Coo(y — B) + ho — g0 — KC1 1] 5 + KkCh0
1 C
+ Z(HQCO,O +KA) — 00 20’0 + Ca,1. (3.148)

Next, we examine the asymptotic limit of Uj(z) as z — —oo. From (3.119)), we
have

log(e** +1) =0+ o0(1) as z — —oo0. (3.149)
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Using (3.69) with o = 1, we get

log 2
I(z) = —% +o(l) asz— —co. (3.150)

From ([3.89)), we have
[log(e?* + 1) — log 2]e?*

B()(:) = PE D = (3151)
Using for z < 0 with |z| sufficiently large, we get
[log(e®* + 1) — log 2]e** = —(log2)e®* + (e**)? — %(62'2)3 + %(622)4 —
which implies that
log(e** +1) —log2Je** =0+ o0(1) as z — —o0. (3.152)

Combining the equation above with 1+ e?* = 0+ 0(271°) as z — —oc0, then applying
Lemma we get

IL(2)p(z) =0+0(1) asz— —oo. (3.153)
Similarly, we obtain

622
— — 1 — .154
@(2) o 0+o0(1) asz— —oo, (3.154)

Z€2Z
o(2)z = e 0+o0(1) asz— —oo, (3.155)

1

Substituting (3.149)), (3.150), (3.153)), (3.154), (3.155) and (3.156) into (3.138)), and
simplifying the resulting expression, we get

log 2
U3(2) = (CooB — ha)z = [Cooly = B) + ho — @0 — #C11] =5
log2 1 C
+ ( Og — 4) (k2Co0 + KA) — r 20’0 +Cs1+0(1) asz— —oo. (3.157)

Therefore, applying Lemma we obtain

1 log 2
U2(2) = 3(Coaf = ha)3? + | ~[Coalr = 8) + ho — o = 1%
log2 1 kC
+ < g - 4> (H20070 + H)\) - 72070 + 02,1 z
+o(z) asz— —oo. (3.158)
Then, using the matching condition
1
Uz(2) + o(1) = up2(0) + uf 1 (0)z + zuf ((0)2* as z — —oo, (3.159)

2
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we get

log 2
up,1(0) = = [Coo(y = B) + ho — 0 = C11] =5
log2 1 C
(B2 2 (k20 + KA) — 200 4oy (3.160)
2 4 2
Combining (3.148) and (3.160)), we obtain
1 log2
W1 (0) — )1 (0) = KCh g + (2 - 0§ ) (K2Co0 + KA). (3.161)
Using (3.75)) and (3.81) with o = 1, we have
kugo(0) + X = u'R70(0) — u’L’O(O)7 (3.162)
log 2
Cio=1ur1(0)+ (kCoo + A) 5 (3.163)
Since Cp,0 = ug,0(0), by substituting (3.162)) and (3.163) into (3.161)), we get
K
up,1(0) = up1(0) = Kug(0) + 5 [uf 0(0) — uo(0)]- (3.164)
On the other hand, using (3.84) with a = 1, we have
up.1(0) — ug1(0) = 0. (3.165)

Combining the equation above with (3.13)), (3.17) and (3.164), we see that: When

a =1, ug1(x) and ur 1(x) are determined by the following two-sided problem

—upy +yury =0, inQg, (3.166)
—up+ Bury =0, inQy, (3.167)
ug,1(0) = ur,1(0), (3.168)

1 (0) = 1(0) = w1 (0) + 5 e o0) — o (O)], (3.169)
up 1 (=1) =0=up,(1). (3.170)

This shows that, when « = 1, the diffuse domain problem is first-order accurate, as

the solution pair (ug,1,ur,1) of the problem (3.166)—(3.170) is generally not equal to
(0,0).

4. Numerical Simulations. To assess the order of convergence of the diffuse
domain method, we generate reference solutions for the corresponding sharp interface
problems and perform error analyses.

4.1. Numerical Simulations in 1D. For a 1D problem, we define the domains
as

Q = (—].,].), Ql = QR = (07].), QQ = QL = (—1,0),

and choose the function

up(z) = (4.1)

8(x +1)2 -2, if v € Qp,

ur(r) = (42% — 81 + 6) cos (4nx), if z € Qr,
ug(z) =
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which is a solution to the two-sided problem (3.1)—(3.5)), where

a=05 pB=y=1, k=16, \=-256, (4.2)
q(z) = (1672 4 1)(42® — 8z + 6) cos(4nx) + 64n(x — 1) sin(4nz), (4.3)
h(x) = 8(x + 1)* — 10. (4.4)

The functions uy,(z) and ugr(z) are continuous in Qf, and Q g, respectively, and match
at = 0, ensuring that ug(x) is globally continuous across 2. Additionally, we have

' (0) — au'y,(0) = —16,

indicating a non-zero jump in the flux across the interface x = 0.

To numerically solve the diffuse domain approximation problem 7, we
implement a second-order cell-centered finite difference approximation with a multi-
grid solver [I8]. The plots of the true solution uy and the approximation solution
ue, for various e values, are presented in Figure We observe that, as ¢ — 0, u.
converges to ug. To analyze the L? convergence rate, we fix the grid size of the finite
difference method to N = 2.0 x 10°, run the solver for progressively smaller values
of €, and compute the discrete L? error for each case. The log-log plot of the error
is shown in Figure We compute a numerical convergence rate of O(e1178) as
measured in a discrete L? norm. This is consistent with the first-order convergence
rate suggested by the asymptotic analysis.

10 -

m—— True Solution
= = Epsilon=0.2
- = = Epsilon=0.1
7\ — = Epsilon =0.05
/ \ = = Epsilon =0.001

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

Fig. 4.1: Plots of the true solution wug specified by (4.1) and the diffuse domain approximation
solution ue over Q = (—1,1), for various values of €, with the parameters given in (4.2)—(4.4).

Next, we investigate a coupled refinement strategy where the grid size h and the
interface parameter ¢ are related via h = re, 0 < r < 1. Choosing r sufficiently small
ensures the computational grid resolves the diffuse interface region as € decreases. For
this study, we consider the 1D two-sided problem defined by the PDE system ({3.1f)—
. We construct a test case with a known exact solution ug(z), given in ,
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Fig. 4.2: Log-log plot of the L? Error versus ¢ for the 1D problem described by (4.2)—(4.4).

over the domain = (—1,1) with the interface at x = 0. This solution corresponds
to the specific parameter choices and function definitions detailed in 7. We
present numerical results for two specific refinement paths: r = 1/10 (corresponding
to e = 10h) and r = 1/20 (corresponding to € = 20h). Figuredisplays the L? and
L™ error norms ||ue — ugl|| versus € for the e = 10h case, while Figure [£.4] shows the
corresponding results for e = 20h. In both scenarios, the observed convergence rate is
clearly first-order (O(g)), consistent with theoretical expectations and demonstrating
the stability and accuracy of the diffuse domain method with these refinement paths
when compared against the exact solution.

Slope: 1.3460
2 |R% 09829

® Data Points 6 ® Data Points
Best it Line Best Fit Line

-8 -7 -6 -5 3 2 -1 0 -8 -7 -6 -5 4 -3 2 -1 [

a4 p
log(e) log(e)

(a) L? Error for ¢ = 10h. (b) L°° Error for e = 10h.

Fig. 4.3: Log-log plot of errors versus € using the € = 10h refinement path. First-order convergence
is observed.
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(a) L? Error for ¢ = 20h. (b) L°° Error for e = 20h.

Fig. 4.4: Log-log plot of errors versus ¢ using the ¢ = 20h refinement path. First-order convergence

is maintained.

4.2. Numerical Simulations in 2D. To analyze the algorithm for a 2D prob-

lem, we define the domains as

Q= {(a1,22) s ¥ + 42 < 4},
Q:=(-3,3) x (-3,3), Q:=0Q\0y,

and choose the function

=2 —4x3+6, if €N
wo (w1, a2) = u1(z1,72) 2] —4x; + 6, 1 (z1,22) 1s
UQ($1,$2) =2, if (1‘1, 3;‘2) S QQ,
which solves the two-sided problem (1.6)—(1.10|), with the parameters

a=05 B=v=r=1,
q(x1,22) = —xf — 425 + 16, (w1, 22) =2,

g(w1,29) = 23 4+ 425 — 6 + 24/2? + 1623.

(4.5)

(4.8)

The plot of ug is presented in Figure [£.6] The functions u; and us are smooth in
Q1 and Qs, respectively, and match on the boundary 9€; of €1, ensuring that wg is

globally continuous across ). Furthermore, we have

—V(u1 — aug) -ny = 2y/2? + 1623,

which indicates a non-zero jump in the flux accross the interface 9€;.

To numerically solve the diffuse domain approximation problem (|1.13)—(1.14)) in
2D, first, we need to compute the signed distance function r(z1, z2) from (z1,xz2) €
to 9 using a numerical approach. We use a fast-marching algorithm [32] to solve

the following Eikonal equation in 2D:

IVr|=1inQ, r=0ond0.
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Figure [£.5] illustrates the plot of the interface 9 alongside the level curves of the
signed distance function r(z1, z3).

We use a second-order, cell-centered 2D finite difference method to approximate
the DDM approximation, and we employ an efficient linear multigrid method to solve
the resulting system of linear equations. The details for both the discretization and
the multigrid solver are similar to those in [I8]; we suppress the details for the sake
of brevity. The plot of u., for e = 0.05, is presented in Figure [{.7]

To analyze the L? convergence rate, we fix the grid size of the finite difference
method to N = 1.0 x 10%, run the solver for progressively smaller values of ¢, and
compute the discrete L? error for each case. The log-log plot of the error is shown in
Figure We compute a numerical convergence rate of O(c!1982) as measured in a
discrete L? norm. This is consistent with the first-order convergence rate suggested
by the asymptotic analysis.

Finally, to test the robustness of the algorithm for a complex interface 92, we
consider the following “starfish” problem, which is the problem 7 over the
following domains:

Q= {(r,0) : 7 <0.9(1.240.7sin(50)), 0 < 6 < 27}, (4.9)
Q:=(-2,2) x (-2,2), Q:=0Q\0y, (4.10)

with the parameters

a=3, B=2 ~=1, r=0.01, (4.11)
gy, m0) = —xl +15, h(x1,x2) = 2.5sin(zq) + °5@2), (4.12)
g(z1,22) = (4.13)

Here, (r,0) are polar coordinates, determined by
r1 =rcosf, xo=rsind.

The plot of the interface 9€2; and the approximation solution u. to the “starfish”
problem, computed for £ = 0.05, are presented in Figures [£.9] and [£.10] respectively.

A common concern for numerical PDE solvers is how boundary smoothness af-
fects the rate of convergence. Corners or non-smooth features in the boundary can
sometimes degrade the accuracy of traditional methods. To test whether the presence
of corners impacts our diffuse domain method, we construct a test case using a convex
pentagonal domain §2; embedded in [~2,2]?. The vertices of the pentagon are chosen
as

(0.8,0), (0.3,0.9), (—0.5,0.7), (—0.9,—0.2), (0.2,—0.8).

We define the computational domain Q := [~2,2] x [~2,2] and the outer domain
Qg :=Q\ Q. The parameters used for the diffuse domain BVP (1.13))—(1.14)) are:

a=1, p=1, =2, k=0.5, A=4.5, (4.14)
q(z1,12) = 23 +5, (321, T3) = —sin (z7) — % (@2), (4.15)
Since constructing an exact analytical solution for this domain is challenging,

we define a high-accuracy numerical ground truth solution, denoted by wg. This
ug is obtained by solving the system with a very small interface width parameter,
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0.5

-0.5

-2.5

Fig. 4.5: Plot of the interface 0921 = {(ml,xg) : x% + 430% = 4} and the level curves of the signed
distance function r(z1,z2) in 2D.

IS

Fig. 4.6: Plot of the true solution ug specified by (4.5).

specifically ¢ = 0.004. We then compute the L? and L> errors of the solutions u,.
(obtained with larger ¢ values) with respect to ug.

Figure illustrates the pentagonal boundary (9€;) and the level curves of
the corresponding signed distance function r(x1,x2). The numerical ground truth
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Fig. 4.7: Plot of the diffuse domain approximation solution u., for ¢ = 0.05, with the parameters

given in 7.
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Fig. 4.8: Log-log plot of the L? Error versus e for the 2D problem described by 7.

solution wu, (i.e., ue for ¢ = 0.004) is displayed in Figure showing the solution’s
behavior near the pentagon boundary. The convergence results, plotting the error
against € on a log-log scale, are presented in Figure (L error) and Figure m
(L? error). In contrast to some discretization methods where boundary singularities
can significantly reduce the order of convergence, we do not observe such degradation
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Fig. 4.9: Plot of the boundary 92 of the domain 1 defined by (4.9), and the level curves of the
signed distance function r(z1,x2).

here compared to results on smoother domains. This suggests that, for this problem
and parameter regime, boundary smoothness plays a relatively minor role in the
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convergence behavior of the diffuse domain method with respect to e. However, more
testing and analysis needs to be done to determine the limitations of the method.

DN 05

Fig. 4.11: Plot of the pentagon domain Q1 embedded in [—2,2]?, defined by the five vertices (0.8, 0),
(0.3,0.9), (—0.5,0.7), (—0.9,—0.2), (0.2,—0.8). The level curves show the signed distance function
r(z1,z2).

5. Discussion. In this work, we performed a matched asymptotic analysis of
the diffuse domain approximation for the two-sided reaction-diffusion equation with
general transmission boundary conditions. The two-sided problem is interesting and
useful on its own merits. Indeed, many physical processes have different physical
parameters on different sides of a dividing interface.

But, the one-sided problem is, arguably, much more interesting, and it is the
reason the diffuse domain method was developed. Clearly, to compute the solution
to the one-sided problem, one must solve a well-posed problem on the whole of the
cuboid 2, such that the portion of the approximation in the exterior domain, {25, has
a negligible effect on the approximation in 2;. The two-sided problem we examined
here was derived from the one-sided problem by introducing a modified cutoff phase-
field function

De(z) = a+ (1 — a)¢(2),

where the constant « is independent of € to avoid degeneracy in the exterior domain
0. Lervag and Lowengrub [21] took o > 0 to be small, but still positive, and indepen-
dent of . While this did not seem to spoil the second-order asymptotic convergence
that they predicted, their analysis does not, strictly speaking, cover this case. Our
present analysis does cover this case, as long as a > 0 is finite and independent of .
Moreover, our analysis shows that this choice degrades the asymptotic convergence
to exactly first-order.
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Fig. 4.12: Plot of the diffuse domain approximation solution uc for € = 0.004 (defined as ug) in the
pentagon domain.

3t
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Fig. 4.13: Log-log plot of the L error |lue — ugl|/oo versus e for the pentagon domain test. The
observed order of convergence as ¢ — 0 is approximately O (61'14). No significant degradation in
the convergence rate is observed compared to smoother domains.
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Fig. 4.14: Log-log plot of the L? error |ue — ug| 2 versus ¢ for the pentagon domain test. The
observed order of convergence as € — 0 is approximately O (51‘49). No significant degradation in
the convergence rate is observed compared to smoother domains.

To verify this numerically, we perform the following experiments in the one-
dimensional space. Specifically, we define the domains as

Q:=(-1,1), Q9 =Qr:=(0,1), Qo=9Qp:=(-1,0),

and choose the function

— 82+ 6) cos (4 if 2 € Qp,
o) = ugr(x) = (42% — 8x + 6) cos (47x), 1 x € Qg (5.1)
ur(x) =6, if v € Qp,
which is a solution to the two-sided problem (3.1))—(3.5)), where
a>0, pB=0, ’y =1, k=16, A=-17.6, (5.2)
q(z) = (167r + 1)(42° — 8z + 6) cos(4dmx) + 64w (x — 1) sin(4rz), (5.3)

In this particular problem, the flux across the interface = 0 exhibits a nonzero jump,
satisfying

ur(0) — au’, (0) = —8.

Picking o = 0.01, taking the number of cell centered finite difference points to be
N = 2% and setting € = 0.001, our numerical results approximate solution matches
ug(x) very well in the eyeball norm. See Figure

To quantify the error of our approximation, we pick two small values of o, « = 0.01
and o = 0.001, and we run the solver for several small € values. The log-log plots
of the L? errors for up against ¢ are shown in Figures and Note that the
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sudden spikes in the errors for very small values of ¢ are due to the finite accuracy of
the numerical approximation via the finite difference method. Otherwise, we clearly
observe that the convergence behavior transitions from order second-order, when &
is relatively large compared to «, to first-order, when ¢ is relatively small compared
to a. Lervag and Lowengrub [21] took o = 1075, a much smaller value than the «
values we have chosen. Consequently, they may not have observed this trend if the
values of € they selected were not sufficiently small relative to a. However, this trend
will be observed as long as « > 0 is finite and independent of €.

Now, some open questions arise: What if o depends on £? More specifically, can
the asymptotic convergence analysis be extended to the case that o = €™, where m is
some positive number? Our preliminary computations suggest that, setting a = ™,
with m > 2, 8 =0, and h = 0 results in an approximation method for the one-sided
problem that is numerically well-posed and well-conditioned, and one that converges
to the solution of the one-sided problem at the rate of O(g?).

In Figures[5.3a)and [5.3B] we plot the errors for the problem described above, where
the only difference is that we take a = €% and a = €3, respectively. Full second-order
convergences are observed in both cases. What happens to the solution in the exterior
domain, €2y, in this case? Our preliminary tests suggest that the solution converges
to a non-trivial function, one that is straightforward to characterize. In one space
dimension, and using the setup described above, the solution us over Qo will simply
be a constant function, similar to what is shown in Figure [5.1] However, rigorously
proving that this limit is unique and well-defined is much more challenging.

When we make such an alteration — that is, when we take a = €™, m > 2,
B8 =0, and h = 0 — while we ensure that D. does not decay exponentially rapidly
in the exterior domain €5, we introduce significant, new mathematical difficulties for
the asymptotic analysis. We will report on this challenging and intriguing one-sided
problem in a forthcoming paper.

8 T T

Numerical

— — True

Fig. 5.1: Plots of the true solution wug specified by (5.1) and the diffuse domain approximation
solution ue to the 1D problem, for € = 0.05, with the parameters given in (5.2)—(5.4).
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Fig. 5.3: The log-log plots of the L2 Error for ur against € when « depends on ¢.
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