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ABSTRACT
In distributed learning settings, models are iteratively updated with
shared gradients computed from potentially sensitive user data.
While previous work has studied various privacy risks of sharing
gradients, our paper aims to provide a systematic approach to an-
alyze private information leakage from gradients. We present a
uni�ed game-based framework that encompasses a broad range of
attacks including attribute, property, distributional, and user disclo-
sures. We investigate how di�erent uncertainties of the adversary
a�ect their inferential power via extensive experiments on �ve
datasets across various data modalities. Our results demonstrate
the ine�cacy of solely relying on data aggregation to achieve pri-
vacy against inference attacks in distributed learning. We further
evaluate �ve types of defenses, namely, gradient pruning, signed
gradient descent, adversarial perturbations, variational information
bottleneck, and di�erential privacy, under both static and adaptive
adversary settings. We provide an information-theoretic view for
analyzing the e�ectiveness of these defenses against inference from
gradients. Finally, we introduce a method for auditing attribute in-
ference privacy, improving the empirical estimation of worst-case
privacy through crafting adversarial canary records.

1 INTRODUCTION
Ensuring privacy is an important prerequisite for adopting machine
learning (ML) algorithms in critical domains that require training
on sensitive user data, such as medical records, personal �nancial
information, private images, and speech. Prominent ML models,
ranging from compact neural networks tailored for mobile plat-
forms [40] to large foundation models [10, 72], are often trained
on user data via gradient-based iterative optimization. In many
cases, such as decentralized learning [19, 41] or federated learning
(FL) [33, 38, 66], model gradients are directly exchanged in place

of raw training data to facilitate joint learning, which opens up an
additional channel for potential privacy leakage [61].

Recent works have explored information leakage through this
gradient channel in various forms, albeit in isolation. For instance,
Nasr et al. [69] showed that it is feasible to infer membership (i.e.,
single-bit information indicating the existence of a target record in
the training data pool) from model updates in federated learning.
Beyond membership, Melis et al. [68] demonstrated inference over
sensitive properties of the training data in collaborative learning.
Other independent lines of work additionally explored attribute
inference [20, 62] and data reconstruction [31, 35, 103] through
shared model gradients. However, some emerging privacy concerns
that have so far only been considered under the centralized learning
setting, such as the distributional inference [16, 85] and user-level
inference [49, 54], have not been well investigated in the gradient
leakage setting.

Existing studies on information leakage from gradients have sev-
eral limitations. First, the majority of the current literature focuses
on investigating each individual type of inference attack under
their speci�c threat models while lacking a comprehensive exami-
nation of inference attack performance under various adversarial
assumptions, which is essential for providing a holistic view of the
adversary’s capabilities. For instance, from the attack’s perspective,
assuming the adversary to have access to a reasonably-sized shadow
dataset and limited rounds of access to the model’s gradients helps
to capture the realistic inference privacy risk under a practical
threat model. Conversely, from the defense’s perspective, assuming
a powerful adversary with access to record-level gradients and aux-
iliary information about the private record helps to estimate the
worst-case privacy risk, which may facilitate the design of more
robust defenses. Second, while several types of heuristic defenses
have been explored by prior work, their supposed e�ectiveness has
not been fully veri�ed under more challenging adaptive adversary
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settings. Moreover, existing studies do not adequately explain why
some defenses succeed in reducing the inference risk over gradients,
while others fail, which could provide important guidance on the
design of more e�ective defenses.

In this paper, we conduct a systematic analysis of private in-
formation leakage from gradients. We start by de�ning a uni�ed
inference game that broadly encompasses four types of inference
attacks that aims at inferring common private information of the
data from gradients, namely, attribute inference attack (AIA), prop-
erty inference attack (PIA), distributional inference attack (DIA),
and user inference attack (UIA), as illustrated in Figure 1. Under
this framework, we show that information leakage from gradients
can be treated as performing statistical inference over a sensitive
variable upon observing samples of the gradients, with di�erent
de�nitions of the information encapsulated by the variable being
inferred, leading to a generic template for constructing di�erent
types of inference attacks. We additionally explore di�erent tiers
of adversarial assumptions, with varying numbers of available data
samples, numbers of observable rounds of gradients, and varying
batch sizes, to investigate how di�erent priors and uncertainties in
the adversary’s knowledge about the gradient and data distribution
a�ect the adversary’s inferential power.

We perform a systematic evaluation of these attacks on �ve
datasets (Adult [8], Health [47], CREMA-D [12], CelebA [59], UTK-
Face [102]) with three di�erent data modalities (tabular, speech,
and image). A common setting in distributed learning is that the
data distribution is heterogeneous across di�erent nodes but ho-
mogeneous within each node. Under this assumption, where the
sensitive variable is common across a batch, we show that a larger
batch size leads to higher inference privacy risk from gradients
across all considered attacks, highlighting that solely relying on
data aggregation is insu�cient for achieving meaningful privacy in
distributed learning. With a moderate batch size (e.g., 16), we show
that an adversary can launch successful inference attacks with very
few shadow data samples ( 1,000). For instance, in the case of
property inference on the Adult dataset, the adversary can achieve
0.92 AUROC with only 100 shadow data samples. Moreover, we
demonstrate that an adversary with access to multiple rounds of
gradient updates can perform Bayesian inference to aggregate ad-
versarial knowledge, eventually leading to higher con�dence and
better attack performance.

We apply the developed inference attacks to evaluate the ef-
fectiveness of �ve common types of defenses from the privacy
literature [45, 46, 77–79, 82, 84, 94, 103], including Gradient Prun-
ing [103], Signed Stochastic Gradient Descent (SignSGD) [9], Ad-
versarial Perturbations [64], Variational Information Bottleneck
(VIB) [4], and Di�erential Privacy (DP-SGD) [1], against both static
adversaries that are unaware of the defense and adaptive adversaries
that can adapt to the defense mechanism. We �nd that most heuris-
tic defense methods only o�er a weak notion of “security through
obscurity”, in the sense that they defend against static adversaries
empirically but can be easily bypassed by adaptive adversaries. Al-
though DP-SGD shows consistent performance against both static
and adaptive adversaries, to fully prevent inference attacks, it of-
ten requires injecting too much noise which diminishes the utility

of the learning model. We provide an information-theoretic per-
spective for explaining and analyzing the (in)e�ectiveness of these
considered defenses and show that the key ingredient of a successful
defense is to e�ectively reduce the mutual information between the
released gradients and the sensitive variable, which could serve as a
guideline for designing future defenses. Finally, to provide practical
guidance in selecting privacy parameters, we introduce an auditing
approach for empirically estimating the privacy loss of attribute
inference attacks through crafting adversarial canary records to
approximate the privacy risk in the worst case.

In summary, our main contributions are as follows:
• We provide a holistic analysis of inference privacy from gradients

through a uni�ed inference game that broadly encompasses a
range of attacks concerning attribute, property, distributional,
and user inference.

• We demonstrate the weakness of solely relying on data aggrega-
tion to achieve privacy against inference attacks in distributed
learning. We do this through a systematic evaluation of the four
types of attacks on datasets with di�erent modalities under vari-
ous adversarial assumptions.

• Our analyses reveal that reducing the mutual information be-
tween the released gradients and the sensitive variable is the key
ingredient of a successful defense. This is shown by investigating
�ve common types of defense strategies against inference over
gradients from an information-theoretic perspective.

• Our auditing results provide an empirical justi�cation for tol-
erating large DP parameters when defending against attribute
inference attacks (c.f. [60]). This is achieved by implementing
an auditing method for empirically estimating the privacy loss
against attribute inference attacks from gradients.

2 BACKGROUND AND RELATEDWORK
2.1 Machine Learning Notation
A machine learning (ML) model can be denoted as a function 5) :
x ! y parameterized by ) that maps from the input (feature)
space to the output (label) space. The training of an ML model
involves a set of training data and an optimization procedure, such
as stochastic gradient descent (SGD). At each step of SGD, a loss
function L() ,D1 ) is �rst computed based on the current model
and a batch of : training samples D1 = {(x8 ,~8 )}:8=1 and then a set
of gradients is computed as g = r)L() ,D1 ). Finally, the model is
updated by taking a gradient step towards minimizing the loss.

2.2 Related Work
Developing ML models in many applications involves training on
the users’ private data, which introduces privacy leakage risks from
di�erent components of the ML model across several stages of the
development and deployment pipeline.

Leakage From Model Parameters () ). The �rst way of expos-
ing privacy information is through analyzing the model parameters.
This is connected to the most prominent centralized ML setting,
where the model is �rst developed on a local dataset and then
released to the users for deployment. Various forms of privacy
leakage have been studied in this setting. White-box membership
inference [53, 69, 73] aims at identifying the presence of individual
records in the training dataset given access to the full model. Data
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Figure 1: Overview of the uni�ed inference game from gradients: the adversary infers the sensitive variable a from observations
of the gradients g̃ computed on the private data batch Da .

extraction attacks exploit the memorization of the ML model to ex-
tract training samples [14, 37], whereasmodel inversion attacks gen-
erate synthetic data samples from the training distribution [93, 99].
In contrast, for distributional inference attacks [6, 30, 85], the at-
tacker’s goal is to make inferences about the entire training data
distribution rather than individuals.

Leakage From Model Outputs (5) (x)). Another source of pri-
vacy leakage is themodel output, which is related tomore restrictive
settings such as machine learning as a service (MLaaS) in cloud APIs
where only black-box access to the ML model is granted. Under this
setting, researchers have studied several privacy attacks that can
be launched by querying the model and observing the outputs. For
instance, query-based model inversion attacks [28, 29] exploit the
predicted con�dence or labels from the model to make inferences
about the input data instance [101] or attribute [67]. Model stealing
attacks attempt to recover the con�dential model weights [88] or
hyper-parameters [92] given query access to the model. Black-box
membership inference attacks [73, 76, 83, 90] and black-box dis-
tributional inference attacks [16, 65] allow an adversary to decide
whether a data point was included in training or reveal informa-
tion about the training data distribution by analyzing its output
prediction or con�dence.

Leakage From Model Gradients (g). The �nal source of pri-
vacy leakage is the gradient of the loss function with respect to
the model parameters, which is essential for updating the model
with stochastic gradient descent. This is relevant to ML settings
that release intermediate model updates during model development,
such as distributed training, federated learning, peer-to-peer learn-
ing, and online learning. Compared to model parameters, model
gradients carry more nuanced information about a small batch
of data used for computing the update and thus may reveal more
information about the underlying data instances. Current litera-
ture studies di�erent types of gradient-based privacy leakage in
isolation. One line of work focused on data reconstruction from
model gradients [31, 103] or updates [37, 74] with various data
types, such as image [31, 57, 98, 103], text [35, 37], tabular [91], and
speech data [56]. However, these attacks rely on strong adversarial
assumptions and do not generalize to large batch sizes [42]. An-
other line of work investigated the extraction of private attributes
or properties [26, 68] of the private data from model gradients.
Speci�cally, Melis et al. [68] �rst revealed that gradients shared in

collaborative learning can be used to infer properties of the training
data that are uncorrelated with the task label. Lyu et al. [62] ex-
plored attribute reconstruction from epoch-averaged gradients on
tabular and genomics data. Feng et al. [26] discovered that gradients
of Speech Emotion Recognition models leak information about user
demographics such as gender and age. Dang et al. [18] showed that
speaker identities can be revealed from the gradients of Automatic
Speech Recognition models. Kerkouche et al. [51] demonstrated the
weakness of secure aggregation without di�erential privacy in Fed-
erated learning by designing a disaggregation attack that exploits
the linearity of model aggregation and client participation across
multiple rounds to capture client-speci�c properties. In contrast to
existing studies that design separate treatments for each type of
attack, in this work, we take a holistic view of information leakage
from gradients.

3 PROBLEM FORMALIZATION
This section introduces four types of inference attacks from gradi-
ents, namely, attribute inference, property inference, distributional
inference, and user inference.We formally de�ne information leakage
from gradients using a uni�ed security game, following standard
practices in machine learning privacy studies [75], and discuss vari-
ants of threat models that a�ect the adversary’s inferential power.
In Section 4, we describe methods to construct these attacks.

3.1 Attack De�nitions
We consider four types of information leakage frommodel gradients
that generally involve two parties, namely, a private learner who
releases model gradients computed on a private data batch, and
an adversary who tries to make inferences about the private data
given access to the gradients. This generic setting captures multiple
ML application scenarios such as distributed training, federated
learning, and online learning.

Attribute Inference. Attribute inference attacks (AIA) seek
to infer a data record’s unknown attribute (feature) from its gra-
dient. Prior works in both centralized [95, 97] and federated set-
tings [20, 62] usually assume the record to be partially known. For
instance, infer a missing entry (e.g., genotype) of a person’s medical
record [29]. It is worth noting that, in practice, when the attributes
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are not completely independent, an adversary with partial knowl-
edge about the record may be able to infer the unknown attribute
just from the known ones, as in data imputation [44].

Property Inference. Property inference attacks (PIA) aim to
infer a global property of the private data batch that is not directly
present in the data feature space but is correlated with some of the
features (and consequently the gradients). For tabular data, these
properties could be sensitive features that have been intentionally
excluded from training (e.g., pseudo-identi�ers in health records
that are required to be removed for HIPAA compliance); for high-
dimensional data like image and speech, they could be some high-
level statistical features capturing the semantics of the data instance
(e.g., race of a face image [68] or gender of a speech recording [26]).

Distributional Inference.Distributional inference attacks (DIA)
aim to infer the ratio of the training samples (U) that satisfy some
target property1. The majority of current literature on DIA [16,
30, 65, 85] is in the space of centralized learning, which captures
leakage from model parameters. These studies usually de�ne DIA
as a distinguishing test between two worlds where the model is
trained on two datasets with di�erent ratios (U0 and U1) [85]. This
can be further categorized into property existence tests that decide if
there exists any data point with the target property in the training
set and property size estimation tests that infer the exact ratio of
the property in the training data [16]. In this work, we extend DIA
to the gradient space and consider a general case that combines
property existence and property size estimation by formulating
DIA as performing ordinal classi�cation between a set of< ratio
bins (< � 3), i.e., {0}, (0, 1

<�1 ], (
1

<�1 ,
2

<�1 ], ..., (
<�2
<�1 , 1].

User Inference.User inference attacks (UIA) or re-identi�cation
attacks aim to identify which user’s data was used to compute the
observed gradients. Here, the adversary does not know the user’s
exact data used for computing the gradients. Instead, the adversary
is provided a set of candidate users and their corresponding under-
lying user-level data distributions. This setting shares similarities
with the subject-level membership inference [86] in the sense that
both attacks measure the privacy risk at the granularity of each
individual. However, the user inference attack aims to infer richer
information that directly exposes the user’s identity compared to
the membership inference attack, which only discloses a single
bit of information (i.e., whether a given user’s data sample is in-
volved in training). Thus user inference can be considered as a
generalization of subject-level membership inference attack.

We note that except for attribute inference which directly ex-
poses (part of) the user’s private data, property inference, distribu-
tional inference, and user inference attacks are inferential disclosures
(also known as deductive disclosures) that exploit the statistical corre-
lation exists in data to infer sensitive information from the released
gradients with high con�dence. We exclude record-level privacy
attacks such as membership inference and data reconstruction as
our analysis here focuses on distributed learning scenarios where
private information can be shared across di�erent data samples
within a batch.

1Some prior work also refers to distributional inference as property inference.

3.2 Uni�ed Inference Game
Our framework aims to capture an abstraction of privacy problems
in distributed learning settings, where an attacker aims to recover
some sensitive information of a particular client from their shared
gradients (or model updates). In practical distributed learning set-
tings, the data may be heterogeneously split across the clients, and
an attacker may take advantage of side information about a par-
ticular client’s local data distribution. Generally, the objective of
the attacker is to recover the sensitive information, represented by
the variable a, which is related to the local data distribution of the
client through a joint distribution P(x, y, a) = P(a) P(x, y|a). As we
will detail later, speci�c choices in what a represents and the corre-
sponding specialized structure of P(x, y, a) enable the framework
to capture attribute, property, distributional, and user inference
privacy problems. This joint distribution may capture both the side
information available to the attacker and the inherent heterogeneity
of the data. To focus on evaluating the e�ectiveness of gradient-
based attacks and defenses, we simplify the modeling of the overall
training procedure, by updating the model in a centralized fashion
on the entire training data set D, but generating gradients for the
attacker on batches drawn according to P(x, y, a).

De�nition 3.1. Uni�ed Inference Game. Let P(x, y, a) be the
joint distribution, L the loss function, T the training algorithm, A
the total number of training rounds, andR ⇢ [A ] a set of rounds that
are observable to the adversary2. The uni�ed inference game from
gradients between a challenger (private learner) and an adversary
is as follows:

(1) Challenger initializes the model parameters as )0.
(2) Challenger samples a training dataset D = {(x 9 ,~ 9 )}

=
9=1,

where (x 9 ,~ 9 )
i.i.d.
⇠ P(x, y).

(3) Challenger draws the sensitive variable a ⇠ P(a).
(4) Challenger draws a batch of: data samplesDa = {(x? ,~? )}:?=1,

where (x? ,~? )
i.i.d.
⇠ P(x, y|a), for the given a.

(5) Challenger computes the gradient of the loss on the data
batch, g8 = r)8�1L()8�1,Da).

(6) Challenger applies the defense mechanism M to produce
a privatized version of the gradient g̃8 = M(g8 ). When no
defense is applied,M is simply the identity function, i.e.,
g̃8 = g8 .

(7) Themodel is updated by applying the training algorithm on
the training dataset for one epoch )8  T ()8�1,D,L,M).

(8) Steps (5)-(7) are repeated for A rounds.
(9) A static adversary AB gets access to L, T , P(x, y, a), and

the set of (intermediate) model parameters ⇥ = {)8�1 |8 2
R} and released gradients G = {g̃8 |8 2 R}. An adaptive
adversary A0 also gets the defense mechanismM.

(10) The adversary outputs its inference â of the sensitive vari-
able, i.e., â  AB (L,T , P(x, y, a),⇥,G) for the static ad-
versary, or â  A0 (L,T , P(x, y, a),⇥,G,M) for the adap-
tive adversary. The adversary wins if â = a and loses oth-
erwise.

2We use [A ] to denote the discrete set {1, 2, ..., A }.
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In the above general game, the �exibility of the joint distribution
P(x, y, a) allows capturing various scenarios. Rather than explic-
itly de�ning this joint distribution, which anyways depends on
the unknown data distribution, we implicitly de�ne it through
transformations/�ltering of a given data set. Further, providing the
adversary with knowledge of the distribution P(x, y, a) is realized
by providing the adversary with suitable shadow datasets drawn
according to such transformations and �ltering operations.

Attribute Inference Game. The variable a 2 [<] is a discrete
attribute within the features x . Sampling a ⇠ P(a) is accomplished
by drawing uniformly or according to its marginal empirical dis-
tribution within the given training data set D. Drawing the data
batch Da according to the distribution P(x, y|a), is accomplished
by uniformly selecting data samples (x,~) from the entire training
data set D with features x that possess the attribute a.

Property Inference Game. This scenario is similar to attribute
inference, except that a 2 [<] is a property associated with, but
external to the features of, each data sample (i.e., a may be some
meta-data property of each sample, but excluded from the features
of x). Drawing the data batch Da is handled similarly to the at-
tribute inference case.

Distributional Inference Game. In this class of scenarios, we
have a general set of < transformations {�a |a 2 [<]}, which
are selected by the sensitive variable a. Each transformation �a
corresponds to implicitly realizing the corresponding P(x, y|a), by
applying a general transformation that involves selective sampling
from the overall training set D. For example, the selection of a
may indicate a particular proportion for the prevalence of a certain
attribute or property, and thus the corresponding transformation
would select batches of data according to that proportion.

User Inference Game. This is a special case of property infer-
ence, where a speci�cally corresponds to the identity of an indi-
vidual that provided the corresponding data samples. Unlike other
inference attacks, the sensitive variable, as it represents identity,
does not take on a �xed set of values. To make the attack more
operational, similar to prior work on data reconstruction [39], we
assume the inference is over a �xed set of< candidate users ran-
domly sampled from the population at the beginning of each game.

3.3 Threat Model
In this work, we assume the adversary has no control over the train-
ing protocol and only passively observes gradients as the model is
being updated. In practice, the adversary could be an honest-but-
curious parameter server [55] in a distributed learning or federated
learning setting, a node in decentralized learning [19], or an at-
tacker who eavesdrops on the communication channel. The game
as de�ned in De�nition 3.1 is similar to games de�ned in many
prior works [13, 97] which captures the average-case privacy as
the performance of the attack is measured by its expected value
over the random draw of data samples. In Section 7, we consider an
alternative game where the data samples are adversarially chosen
to provide a measure of worst-case privacy for privacy auditing.

We consider the following aspects that re�ect di�erent levels of
the adversary’s knowledge:

• Knowledge of Data Distribution. Similar to many prior works
on inference attacks [13, 16, 58, 68, 80, 85, 96], we model the

adversarial knowledge of the data distribution through access to
data samples drawn from this distribution, which are referred to
as shadow datasets. A larger shadow dataset implies a more pow-
erful adversary that has more knowledge about the underlying
data distribution. For discrete attributes, we additionally consider
a more informed adversary who knows the prior distribution of
the attribute, which can be estimated by drawing a large amount
of data from the population.

• Continuous Observation. We use the observable set R to cap-
ture the adversary’s ability to observe the gradients continuously.
Intuitively, an adversary observing multiple rounds should per-
form better than a single-round adversary. Assuming a powerful
adversary is bene�cial for analyzing and auditing defenses. For
instance, the privacy analysis in DP-SGD [1] assumes that the
adversary has access to all rounds of gradients.

• Adaptive Adversary. When evaluating defenses, in addition
to the static adversary, we consider a stronger adaptive adver-
sary who is aware of the underlying defense mechanism. This
has been demonstrated as pivotal for thoroughly assessing the
e�ectiveness of security defenses [15, 87].

4 ATTACK CONSTRUCTION
4.1 Inference Attacks
The objective of the inference adversary is to infer the sensitive
variable from the observed gradient, i.e., modeling the posterior
distribution P(a|g). The general strategy of implementing inference
attacks from gradients is to exploit the following two adversarial
assumptions as de�ned in the uni�ed inference game in Section 3.2.
First, the adversary possesses knowledge about the underlying
population data distribution. Operationally, this implies that the
adversary is able to draw data samples (x,~) with corresponding
sensitive variable a from P(x, y, a) to construct a shadow dataset.
Second, the adversary has access to the training algorithm and the
current model parameters, which allows the adversary to compute
the gradients g for each batch of samples within the shadow dataset.
With this information, the adversary can train a predictive model
%8 (a|g) to approximate the posterior.

Attribute & Property Inference. The attribute and property
inference attacks follow a similar attack procedure, with the di�er-
ence being whether the sensitive variable a is internal or external
to the data record. Speci�cally, the adversary �rst constructs a
shadow dataset Ds by sampling from the population distribution,
i.e., Ds = {(x 9 ,~ 9 , a 9 )}B9=1 where (x 9 ,~ 9 , a 9 )

i.i.d.
⇠ P(x, y, a). Then

the adversary draws data batches Da = {(x 9 ,~ 9 )}
:
9=1 from the

shadow dataset through bootstrapping. This is achieved by repeat-
edly sampling the sensitive attribute a and then drawing : records
that have the sensitive attribute from Ds . Next, for each data batch
Da , the adversary computes the gradient ga = r)L() ,Da) using
the current model parameters ) . This results in a set of labeled data
pairs (ga, a), which can then be used for training an ML model
%8 (a|g) that predicts the sensitive variable from gradient observa-
tions. In practice, we �nd that it is bene�cial to train the predictive
model using a balanced dataset, which can be seen as modeling
P(a |g)
P(a) , and capture the prior knowledge in a separate term. This
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provides more stable performance for small shadow dataset sizes
and skewed sensitive variable distributions.

It is worth noting that here we are considering a more restric-
tive setting for attribute inference where the adversary holds no
additional knowledge about the private data besides the gradients
compared to prior works that assume the private record to be
partially known (e.g., [20, 62] assume that everything is known
except for the sensitive attribute). Our framework can be easily
extended to the general case where the adversary holds arbitrary
additional knowledge i (x) about the private record x by training
a predictive model %8 (a|g,i (x)) using shadow data drawn from
P(x, y, a|i (x)).

Distributional Inference. In distributional inference, the sen-
sitive variable is the index of the ratio bin to which the property
ratio belongs. The adversary �rst samples a random bin index a and
then samples a property ratio U within that bin. Next, the adversary
draws a data batchDa with bU:c records with the property and the
rest without the property and derives the gradient ga . This process
is repeated by the adversary to collect a set of labeled gradients and
attribute pairs (ga, a) to train a predictive model. We note that in
the setting of distributional inference, the sensitive variable is a se-
ries of ordinal numbers indicative of the continuous property ratio
U and thus should not be treated as regular multi-class classi�cation.
To utilize the ordering information, we adopt a simple strategy to
ordinal classi�cation [27], which transforms the <-class ordinal
classi�cation problem into< � 1 binary classi�cations. Speci�cally,
the adversary trains a series of< � 1 binary classi�ers, with the
8-th classi�er %88 (a > 8 |g) trained to decide whether or not a is
larger than 8 . The �nal posterior probability can be obtained as

%8 (a = a |g) =

8>>><
>>>:

1 � %81 (a > 1|g), if a = 1
%8a�1 (a > a � 1|g) � %8a (a > a |g), if 1 < a < <

%8<�1 (a > < � 1|g), if a =<

.

User Inference. In contrast to other inference attacks where
the sensitive variable is sampled from a well-de�ned set of values,
in user inference, the sensitive variable is the user’s identity, which
does not take on a �xed set of values. Moreover, the identities that
occur during test time are likely not seen during the development
of the attack model. As a result, the posterior P(a|g) cannot be
directly modeled. To resolve this, we employ a training strategy
analogous to the prototypical network [81] for few-shot learning.
Speci�cally, we �rst train a neural network 58 �D that is composed
of an encoder 58 : g ! h that maps the gradient vector to a
continuous embedding space and a classi�er D : h! a that takes
the embedding as input and outputs the predicted user identity.
Given gradient and sensitive variable pairs (g, a) created from the
shadow dataset, as the number of available users in the shadow
dataset is �nite, the neural network can be trained in an end-to-end
manner using standard multi-class classi�cation loss such as cross-
entropy. After training, the classi�er D is discarded. At the time of
inference, the adversary is provided with an observed gradient g̃
and a set of< candidate data batches {D8 |8 2 [<]}, where D8 =
{(x 9 ,~ 9 )}

:
9=1. Then, the adversary can derive the corresponding

set of candidate gradients {g8 |8 2 [<]} based on the current model
parameters ) . Finally, the adversary computes the probability of

each candidate identity after observing the gradient as

%8 (a = a |g = g̃) =
exp (�| |58 (ga) � 58 (g̃) | |2)Õ

82 [<] exp (�| |58 (g8 ) � 58 (g̃) | |2)
.

4.2 Continual Attack and Adaptive Attack
The inference attack can be further improved if the adversary has
access to multiple rounds of gradients or the defense mechanism.

Inference under Continual Observation. In cases where con-
tinual observation of the gradients is allowed, the adversary can
use the set of observed gradients G = {g̃8 |8 2 R} from multiple
rounds to improve the attack. A naive solution would be to train
a model to directly approximate P(a|G). However, this would be
generally infeasible in practice because of the high dimensionality
of G. Instead, the adversary can use Bayesian updating to accu-
mulate adversarial knowledge. Speci�cally, given a set of observed
gradients, the log-posterior can be formulated as

logP(a = a |G) (1)
= logP(G|a = a) + logP(a = a) � logP(G) (2)

⇡

’
82R

logP(g̃8 |a = a) + logP(a = a) � logP(G) (3)

=
’
82R

✓
logP(a = a |g̃8 ) + logP(g̃8 ) � logP(a = a)

◆

+ logP(a = a) � logP(G) (4)

=
’
82R

logP(a = a |g̃8 ) � ( |R| � 1) logP(a = a) + C, (5)

where Eq. (3) makes the approximating assumption that the gradi-
ents are conditionally independent given a. Since C = � logP(G) +Õ
82R logP(g̃8 ) is independent of a, and therefore it can be treated

as a constant. C = 0 if the gradients g̃8 are additionally mutually
independent. In Eq. (5), the prior term is known and P(a = a |g̃8 )

can be approximated by training a fresh model for each round
of observation. The sensitive variable can thus be estimated as
â = argmaxa logP(a = a |G).

Adaptive Attack. The adversary can design adaptive attacks if
the defense mechanism M is known. Instead of training the pre-
dictive model %8 (a|g) using clean gradient pairs (ga, a), a simple
strategy for adaptive attack is to apply the same defense mechanism
to the shadow data’s gradients and use the transformed gradient
pairs (M(ga), a) to train the predictive model %8 (a|M(g)). As we
will show in Section 6, this simple strategy is su�cient to bypass
several heuristic-based defenses.

5 ATTACK EVALUATION
In this section, we evaluate the four inference attacks on datasets
with di�erent modalities to investigate the impact of various ad-
versarial assumptions. The �ndings we present below indicate the
key factors that a�ect the attack performance are: (1) Continual
Observation: an adversary can improve the inference by accumu-
lating information from multiple rounds of updates, (2) Batch Size:
when the private information is shared across the batch, using a
large batch averages out the e�ect of the other variables, making it
easier to infer the sensitive variable, and (3) Adversarial Knowledge:
the attack improves with the amount of knowledge of the data
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Table 1: Summary of datasets used in experiments.

Dataset Type Task Label Sensitive Variable Correlation

Adult Tabular Income Gender -0.1985
Health Tabular Mortality Gender -0.1123

CREMA-D Speech Emotion Gender -0.0133
CelebA Image Smiling High Cheekbones 0.6904
UTKFace Image Age Ethnicity -0.1788

distribution (as captured by the number of available shadow data
points).

5.1 Experimental Setup
5.1.1 Datasets and Model Architecture. We consider the follow-

ing �ve datasets with di�erent data modalities (tabular, speech, and
image) in our experiments.
(1) Adult [8] is a tabular dataset containing 48,842 records from

the 1994 Census database. We train a fully-connected neural
network to predict the person’s annual income (whether or
not more than 50K a year) and use gender (male or female) as
the private attribute. For property and distributional inference
attacks, the sex feature is removed.

(2) Health [47] (Heritage Health Prize) is a tabular dataset from
Kaggle that contains de-identi�edmedical records of over 55,000
patients’ inpatient or emergency room visits. We train a fully-
connected neural network to predict whether the Charlson
Index (an estimate of patient mortality) is greater than zero. We
use the patient’s gender (male, female, or unknown) as the pri-
vate attribute, which is removed for property and distributional
inference attacks.

(3) CREMA-D [12] is a multi-modal dataset that contains 7,442
emotional speech recordings collected from 91 actors (48 male
and 43 female). Speech signals are pre-processed using OpenS-
MILE [25] to extract a total number of 23,990 utterance-level
audio features for automatic emotion recognition. Following
prior work [26], we use EmoBase which is a standard feature set
that contains the MFCC, voice quality, fundamental frequency,
and other statistical features, resulting in a feature dimension
of 988 for each utterance [36]. We train a fully connected neural
network to classify four emotions, including happy, sad, anger,
and neutral. We use the speaker’s gender (male or female) as
the target property for inference attacks.

(4) CelebA [59] contains 202,599 face images, each of which is
labeled with 40 binary attributes. We resize the images to 32⇥32
pixels and train a convolutional neural network to classify
whether the person is smiling and usewhether or not the person
has high cheekbones as the target property.

(5) UTKFace [102] consists of over 20,000 face images annotated
with age, gender, and ethnicity. We resize the images to 32⇥ 32
pixels and select 22,012 images from the four largest ethnicity
groups (White, Black, Asian, or Indian) to train a convolutional
neural network to classify three age groups (0� 30, 31� 60, and
� 61 years old). Ethnicity is used as the target property.

We split each dataset three-fold into a training set, a testing set,
and a public set. The training set is considered to be private and is
only used for model training and inference attack evaluation. The

testing set is reserved for evaluating the utility of the ML model.
The public set is accessible to both the adversary and the private
learner, which can be used as the shadow dataset for training the
adversary’s predictive model or developing defenses as described
in Section 6. We provide a summary of the datasets in Table 1,
including the task label y, the sensitive variable a for AIA and PIA,
and the Pearson correlation between y and a.

5.1.2 Metrics. We de�ne the following metrics for measuring
inference attack performance:
(1) Attack Success Rate (ASR): We measure the attack perfor-

mance by the number of times the adversary successfully guesses
the sensitive variable, i.e., ? =

Õ
C 2 [) ] â=a/) , where ) is the

total number of trials (i.e., repetitions of the inference game).
(2) AUROC: We additionally report the area under the receiver

operating characteristic curve (AUROC). For sensitive variables
that have more than two classes, we report the macro-averaged
AUROC.

(3) Advantage: We follow prior work [34, 97] and use the advan-
tage metric to measure the gain in the adversary’s inferential
power upon observing the gradients. Speci�cally, the advan-
tage of an adversary is de�ned by comparing its success rate
? to a baseline adversary who doesn’t observe the gradients,
i.e., Adv(?) B max(? � ?⇤, 0)/(1 � ?⇤) 2 [0, 1], where ?⇤ is
the success rate of the baseline adversary. The Bayes optimal
strategy for the baseline adversary without observing gradients
is to guess the majority class, i.e., ?⇤ = argmaxa P(a = a).

(4) TPR@1%FPR: Besides average performance metrics, recent
work on membership inference [13, 96] argue the importance
of understanding the privacy risk on worst-case training data
by examining the low false positive rate (FPR) region. Inspired
by this, we additionally report the true positive rate (TPR) when
the FPR is 1%.

5.1.3 Adversary’sModel. We conducted preliminary experiments
with various types and con�gurations of ML models and found that
random forest with 50 estimators performs the best (especially in the
low FPR region) for estimating the posterior in AIA, PIA, and DIA
with small shadow dataset sizes. For UIA, we use a fully-connected
network with one hidden layer as the encoder. The embedding di-
mension is set to be 50 for the CREMA-D dataset of 100 for CelebA
dataset. As the gradient vector is extremely high dimensional (e.g.,
the gradient dimensions for CREMA-D and CelebA datasets are
67,716 and 45,922, respectively), we apply a 1-dimensional max-
pooling layer before the adversary’s predictive model with a kernel
size of 3 for tabular datasets and 10 for other datasets for dimen-
sionality reduction.

5.1.4 Other A�ack Se�ings. We assume the model parameters
) are randomly initialized at the beginning of the inference game.
During the game, the model parameters are updated at each epoch
using SGDwith a learning rate of 0.01. We evaluate AIA on the tabu-
lar datasets and UIA on datasets that contain user labels (CREMA-D
and CelebA), while PIA and DIA are evaluated on all datasets. For
AIA, PIA, and DIA, we use a training set of 5,000 samples and a
balanced public set that contains a default number of 1,000 sam-
ples equally divided for each sensitive attribute/property class. For
UIA, we �rst �lter out user identities that contain less than 2⇥
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batch size number of samples and then split the dataset accord-
ing to user identities. We select 15 and 30 users on the CREMA-D
dataset, and 150 and 300 users on the CelebA dataset as the training
and public sets, respectively. We select more users on the CelebA
dataset because the majority of users only have very few sam-
ples ( 16). We set< = 6 for DIA, i.e., inferring over 6 ratio bins
({0}, (0, 0.2], (0.2, 0.4], ..., (0.8, 1]), and< = 5 for UIA, i.e., choosing
from 5 candidate users. For AIA and PIA, we assume the adversary
has access to a prior of the sensitive variable that is estimated from
the population. For DIA and UIA, we assume the adversary holds an
uninformed prior, and thus the baseline is simply random guessing.
The default batch sizes are 16 for AIA and PIA, 128 for DIA, and 8
for UIA. For AIA, PIA, and DIA, the total number of trials) of each
experiment is equal to the number of random draws of training
batches (i.e., 5,000); for UIA, ) is the number of random draws of
candidate sets, which we set to be 1,000. We repeat each experiment
with 5 di�erent random seeds and report the mean and standard
deviation of the results.

5.2 Evaluation of Inference Attacks
We evaluate each type of inference attack with a small shadow
dataset (1,000 samples) and compare the results of single-round
attacks (where the adversary only observes a single round of gradi-
ents) to multi-round attacks (where the adversary gets continual
observation of the gradients). Due to space limits, we only include
a snapshot of the results (one dataset per attack) in Figure 2 and
provide the full results in Appendix Figure 11.

Attribute Inference.Wepresent the results of AIA in Figure 11a.
We observe that the adversary is able to infer the sensitive attribute
with high con�dence using only 1,000 shadow data samples. For
instance, on the Adult dataset, the multi-round adversary is able
to achieve a high average AUROC of 0.9991 and a TPR@1%FPR of
0.9823. On the Health dataset, however, the AUROC of the multi-
round adversary reduces slightly to 0.8122 while the TPR@1%FPR
drops drastically to 0.1611. This is likely because the sensitive at-
tribute on the Health dataset contains an “unknown” class (18.9%)
that is uncorrelated with other features, making it hard to estimate
statistically.

Property Inference. Figure 11c depicts the results of PIA, where
we observe that the adversary is able to achieve high performance
across all �ve datasets. Namely, the average AUROCs of the multi-
round adversary on the Adult, Health, CREMA-D, CelebA, and
UTKFace datasets are 0.9919, 0.8294, 0.8970, 0.9993, and 0.9167,
respectively. This consistent high attack performance is in contrast
to the general low correlation between the sensitive properties and
the task labels across all datasets as indicated in Table 1 (except
for CelebA, where a spurious relationship exists), which suggests
that the information leakage observed is intrinsic to the computed
gradients [68], regardless of the speci�c data type and learning task.

Distributional Inference. Figure 11d summarizes the results
of DIA. Although distributional inference is a more challenging
task (6-class ordinal classi�cation), we observe that the multi-round
adversary still performs fairly well with a batch size of 128, achiev-
ing an average AUROC of 0.8848, 0.7806, 0.7572, 0.9522, and 0.7664
on the Adult, Health, CREMA-D, CelebA, and UTKFace datasets,
respectively.

User Inference. We report the results of UIA in Figure 11b.
We observe that the adversary is able to identify the user with
relatively high con�dence on the CelebA dataset, with an average
AUROC and TPR@1%FPR of 0.8935 and 0.2828 for the multi-round
adversary. On the CREMA-D dataset, the average AUROC of the
multi-round adversary is only 0.6808, which may be due to the low
identi�ability of the features extracted for emotion recognition.

General Observations. Additionally, we have the following
general observations across di�erent type of attacks and datasets.
First, the performance of single-round attacks decreases as the
training progresses. This is because the gradients of the training
data will become smaller in magnitude as the training loss decreases
and thus the variation within these gradients will become harder to
capture. Second, on most datasets, the multi-round attack performs
better than any single-round attack, proving the e�ectiveness of
the Bayesian attack framework. Third, we observe very similar
performance for AIA and PIA on the tabular datasets. This indicates
that whether the sensitive variable is internal or external to the
data features does not a�ect the inference performance.

5.3 Attack Analyses
We investigate the following factors that may a�ect the perfor-
mance of inference attacks.

Impact of Batch Sizes. In Figure 3, we study the impact of
varying batch sizes on the performance of the inference attacks.
We report the results on the Adult dataset for AIA, PIA, and DIA,
and results on the CREMA-D dataset for UIA. We observe that the
performance of all four considered inference attacks improves as
the batch size increases. This is because the records within the
batch are sampled from the same conditional distribution P(x, y|a).
As the private information a is shared across the batch, a larger
batch size would amplify the private information and suppress other
varying signals, thereby improving inference performance on a. For
distributional inference, the di�erence in the number of samples
with the property between each ratio bin bU:c also increases as
the batch size increases and thus becomes easier to distinguish. For
AIA and PIA, we observe that the gap between the single-round
adversary (solid lines) and multi-round adversary (dashed lines) is
the largest when the batch size is 4, and then gradually reduces as
the batch size increases further due to performance saturation. This
result suggests that simply aggregating more data does not protect
gradients from inference. In fact, it may even increase the privacy
risk in distributed learning where data are sampled from the same
conditional distribution. This indicates that data aggregation alone
is insu�cient to achieve meaningful privacy in these settings.

Impact of Adversary’s Knowledge. To investigate the impact
of the adversary’s knowledge on the performance of the attack, we
use PIA as an example and plot the attack performance with varying
shadow data size and number of observations on theAdult dataset in
Figure 5. We observe the general trend that the attack performance
increases with the number of observations and available shadow
data samples. Interestingly, the attack performance does not always
increase monotonically along each axis. For instance, given a small
shadow dataset of only 100 samples, the AUROC of an adversary
that observes 10 rounds does not outperform an adversary that
only observes 5 rounds of gradients. This is likely because when
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Figure 2: Comparison of single-round and multi-round inference attacks on the Adult (AIA, PIA, DIA) and CREMA-D (UIA)
datasets. A complete result on all datasets is provided in Appendix Figure 11.
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Figure 3: Sensitivity analysis of the impact of varying batch sizes on the performance of inference attacks.
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Figure 4: Sensitivity analysis of the impact of varying model sizes on the performance of Property Inference A�ack.

the model is near convergence, the gradients are small and thus
have low variance, which requires more shadow data to accurately
estimate the posterior. Such errors in the predictive model will
accumulate when using the summation of the log-likelihoods of
all single rounds to approximate the joint distribution (Eq. (3)),
eventually leading to suboptimal performance.

Impact of Model Size. In Figure 4, we use PIA as an example
to study the impact of the machine learning model size. We control
the size of the models by varying the model width. Speci�cally, for
fully connected neural networks, we control the number of neurons

for the hidden layer. For convolutional neural networks, we control
the number of output channels for the �rst convolutional layer,
with the remaining convolutional layers being scaled accordingly.
We observe that the attack performance tends to improve slightly
with increasing model size, except for the Adult and UTKFace
datasets, where performance is saturated. However, most of these
improvements are not statistically signi�cant (falling within the
margin of error) and thus do not allow for a conclusive statement.
We include additional results of other types of inference attacks in
Appendix Figure 13, where we make similar observations. These
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Figure 5: Sensitivity analysis of the impact of adversary’s
knowledge on the performance of Property Inference A�ack
on the Adult dataset with a batch size of 16.

results demonstrate that all four types of inference attacks can be
generalized to larger model sizes.

6 DEFENSES
In this section, we investigate �ve types of strategies for defending
inference from gradients against both static and adaptive adver-
saries and analyze their performance from an information-theoretic
view. The main takeaways from our analyses are: (1) heuristic de-
fenses can defend static adversaries but are ine�ective against adap-
tive adversaries, (2) DP-SGD [1] is the only considered defense that
remains e�ective against adaptive attacks, at the cost of sacri�cing
model utility, and (3) reducing the mutual information between the
released gradients and the sensitive variable is a key ingredient for
a successful defense.

6.1 Privacy Defenses Against Inference
Privacy-enhancing strategies in machine learning generally follow
two principles: data minimization and data anonymization. Data
minimization strategies, such as the application of cryptographic
techniques (e.g., Secure Multi-party Computation and Homomor-
phic Encryption) and Federated Learning, aim to reveal only the
minimal amount of information that is necessary for achieving
a speci�c computational task - and only to the necessary parties.
As shown by prior work [24, 51, 52, 89], data minimization alone
may not provide su�cient privacy protection and, thus, should
be applied in combination with data anonymization defenses to
further reduce privacy risks. However, for heuristic-based privacy
defenses, it is important to conduct a careful evaluation of their ef-
fectiveness against adaptive adversaries. We consider the following
�ve types of representative defenses from the current literature in
our experiments:

(1) Gradient Pruning. Gradient pruning creates a sparse gradient
vector by pruning gradient elements with small magnitudes.
This strategy has been used as a baseline for privacy defense in
federated learning [84, 94, 103]. By default, we set the pruning
rate to be 99%.

(2) SignSGD. SignSGD [9] binarizes the gradients by applying an
element-wise sign function to the gradients, thereby compress-
ing the gradients to 1-bit per dimension. Similar to gradient
pruning, it has been explored in prior work [94, 100] as a de-
fense against data reconstruction attacks in federated learning.
Along similar lines, Kerkouche et al. [50] evaluated SignFed, a
variant of the SignSGD protocol adapted for federated settings,
and found it to be more resilient to privacy and security attacks
than the standard federated learning scheme.

(3) Adversarial Perturbation. Inspired by prior research on pro-
tecting privacy through adopting evasion attacks in adversarial
machine learning [45, 46, 71, 79], we explore a heuristic de-
fense strategy against inference attacks that inject adversarial
perturbation to the gradients. Speci�cally, at each round of ob-
servation, the adversary �rst trains a neural network 55 : g! a
to classify the sensitive variable a from the gradient g using
a public dataset (same as the shadow dataset). Then, the de-
fense generates a protective adversarial perturbation to cause
55 to misclassify the perturbed gradients. We adopt ;1-bounded
projected gradient descent (PGD) [64], which generates the ad-
versarial example g0 (perturbed gradient) by iteratively taking
gradient steps. For AIA, PIA, and DIA, this defense generates
an untargeted adversarial perturbation through gradient as-
cent, i.e., g̃  

Œ
B1 (g,W )

�
g̃ + U · sign(rgL(5,g, a))

�
, where

B1 (g, n) is the ;1 norm ball centered around g with radius n .
For UIA, the defense generates a targeted adversarial pertur-
bation through gradient descent, i.e., g̃  

Œ
B1 (g,W )

�
g̃ � U ·

sign(rgL(5,g, aC ))
�
, to make the gradients misrecognized as

the target user aC . By default, we set the total number of steps
to be 5, W = 0.005, and U = 0.002.

(4) Variational Information Bottleneck (VIB). This defense in-
serts an additional VIB layer [4] that splits the neural network
5) into a probabilistic encoder ? (h|x) and a decoder @(y|h),
where h is a latent representation that follows a Gaussian
distribution. An additional Kullback-Leibler (KL) divergence
term is introduced to the training loss: L+ �⌫ = L() ,D) +

V ·  !(? (h|x) | |@(z)), where @(z) = N(0, O ) is the standard
Gaussian. Optimizing this VIB objective reduces the mutual
information � (x;h) between the representation and the input
by minimizing a variational upper bound. Prior work suggests
that this helps to reduce the model’s dependence on input’s
sensitive attributes and improve privacy [77, 78, 82]. We set
V = 0.01 as the default for our experiments.

(5) Di�erential Privacy (DP-SGD).Di�erential privacy (DP) [23]
provides a rigorous notion of algorithmic privacy.

De�nition 6.1. (Y, X)-Di�erential Privacy. An algorithmM

is said to satisfy (Y, X)-DP if for all sets of events ( de�ned on
the output ofM and all neighboring datasets D,D0 that di�er
in one sample, the following inequality holds:

P(M(D) 2 ()  4Y P(M(D
0
) 2 () + X .
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The most widely adopted DP algorithm for training ML model
is DP-SGD [1]. At each step of training, the DP-SGD algo-
rithm �rst clips the ;2 norm of per-sample gradients g̃8  
g8/max(1, | |g8 | |2� ) and then injects calibrated Gaussian noise
to get the aggregated gradients g̃  1

:
Õ:
8=0

�
g̃8 + N(0,f2O )

�
.

DP-SGD achieves (Y, X)-di�erential privacy for any X > 0 with
Y = �

q
2 log 1.25

X /f for each step, while the total privacy loss
can be obtained through composition. By default, we set � = 2
and f = 0.1 (corresponds to per-step Y = 96.90 when X = 10�5).

6.2 Defense Evaluation
In Figure 6, we compare the performance of defenses against static
and adaptive adversaries. Due to space limits, here we focus on
PIA on the adult dataset. The full results including all four types
of inference attacks are available in Appendix Figure 12. We ob-
serve that heuristic defenses such as Gradient Pruning, SignSGD,
and Adversarial Perturbation can successfully defend against static
adversaries in terms of reducing the advantage of the adversary
to zero. However, these defenses are ine�ective against adaptive
adversaries aware of the defense. For instance, in the case of gradi-
ent pruning, the adaptive adversary can achieve a high advantage
(0.7841) that is only slightly decreased compared to no defense
(0.9363). Interestingly, in the case of Adversarial Perturbation, we
found that the adaptive adversary’s performance is increased, rather
than decreased, compared to no defense, reaching a perfect advan-
tage and AUROC of 1.00. For the rest of the defenses, namely, VIB
and DP-SGD, the attack performance is consistent across static and
adaptive adversaries. However, only DP-SGDmanages to e�ectively
reduce the advantage of the adaptive adversary to near zero.

To understand the privacy-utility trade-o� of these defenses,
we plot the PIA adversary’s advantage evaluated on the training
data versus the measured AUROC of the network on predicting
the task label on the test dataset on the Adult dataset in Figure 7.
We consider three di�erent sets of parameters for each type of
defense (details in Appendix). We observe that in the case of static
adversaries, SignSGD achieves the best trade-o� that approximates
the ideal defense (upper left corner) by reducing the advantage
to zero without a�ecting model utility. However, in the case of
adaptive adversary, only DP-SGD provides a meaningful notion of
privacy, at the cost of diminishing model utility. Moreover, there
may exist stronger adversaries that are more resilient against these
defenses. For instance, in Table 2, we show that an adversary using
principal component analysis (PCA) with 50 principal dimensions
as dimensionality reduction can bypass the DP-SGD defense with
Y = 96.90 and X = 10�5 that defends an adversary using max-
pooling, and requires 15⇥ larger noise to thwart.

In the next section, we analyze the underlying principles of these
defenses and the necessary ingredients for a successful defense.

6.3 Defense Analyses
In this section, we provide an information-theoretic perspective
for understanding and analyzing defenses against inference attacks
from gradients.

Information-theoretic View on Inference Privacy. The in-
ference attacks captured in the uni�ed game can be viewed as

performing statistical inference [21] on properties of the underly-
ing data distributions upon observing samples of the gradients. A
well-known information-theoretic result for analyzing inference
is Fano’s inequality, which guarantees a lower bound on the esti-
mation error of any inference adversary. Formally, consider any
arbitrary data release mechanism that provides Y computed from
the private discrete random variable X supported on X. Any in-
ference from the observation Y must produce an estimate X̂ that
satis�es the Markov chain X! Y! X̂. Let e be a binary random
variable that indicates an error, i.e., e = 1 if X̂ < X. Then we have

� (X|Y)  � (X|X̂)  �2 (e) + P(e = 1) log( |X| � 1), (6)

where�2 (e) = �P(4 = 1) logP(4 = 1)�
�
1�P(4 = 1)

�
log

�
1�P(4 =

1)
�
is the binary entropy. For |X| > 2, a standard treatment is to

consider the mutual information � (X;Y) = � (X) � � (X|Y) and
�2 (e)  log 2, and thereby we can obtain a lower bound on the
error probability:

P(X̂ < X) �
� (X) � � (X;Y) � log 2

log( |X| � 1)
. (7)

Note that this bound is vacuous when |X| = 2, and a slightly tighter
bound can be obtained by considering �2 (e) exactly (rather than
using the approximating bound of log 2) and numerically comput-
ing the lowest error probability that satis�es the inequality in (6), as
noted by prior work [34]. The bound in inequality (7) captures both
the prior (via � (X)) and the cardinality of the sensitive variable
alphabet, indicating that data with a large degree of uncertainty
is hard to infer or reconstruct, which aligns with intuition from
Balle et al. [7]. Inequality (7) generically holds for any data release
mechanism. In the context of inference from gradients, the adver-
sary’s goal is to obtain an estimate of a upon observing g̃, which
can be described as a Markov chain of a! x! g! g̃! â. Since
the adversary’s success rate is ? = 1 � P(e = 1), one can get an
immediate upper bound on the adversary’s advantage:

Adv(?)  1 �
� (a) � � (a; g̃) � log 2
(1 � ?⇤) log(< � 1)

. (8)

As � (a) is a constant, this indicates that reducing � (a; g̃) results
in increasing the lower bound of the error probability and con-
sequently diminishing the adversary’s advantage. This analysis
can be generalized to continuous sensitive variables by applying
continuum Fano’s inequality [22].

Understanding Defenses. Next, we provide an explanation
of the failures of heuristic defenses using the above framework
and argue that a successful defense should e�ectively minimize the
mutual information � (a; g̃) between the gradients and the sensi-
tive variable. The Gradient Pruning and SignSGD defenses can be
viewed as trying to reduce the number of transmitted bits in the
gradients. However, this does not necessarily reduce the mutual
information. The neural network classi�er 55 : g ! a used in
the Adversarial Perturbation defense is trained to minimize cross-
entropy loss, which provides an approximate upper bound on the
conditional entropy� (a|g), and serves as a proxy for estimating the
mutual information � (a; g̃) = � (a) �� (a|g). However, generating
adversarial perturbations to produce g̃ against this �xed classi�er
does not necessarily result in a reduction of the mutual information
� (a; g̃), and likely increases it. This is because the gradient steps
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Figure 6: Comparison of various defenses against static and adaptive Property Inference A�ack on the Adult dataset with a
batch size of 16. A complete result of all inference attacks is provided in Appendix Figure 12.
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Figure 7: Privacy-Utility trade-o� of various defenses against
Property Inference A�ack on the Adult dataset.

rgL(5,g, a) used to generate the protective perturbation also con-
tain information about a. As the perturbation generation process
is deterministic, an adaptive adversary can learn to pick up these
patterns and gain additional advantage. In the case of VIB, the mech-
anism is stochastic but optimizing the VIB objective only gradually
reduces the mutual information � (x; h) between the latent represen-
tation h and the input x, which still does not guarantee a reduction
in � (a; g̃) during the optimization process. By design, di�erential
privacy is not intended to protect against statistical inference as its
goal is to preserve the statistical properties of the dataset while pro-
tecting the privacy of individual samples. However, an alternative
information-theoretical interpretation of di�erential privacy is that
it places a constraint on mutual information [11, 17]. An easy way
to see this is that by adding Gaussian noises to the gradients, the
DP-SGD algorithm essentially creates a Gaussian channel between
the true and released gradients, thereby placing a constraint on
� (g; g̃), which further bounds � (a; g̃) as � (a; g̃)  � (g; g̃) according
to the data processing inequality. More concretely, due to the Gauss-
ian channel g̃ = g + N(0,f2O ), we have the upper bound given
by the channel capacity � (g; g̃)  1

2 log(1 +
%
f ), if the gradients

g satisfy an average power constraint E[kgk22]  =% , where = is
the dimensionality of g. One can obtain a stronger result in cases
where the ;2 sensitivity is bounded (e.g., Theorem 2 in [34]).

Table 2: Comparison of di�erent dimensionality reduction
strategies in PIA on Adult against DP-SGD defense (X = 10�5).

Y Adversary Type AUROC TPR@1%FPR ASR Advantage

96.90 MaxPooling 0.3004
±0.0773

0.0017
±0.0010

0.5732
±0.1124

0.0001
±0.0002

96.90 PCA 0.9825
±0.0112

0.7284
±0.1679

0.9437
±0.0222

0.8239
±0.0694

6.46 PCA 0.7010
±0.0278

0.0471
±0.0120

0.6995
±0.0091

0.0598
±0.0286

It is worth noting that the goal of our analyses here is to provide
a perspective for understanding the e�ectiveness of a class of de-
fense strategies, rather than deriving tight bounds. Additionally, as
mutual information is a statistical quantity, the mutual information
interpretation of inference privacy inherently only captures the
average-case privacy risk. In the next section, we provide a privacy
auditing framework for empirically estimating the privacy risk by
approximating the worst-case scenario.

7 EMPIRICAL ESTIMATION OF PRIVACY RISK
In the privacy game de�ned in De�nition 3.1, the data is randomly
sampled from the distribution, which only captures the average-
case privacy risk and therefore cannot be used for reasoning about
the minimal level of noise required for ensuring a certain level of
privacy, as it may underestimate the privacy risk in the worst case.
To better understand the privacy risk in the worst-case scenario, we
provide a privacy auditing framework for empirically estimating
the privacy leakage of a speci�c type of inference attack, namely,
attribute inference, by allowing the data to be chosen adversarially.
We start with a formal de�nition of per-attribute privacy following
prior work [3, 32]:

De�nition 7.1. Per-a�ribute DP. A randomized mechanism M

is (Y, X)-per-attribute DP if for all pairs of inputs G, G 0 di�ering only
on a single attribute and for all events ( de�ned on the output of
M, the following inequality holds:

P[M(G) 2 (]  4Y · P[M(G 0) 2 (] + X .

One can show that DP-SGD satis�es (Y, X)-per-attribute DP.
However, it is hard to derive the privacy parameter analytically, as
the per-attribute sensitivity of the gradient is not readily tractable
and the common technique of gradient clipping only provides a
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very loose bound on sensitivity. Instead, we seek to obtain an em-
pirical estimate of the per-attribute DP for each step through the
following audit game.

De�nition 7.2. Per-A�ribute Privacy Audit Game. Suppose
a 2 [<] is a discrete attribute that takes on < values. The per-
attribute privacy audit game between a challenger (private learner)
and an adversary (auditor) is as follows:

(1) Adversary chooses a record z with attribute value a.
(2) Challenger samples a uniformly random private bit b 2

{0, 1}. If b = 1, assign the attribute in z with a new value
uniformly sampled from [<]\{a}.

(3) Challenger obtains the latestmodel parameters as) through
the training algorithm T .

(4) Challenger computes the gradient of the record,g = r)L() , z).
(5) Challenger applies the DP-SGD algorithmM to produce a

privatized version of the gradient g̃ = M(g).
(6) The adversary A gets access to L, T , and the model pa-

rameters ) , released gradients g, the auxiliary information
about the record i (z), and the defense mechanismM.

(7) The adversary outputs the inferred information b̂, i.e., b̂ 
A(L,T , ) ,g,i (z),M) . The adversary wins if b̂ = b and
loses otherwise.

There are two major di�erences between the audit game and
the inference game as de�ned in De�nition 3.1. First, the record is
chosen by the adversary, instead of being randomly drawn from the
distribution, which aims to simulate the worst-case scenario over
all adjacent input pairs as captured by the per-attribute DP de�ni-
tion. Second, instead of having access to distributional information
P(x, y, a), the adversary gets access to some auxiliary information
about the record i (z), which is assumed to be all the remaining
features except for a. This is to approximate the strong adversarial
assumption in per-attribute DP where the adversary has access to
everything except for one attribute.

Empirical Privacy Estimate. Analogous to the operational
interpretation of canonical DP [48], we can interpret attribute DP
as a hypothesis test with b = 0 as the null hypothesis (H0) and
b = 1 as the alternative hypothesis (H1). We compute the test
statistics t(g̃) = | |g̃ � gH0 | |2 using the ;2 norm between the ob-
served gradient g̃ and the hypothetical gradient gH0 underH0 (i.e.,
gH0 = g/max(1, | |g | |2� ) when i (z) = a). This is connected to the
likelihood of observing g̃ under H0 since g̃H0 ⇠ N(gH0 ,f

2
O ). We

then execute the game several times to get an empirical distribution
of the test statistics. Building on prior works on auditing canonical
DP with membership inference attacks [5, 43, 63, 70], �nally, we de-
rive the empirical privacy loss parameter Ŷ given the false positive
rate (FPR) and false negative rate (FNR) at critical value 2 as

Ŷ = max
✓
log

1 � X � FPR
FNR

, log
1 � X � FNR

FPR

◆
,

where the critical value 2 is chosen over all possible values to maxi-
mize the empirical estimate Ŷ to obtain a worst-case measure. Simi-
lar to previous work [70], we additionally compute and report the
95% con�dence intervals for Ŷ using the Clopper-Pearson method.

Crafting the Worst-case Sample. To further improve the esti-
mate, we approximate the worst-case scenario by crafting a canary
record z⇤ to maximize the expected di�erence in the test statistics

(a) Randomly sampled record. (b) Adversarially crafted record.

Figure 8: Comparison of the test statistics distribution from
auditing games with di�erent choices of test record z.

between H0 andH1, via the optimization

z
⇤ = argmax

z
Dist(gH0 ,gH1 ),

where Dist(·, ·) is a distance measure. We experimented with co-
sine similarity and mean squared error (MSE) and found that MSE
performs better empirically.

Empirical Results. We �rst conduct experiments on the Adult
dataset using a fully-connected neural network with one hidden
layer of 100 neurons to verify the e�ectiveness of the adversarially
crafted sample. We compute the test statistics for 5,000 trials with
� = 2 and f = 0.1 and plot the histogram of the test statistics in
Figure 8. We observe that the distributions of test statistics under
H0 andH1 are more separable using the adversarially crafted ca-
nary record, compared to a randomly drawn record from the data
distribution, thereby providing a better estimate on the worst-case
privacy risk. We then compare the empirical estimated Ŷ to the
theoretical Y computed with the gradient clipping bound � as the
per-attribute sensitivity, at X = 10�5, using adversarially crafted
records. Figure 9 plots the empirically estimated Ŷ and the theoreti-
cal Y normalized by the total number of attributes (# = 14) with
varying clipping bound � and noise level f . We observe that using
the clipping bound as the per-attribute sensitivity indeed leads to
a very conservative estimate of the privacy loss, with a large gap
(Y/Ŷ = 1.86# ) when f = 0.1 and � = 4. As the clipping bound
reduces, the ratio gradually approximates to # (Y/Ŷ = 1.14# when
� = 1.5). When the clipping bound is �xed to � = 2, the gap is
relatively consistent across di�erent noise levels (e.g., Y/Ŷ = 1.20#
when f = 0.08 and Y/Ŷ = 1.33# when f = 0.13).

8 CONCLUSION AND DISCUSSION
We conduct a systematic analysis of private information leakage
from gradients under di�erent levels of adversarial uncertainties
within a uni�ed inference framework. We provide an information-
theoretic perspective for explaining and analyzing the e�cacy of
defenses for preventing inference through the gradient channel.
Finally, we introduce an auditing approach for estimating realis-
tic privacy risks against attribute inference. There are three pri-
mary takeaways from this study: (1) data aggregation alone does
not provide su�cient privacy in distributed learning, (2) reducing
the mutual information is a key ingredient of successful defenses
against inference from gradients, and (3) it is important to specify
the privacy context (e.g., average vs. worst-case vulnerability of a
dataset) when estimating privacy risks.
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Figure 9: Comparison of the empirical per-attribute privacy
loss (Ŷ) with 95% con�dence interval and the theoretical pri-
vacy loss (Y) normalized by the total number of attributes # .

Our �ndings open up several interesting discussions. Firstly,
information leakage from the gradient exhibits distinct characteris-
tics compared to leakage from the model parameters, suggesting
a competing relationship. In the extreme case, a perfectly memo-
rized sample could pose high privacy risks via model parameters,
yet disclose no information through gradients if the loss is zero.
Secondly, while the quanti�cation of inference attack risks with
mutual information provides theoretical guarantees and a guiding
principle for privacy mechanism design, there are practical disad-
vantages in tractability and composition. As mutual information is a
statistical quantity that depends on the unknown data distribution,
practical application requires estimation from data, which may be
challenging in distributed learning scenarios. Further, addressing in-
formation leakage across multiple rounds requires dealing with the
mutual information between the private variable and all gradient
observations handled jointly, i.e., � (a; g1, . . . , gA ), where g8 denotes
the gradients observed in each round. However, a complication of
this combinedmutual information is that it cannot simply be exactly
decomposed as a summation of single-round mutual information
terms � (a; g8 ), i.e., mutual information lacks a convenient composi-
tion property. Finally, we demonstrated that among the defenses
considered, only DP-SGD provides a meaningful notion of privacy
against adaptive adversaries, despite a�ecting model utility. How-
ever, the loss in utility can softened by improving the algorithms.
For instance, recent research [2] showed in the centralized setting
that state-of-the-art DP-SGD solutions provide better privacy than
most empirical defenses at similar utility. Improving multi-round
privacy analysis and tuning defenses (e.g., by minimizing the mu-
tual information objective) towards better privacy-utility trade-o�s
using public data are interesting avenues for future research.
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A DETAILED EXPERIMENTAL SETUP
A.1 Details About ML Models
For the Adult and Health datasets, we train a fully-connected neural
network with two hidden layers of sizes 32 and 16. For the CREMA-
D, we train a fully-connected neural network with two hidden
layers of 64 neurons. For the CelebA and UTKFace datasets, we
train a convolutional neural network with 9 convolutional layers
and 2 MaxPooling layers (details in Table 3). ReLU is used as the
default activation function for all models.

Table 3: Model architecture for image datasets.

Layer Kernel Stride Output
Conv2D 3 ⇥ 3 1 ⇥ 1 8
Conv2D 3 ⇥ 3 1 ⇥ 1 16
Conv2D 3 ⇥ 3 1 ⇥ 1 16
Conv2D 3 ⇥ 3 1 ⇥ 1 32
Conv2D 3 ⇥ 3 1 ⇥ 1 32
Conv2D 3 ⇥ 3 1 ⇥ 1 32

MaxPool2D 3 ⇥ 3 3 ⇥ 3 32
Conv2D 3 ⇥ 3 1 ⇥ 1 32
Conv2D 3 ⇥ 3 1 ⇥ 1 32
Conv2D 3 ⇥ 3 1 ⇥ 1 32

MaxPool2D 3 ⇥ 3 3 ⇥ 3 32
Flatten � � �

FC � � # of classes

A.2 Parameter Choices for Privacy-Utility
Analysis of Defenses

For each type of defense, we consider three di�erent sets of pa-
rameters in Figure 7: Gradient Pruning with 90%, 95%, and 99%
rate; Adversarial Perturbation with (W = 5 ⇥ 10�4,U = 2 ⇥ 10�4),
(W = 1⇥ 10�3,U = 3⇥ 10�4), and (W = 5⇥ 10�3,U = 2⇥ 10�3); VIB
with V = 10�1, 10�2, 10�3; and DP-SGD with (f = 1 ⇥ 10�1,� = 2),
(f = 2 ⇥ 10�2,� = 2), and (f = 1 ⇥ 10�2,� = 2).

A.3 Details About Crafting The Canary Record
We generate synthetic canary records by initializing z using a vector
sampled from the standard normal distribution and then solve the
optimization using the Adam optimizer with a learning rate of
5 ⇥ 10�2 for 2,000 iterations.

B ADDITIONAL RESULTS
B.1 Comparison of Adversary Models
We conduct a preliminary experiment of attribute inference attack
using �ve types of adversarial models, including Gaussian Naive
Bayes (NB), Linear Discriminant Analysis (LDA), Quadratic Dis-
criminant Analysis (QDA), Multi-layer Perceptron (MLP) with one
hidden layer of 100 neurons, and Random Forest (RF) with 50 esti-
mators on the Adult dataset with 1,000 shadow data samples and a
batch size of 1. Figure 10 plots the ROC curves on both linear and
log scales. We observe that the ensemble learning method (Random
Forest) performs the best, especially in the low FPR region.
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Figure 10: Comparison of AIAwith di�erent adversarialmod-
els and a batch size of 1 on the Adult dataset.

B.2 Full Results From Main Paper
Figure 11 provides a complete comparison between single-round
and multi-round inference attacks on all datasets. Figure 12 evalu-
ates defense against all four types of inference attacks under both
the static and adaptive adversary settings.

B.3 Impact of Model Size
We conduct additional experiments to study the impact of model
size for all four types of inference attacks in Figure 13.
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(a) A�ribute Inference A�ack with a batch size of 16.
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(b) User Inference A�ack with a batch size of 8.
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(c) Property Inference A�ack with a batch size of 16.
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(d) Distributional Inference A�ack with a batch size of 128.

Figure 11: Comparison of single-round and multi-round inference attacks.
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(a) A�ribute Inference A�ack on the Adult dataset with a batch size of 16.
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(b) Property Inference A�ack on the Adult dataset with a batch size of 16.

�*�*#� ���(*#, 

���

��	

��


���

���

���

�
*
*
�
�
$
��
 
)
!'
)
%
�
&
�
 

�)+& 

�*�*#� ���(*#, 

�#"&���

�*�*#� ���(*#, 

��,� )*+)�

�*�*#� ���(*#, 

���

�*�*#� ���(*#, 

������

���
����� ��,�&*�" ��� �����

(c) Distributional Inference A�ack on the Adult dataset with a batch size of 128.
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(d) User Inference A�ack on the CelebA dataset with a batch size of 8.

Figure 12: Comparison of various defenses against static and adaptive adversaries.
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Figure 13: Sensitivity analysis of the impact of varying model sizes on the performance of inference attacks on the Adult (AIA,
PIA, DIA) and CelebA (UIA) datasets.
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