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EQUIVARIANT HIERARCHICALLY HYPERBOLIC STRUCTURES
FOR 3-MANIFOLD GROUPS VIA QUASIMORPHISMS

by Mark HAGEN, Jacob RUSSELL, Alessandro SISTO & Davide SPRIANO

ABSTRACT. — Behrstock, Hagen, and Sisto classified 3—manifold groups admitting a hierarchically
hyperbolic space structure. However, these structures were not always equivariant with respect to
the group. In this paper, we classify 3-manifold groups admitting equivariant hierarchically hyper-
bolic structures. The key component of our proof is that the admissible groups introduced by Croke
and Kleiner always admit equivariant hierarchically hyperbolic structures. For non-geometric graph
manifolds, this is contrary to a conjecture of Behrstock, Hagen, and Sisto and also contrasts with
results about CAT(0) cubical structures on these groups. Perhaps surprisingly, our arguments involve
the construction of suitable quasimorphisms on the Seifert pieces, in order to construct actions on
quasi-lines.
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1. Introduction

Fundamental groups of 3—manifolds are a major source of inspiration in geometric group
theory, providing a great part of the motivation for the notion of Gromov-hyperbolicity
and all its generalisations, the study of actions on nonpositively-curved spaces, and the
increasingly important role of special cube complexes.

One notion of “coarse nonpositive curvature”, inspired partly by special cube complexes,
is hierarchical hyperbolicity. Hierarchically hyperbolic spaces and groups were introduced
in [8] as a means of isolating geometric features common to mapping class groups and certain
CAT(0) cubical groups. After the definition took an easier-to-verify form in [5], a budding
study of hierarchical hyperbolicity has emerged. This has included

e finding new examples of hierarchically hyperbolic spaces and groups [5, 10, 40, 6, 7,
12, 11, 55, 28, 22, 32, 45, 46, 34, 42];

e development of new tools [24, 25, 48, 6, 54, 47];

e establishment of geometric and algebraic consequence of hierarchical hyperbolicity
[7,9, 3, 30, 43, 27, 23].

Very roughly, a hierarchically hyperbolic space structure on a space W consists of a set &
indexing a collection of d—hyperbolic space {C(U)}yes and a collection of projection maps
{my: W — C(U)}ues satistying a collection of axioms that allow for the coarse geometry of
W to be recovered from these projections; see [5, Definition 1.1] for the precise definition.
Often, W is a finitely-generated group G equipped with a word metric. In this case, stronger
results can be achieved when G is not only a hierarchically hyperbolic space (HHS), but
has a structure that is compatible with the group action. These hierarchically hyperbolic
groups (HHG) are defined precisely in Definition 2.16, but essentially this means that G
acts cofinitely on &, with elements g € G inducing isometries C(U) — C(gU) so that all of
the expected diagrams involving these isometries and the projections from the definition of
an HHS commute.

The difference between HHSs and HHGs is illustrated by the fact that being an HHS
is a quasi-isometry invariant property, but being an HHG is not [44]. While considerable
geometric information can be gleaned from merely knowing that G is an HHS (e.g. finiteness
of the asymptotic dimension [7] or control of quasiflats [9]), one gets much more from the
HHG property (e.g. semihyperbolicity [27, 23] and the Tits alternative [24, 25], or the
consequences listed in Corollary 5).

The first examples of hierarchically hyperbolic spaces beyond mapping class groups and
some cube complexes were the fundamental groups of closed orientable 3—manifolds whose
prime decompositions excludes Nil and Sol pieces [5]. However, the hierarchically hyper-
bolic structures constructed for such groups in [5] are in general non-equivariant. In the
present paper, we use new combinatorial techniques to produce equivariant hierarchically
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EQUIVARIANT HHS VIA QUASIMORPHISMS 3

hyperbolic structures for 3—manifold groups. While many of the consequences of hierarchi-
cal hyperbolicity were known previously for 3—manifold groups, we find this satisfying as a
complete answer to the question of hierarchical hyperbolicity for 3—manifold groups:

THEOREM 1 (Theorem 3.3). — Let M be a closed oriented 3—manifold. Then m M is
a hierarchically hyperbolic group if and only if M has no Nil, Sol, or non-octahedral flat
manifolds in its prime decomposition.

In light of the previous characterisation of which 3-manifold groups are HHSs, Theorem
1 says the only additional obstruction to being HHG are non-octahedral flat manifolds in
the prime decomposition.

Theorem 1 disproves a conjecture of Behrstock—Hagen—Sisto that there were examples of
non-geometric graph manifold groups that were hierarchically hyperbolic spaces, but not
hierarchically hyperbolic groups; see [5, Remark 10.2]. This is a surprising result as this
conjecture had a compelling heuristic justification. We explain this heuristic justification
and how we circumvent it, then discuss the outline of our proof of Theorem 1.

1.1. Comparison with cubulations: lines vs quasi-lines

To explain the justification for the original belief that some graph manifold groups were
not HHGs, we start with the octahedral hypothesis in Theorem 1. This says that the flat
pieces are quotients of E? by crystallographic groups with point group conjugate into O3(Z)
(see [29, Definition 2.2] or [33, Theorem 7.1]). For crystallographic groups in any dimension,
being octahedral is equivalent to cocompact cubulation [29]. Petyt—Spriano showed that
this is in turn equivalent to being an HHG [44]. So, while every crystallographic group is an
HHS via a quasi-isometry to Z", many crystallographic groups, such as the (3, 3, 3)—triangle
group, are not HHGs.

There is a similar obstruction to cocompactly cubulating w1 M when M is a non-geometric
graph manifold [31]. Specifically, 71 M can be cocompactly cubulated if it is flip in the sense
of [37], that is, in every Seifert piece there is a “horizontal” surface whose boundary circles
are fibres in the adjacent Seifert pieces. The idea behind the obstruction to cubulation is
then: if T < M is an elevation of a JSJ torus to the universal cover, and m M is cubulated,
then the walls in M cut through T in at least two intersecting families of parallel lines. If
the “flip” condition fails, then in some T, there will be at least three such families, and the
dual cube complex will contain TxR E3, preventing cocompactness. So, the obstruction
to cocompact cubulation arises from specific Z? subgroups getting “over-cubulated”, as is
the case with crystallographic groups.

The suspicion (confirmed in [44]) that cocompact cubulation is equivalent to the existence
of an HHG structure for virtually abelian groups, together with the restrictions on cubu-
lating graph manifolds, motivated the now disproven belief that non-flip graph manifold
groups could fail to be HHGs.
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The proof of Theorem 1 shows that constructing an HHG structure needs less than is
needed to cocompactly cubulate. Roughly, in a cocompact cubulation of 71 M, the immersed
walls in M cut through each Seifert piece in a collection of surfaces whose boundary circles
map to fibers in adjacent blocks; for each Seifert piece B we thus need a m B—action on a
line where certain elements act loxodromically and specific others fix points. For an HHG
structure, we only need an action of m B on a quasi-line such that the central Z acts
loxodromically, but the Z subgroups corresponding to the fibers of the adjacent Seifert
pieces act with bounded orbits. The latter constraint is satisfiable even if M is not flip. This
explains the involvement of quasimorphisms in our proof. The idea of using quasimorphisms
in building HHG structures originated in this project, but has already found additional
applications to Artin groups [28] and extensions of subgroups of mapping class groups [22].

Another simple application of these actions on quasi-lines is that central extensions of
hyperbolic groups by Z are HHGs.

COROLLARY 2 (Corollary 4.3). — If a group G is a central extension Z — G 5 F where
F' is a non-elementary hyperbolic group, then G is a hierarchically hyperbolic group.

While these central extensions were known to be hierarchically hyperbolic spaces by virtue
of being quasi-isometric to Z x F, it did not appear to be known that they are in fact HHGs.
We now discuss the proof of Theorem 1 in more detail.

1.2. Reduction to graph manifolds and admissible groups

Let M be a closed oriented 3-manifold. The proof of the forward direction of Theorem
1, that the existence of an HHG structure for 71 M implies that M has no Nil, Sol, or non-
hyperoctahedral pieces in it prime decomposition, is a consequence of results in [44, 5, 48].
The idea is that we can push the HHG structure of 71 M to the fundamental groups of each
of M’s prime pieces, implying they cannot be Nil, Sol, or non-octahedal flat.

The main part of the paper is therefore devoted to other direction of Theorem 1, namely
that if the prime decomposition of M excludes Nil, Sol, and non-octahedral flat manifolds,
then 1 M is an HHG. As the geometric cases can largely be handled by appealing to results
in the literature, the main new ingredient we need is that non-geometric graph manifold
groups are HHGs.

COROLLARY 3 (Corollary 3.2). — If M is a 3-dimensional non-geometric graph manifold,
then m1 M is a hierarchically hyperbolic group.

With Corollary 3 in hand, we can deduce the general case of Theorem 1 using the fact
that a group that is hyperbolic relative to HHGs is itself an HHG; see [5].

Our proof of Corollary 3 only relies on the specific way a graph manifold group decomposes
into a graph of groups. Hence, instead of working in the specific case of graph manifolds,
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we work in the setting of admissible graphs of groups. This is a class of groups introduced
by Croke and Kleiner to abstract the structure of 71 M, when M is a non-geometric graph
manifold [20]. Roughly, an admissible graph of groups is a nontrivial finite graph of groups
G where each edge group is Z? and each vertex group G, has infinite cyclic center Z,
with quotient F,, = G,,/Z, a non-elementary hyperbolic group. Additionally, the various
edge groups need to be pairwise non-commensurable inside each vertex group. The exact
definition is Definition 2.13. Hence, hierarchical hyperbolicity of m M is a special case of:

THEOREM 4 (Theorem 3.1, Proposition 6.8). — Let G be an admissible graph of groups.
Then m G is a hierarchically hyperbolic group. Moreover, if each quotient F,, is a free group,
then the associated hyperbolic spaces are quasi-isometric to trees.

Recently, Nguyen and Qing showed that every admissible group that acts geometrically
on a CAT(0) space is a hierarchically hyperbolic space [42, Theorem A]. Their result focuses
on CAT(0) geometry and does not in general produce equivariant structures. Our proof of
Theorem 4 will employ a much more combinatorial framework that will ensure equivariance
and avoid the need for the action on a CAT(0) space.

1.3. Consequences

Equivariant hierarchical hyperbolicity for fundamental groups of admissible graphs of
groups has several immediate consequences for these groups.

COROLLARY 5. — Let G be an admissible graph of groups, and let G = mG. Then:
(1) G acts properly and coboundedly on an injective metric space, and is hence semi-
hyperbolic;
(2) if G is virtually torsion-free, then G has uniform exponential growth;
(3) the action of G on the Bass—Serre tree is the largest (hence universal) acylindrical
action of G on a hyperbolic space;
(4) the Morse boundary of G is an w—cantor set. In particular, it is totally disconnected.

Proof. — The first assertion follows from the fact that G is an HHG (Theorem 4) by [27,
Corollary 3.8, Lemma 3.10].

For the other assertions, we will need that the =—maximal domain in the HHG struc-
ture is G—equivariantly quasi-isometric to the Bass—Serre tree T for G. We prove this in
Proposition 6.8. Because the definition of an admissible graph of groups ensures that 7" has
infinitely many ends, [3, Corollary 4.8] implies that G has uniform exponential growth. It
follows from [2, Theorem A] that the action of G on T is the largest acylindrical action of G
on a hyperbolic space(!). The last item on the Morse boundary follows from [46, Corollary
A 8] (using HHGs) or [17, Theorem 1.2] (using graphs of groups). O

(1) Theorem A of [2], as written, can be read as suggesting that 3—manifold groups are hierarchically hyper-
bolic groups, although at the time they were only known to be hierarchically hyperbolic spaces in the stated
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HHGs on quasi-trees vs cubical groups

We also note the following consequence for the question of when hierarchically hyperbolic
structures are forced to arise from cubulation. Corollary 3 provides a hierarchically hyper-
bolic structure in which the constituent hyperbolic spaces are all quasi-isometric to trees.
Such hierarchically hyperbolic structures also arise on fundamental groups of compact spe-
cial cube complexes [8] and more generally, groups acting geometrically on cube complexes
admitting factor systems [8, 32]. However, there are many examples of graph manifolds
whose fundamental groups are virtually special but not virtually compact special, and in-
deed not even virtually cocompactly cubulated [31]. Hence Corollary 3.2 provides examples
of groups that are not cocompactly cubulated, but do admit HHG structures in which the
hyperbolic spaces are all quasi-trees.

1.4. Proof ingredients: combinatorial HHS and quasi-morphisms

To prove admissible groups are HHGs, we employ the recent combinatorial HHS machin-
ery from [6]. For a group G, this requires constructing a simplicial complex Y and a graph
W, which are then combined in a graph Y *W. Intuitively, the role of those spaces is as
follows: the complex Y encodes the index set of a hierarchically hyperbolic structure, the
complex Y and the graph YW together encode the associated hyperbolic spaces, and W
is the (equivariant) quasi-isometry model of G.

In our case, the space Y is an augmented version of the Bass-Serre tree, where each vertex
is “blown up” to contain a copy of the coset it represents. This technique of building com-
binatorial HHSs by “blowing up the vertex groups” in some naturally-occurring hyperbolic
graph is quite flexible, and has analogues in a number of other contexts. For example, it
is applied in the context of certain Artin groups in [28], extensions of lattice Veech groups
in [22], and extensions of multicurve stabilisers in [46]. In [6], it is explained how to build
combinatorial HHSs for right-angled Artin groups and mapping class groups by respectively
blowing up the Kim—Koberda extension graph [38] and the curve graph.

In a general combinatorial HHS, Y is a simplicial complex with a G-action that has
finitely many orbits of links of simplices, and W is a graph whose vertices are maximal
simplices of Y, where the action of G on Y induces an isometric action of G of W. Given
Y and W, the graph YW is constructed from Y1) by joining every vertex of the maximal
simplex ¥ to every vertex of the maximal simplex A by an edge whenever 3 and A represent
adjacent vertices of W. The group G acts naturally on the resulting graph YW,

generality. But, as noted in [2, Remark 5.3], Theorem A holds for 3-manifold groups without needing an
HHG structure. Alternatively, by Theorem 1, the statement in [2] holds once one excludes non-octahedral
flat pieces from the prime decomposition.
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The spaces Y, W, and YW encode the HHS structure as follows. The elements of the
index set correspond to the links 1k(A) of non-maximal simplices A of Y (including the
empty simplex, whose link is Y'). The hyperbolic space associated to 1k(A) is the subgraph
Ik(A)*W of YW spanned by the vertices in 1k(A) = Y. Accordingly, we have to choose
the edges of W in a way that ensures that all of these spaces (including Y+"W itself) are
hyperbolic, while also ensuring that the action of G on W is proper and cobounded.

Hierarchical hyperbolicity demands not only the construction of a collection of hyperbolic
spaces, but also a coarse projection from W to each lk(A)™W (satisfying a list of proper-
ties [5, Definition 1.1]). To arrange this, the definition of a combinatorial HHS requires the
following: consider all of the simplices A’ < Y with the same link as A, and remove their
vertex sets (and incident edges) from YW to obtain a graph Ya, which contains lk(A)+"W.
We ask that the inclusion 1k(A)*W < Y, is a quasi-isometric embedding, for each non-
maximal simplex A. The exact definition of a combinatorial HHS is Definition 2.23, which
involves some additional (combinatorial) conditions.

Our combinatorial HHS and the role of quasimorphisms

Given an admissible graph G of groups, let T' be the Bass—Serre tree. The idea for con-
structing the simplicial complex Y for m1G is as follows: “blow up” each vertex v of T to
become the cone on a discrete set whose elements correspond to the associated coset of the
vertex group. Two such cones are then graph-theoretically joined according to the edges
of T’ resulting in a 3-dimensional simplicial complex. The action of m1G on T induces an
action on Y, by construction.

Having constructed the simplicial complex Y, we now need to construct the graph W
whose vertices are maximal simplices of Y and will serve as the geometric model for mG.
This is where quasimorphisms come in.

Specifically, for each vertex group G, we construct an action of G, of a quasi-line L,, so
that the center Z,, of G, acts loxodromically, and each cyclic subgroup conjugate to the im-
ages of the center of adjacent vertex groups acts elliptically. This is achieved by first choosing
an appropriate quasimorphism and then using a result of Abbott—Balasubramanya—Osin [1]
to promote it to an action on a quasi-line; see Lemma 4.2.

Using the action on this quasi-line, each vertex groups in our admissible graph of group is
equivariantly quasi-isometric to the product L, x F},, where F,, is the hyperbolic quotient
G,./Z,. Balls in the L, factor therefore give us coarse “level surfaces” in this product.
Moreover, if w is adjacent to u, the fact that the center Z,, acts elliptically on L, means
that Z,, is sent into one of these coarse level surfaces by the edge maps in G.

Now, maximal simplices of Y consist of an edge {u, v} of T and a pair of elements s, ¢ in
the corresponding cosets of the vertex groups. Using the above product structure, each of s
and t determine a level surface in each of the vertex groups corresponding to u and v, and
these two level surface will intersect in uniformly bounded subsets. Roughly, we define W
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so that there is an edge between two vertices if these bounded diameter subsets associated
to the two maximal simplices of Y are close; see see Definition 5.7 and Proposition 5.9 for
details. This definition will make W an equivariant quasi-isometric model for m G.

The definition of edges in W will ensure that the extra edges in Y+*" are only added
between vertices of Y that are uniformly close under the collapse map Y — 7. Hence
Y+W will be quasi-isometric to the Bass-Serre tree T and hence hyperbolic. The other
hyperbolic spaces coming from our combinatorial HHS are all either bounded diameter or
correspond to one of the two factors of the product L, x F), for one of the vertex groups.
One set of spaces will be quasi-isometric to the quasi-lines L,,, while the other will be quasi-
isometric to hyperbolic cone-offs of the F),. The quasi-isometric embedding conditions for
these hyperbolic spaces are verified using a combination of closest point projection in the
Bass—Serre tree 1" with the hyperbolic geometry of the F), factor of each vertex group.

1.5. Outline

Section 2 contains background on coarse geometry, graphs of groups and hierarchical
hyperbolicity. This includes the definition of an admissible graph of groups (Section 2.2)
and combinatorial HHS (Section 2.3). Section 3 presents the statements of our main results
in more detail and deduces Theorem 1 from Theorem 4. The rest of the paper is devoted to
the proof of Theorem 4. In Section 4, we use quasimorphism to produce actions of central
Z—extensions on quasi-lines. In Section 5, we construct the simplicial complex Y and the
graph W that will comprise our combinatorial HHS for an admissible graph of groups.
Section 6 contains the proof that (Y, W) is a combinatorial HHS. Section 6.1 focuses on
describing the link of simplices of Y and verifying the combinatorial parts of the definition
of a combinatorial HHS. Section 6.2 contains the proof that YW and the 1k(A)*W are
hyperbolic. Section 6.3 is devoted to checking that the inclusions lk(A)™" — YA are quasi-
isometric embeddings.
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2. Preliminaries
2.1. Coarse Geometry and Groups

We recall some basic notions from coarse geometry and outline some techniques we will
use repeatedly. For a metric space Y, we will use dy to denote the distance in the space Y.
The metric spaces we will consider will be undirected graphs, which we always equip with
the path metric coming from declaring each edge to have length 1. For a graph Y, we let
Y (©) denote the set of vertices of Y.

Let k 2 1, ¢ 2 0and f: Y — @ be a map between metric spaces. The map f is a
(k, £)—quasi-isometric embedding if for all z,y € Y we have

(7). F() ~ € < dy (e,) < wdg(f(2), T) + €

The map f is {—coarsely onto (or coarsely surjective) if for all ¢ € @, there exists y € Y
so that dg(q, f(y)) < & If f is a (k,§)—quasi-isometric embedding that is {—coarsely onto,
we say f is a (k,&)—quasi-isometry. A {—quasi-inverse of f is a map h: Q — Y so that
dy (y, h(f(y)) < & for each y € Y. The map f will be (k,&)—coarsely Lipschitz if

dy (z,y) < rdo(f(z), f(y)) +§

for all x,y € Y. We often omit the constants when their specific value is not relevant. Note
that the map f is a quasi-isometry if and only if f is coarsely Lipschitz and has a coarsely
Lipschitz quasi-inverse (where the constants on either side of this equivalence determine the
constants on the other).

A (quasi)-geodesic in a metric space Y is an (quasi)-isometric embedding of a closed
interval I € R into Y. When Y is a graph, we additionally require that the endpoints of
the (quasi)-geodesic are vertices of Y.

At times it will be convenient to work with coarsely defined maps. A £—coarse map from
a metric space Y to a metric space Q is a function f: Y — 29 where for each y € Y,
f(y) is a subset of @ with diameter at most £. By a slight abuse of notation, we still write
f:Y — @ to denote a coarse map. We say that a coarse map is coarsely Lipschitz, coarsely
onto, a quasi-isometric embedding, a quasi-inverse or a quasi-isometry if it satisfies the same
inequalities as described in the previous paragraph (where the distance between two sets is
the minimal distance between two elements).

For graphs, we frequently use the following criteria to determine whether a map is coarsely
Lipschitz and when an inclusion is a quasi-isometric embedding. The proofs are left as
straightforward exercises.

LEMMA 2.1 (Locally Lipschitz is Lipschitz). — For each £ > 0 and k > 0, there exists
& > 0 and k' = 1 so that the following holds. Let Y and @ be graphs and suppose
fo: YO — Q is a é-—coarse map. Let f: Y — Q be the map that extends fy by sending each
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edge e of Y to union of the images of the endpoints of e under fy. If dg(fo(x), fo(y)) < K
for each z,y € Y9 that are joined by an edge of Y, then f is a (', x')—coarsely Lipschitz
&' —coarse map.

LEMMA 2.2 (Coarse retracts are undistorted). — Let Y and @ be graphs and assume
there is an injective simplicial map i: @@ — Y. If there is a (k, k)—coarsely Lipschitz k—coarse
map f: Y — Q so that f(i(Q)) = i(Q) and for each g € Q, dg(q,i~' o f0i(q)) < K, then
the map i: Q — Y is a quasi-isometric embedding with constants determined by k.

We will apply Lemma 2.2 exclusively in the case where @) is a connected subgraph of Y.
In this case, we emphasise that the map f is coarsely Lipschitz with respect to the intrinsic
path metric on @ and not the metric the @ inherits as a subset of Y. A map f satisfying
the conditions of Lemma 2.2 is called a coarse retract of Y to Q.

We say a graph Y is d—hyperbolic if for any geodesic triangle in Y, the d—neighborhood
of any two sides covers the third side. Special cases of hyperbolic graphs are quasi-trees and
quasi-line, which are graphs that are quasi-isometric to a tree or line respectively. We will
need to use some ideas from the theory of relatively hyperbolic groups and spaces. Given a
collection of coarsely connected subsets Q of a graph Y, we define the electrification of Y
with respect to Q to be the space obtained from Y by adding an additional edge between
z,y € Y whenever there is Q € Q so that z,y € Q. We denote this electrification by }A/Q.
We say that Y is hyperbolic relative to Q if YQ is d—hyperbolic for some § > 0 and if it
satisfies the bounded subset penetration property; see [51, Definition 3.7] for full details.

Many of the graphs we will study will be the Cayley graphs of groups.

DEFINITION 2.3. — Let G be a group and J be a symmetric generating set for G. We
let Cay(G, J) denote the simplicial graph whose vertices are the elements of G and where
two elements g, h are joined by an edge if g~'h e J.

Note that the generating set J does not need to be finite; in fact we will consider non-locally
finite Cayley graphs throughout the paper.

Suppose a group G is acting by isometries on metric space Y. We say G acts coboundedly
if there exists a bounded set B such that G-B =Y. We say the action of G on Y is metrically
proper if for any bounded diameter subset K of Y, the set {g€ G : g- K n K # JJ} is finite.
A version of the Milnor-Schwartz lemma say that if a finitely generated group G groups
act metrically proper and coboundedly on a metric space Y, then the orbit map gives a
quasi-isometry Cay(G,J) — Y for any finite generating set J.

A finitely generated group G is hyperbolic if for some (and hence any) finite generating
set J, the graph Cay(G, J) is d—hyperbolic for some § = 0. A finitely generated group G is
hyperbolic relative to a finite collection of subgroups {Q1,...,Q,} if for some (and hence
any) finite generating set .J, the graph Cay(G, J) is hyperbolic relative to the collection of
all cosets of the @;’s. In particular, the Cayley graph Cay(G,J u Q1 ... Q) is hyperbolic.
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The next lemma is a useful tool that allows to verify that the electrification of a quasi-tree
with respect to quasiconvex subsets is again a quasi-tree.

LEMMA 2.4. — For all 6,k > 1 there exists 0’ such that the following holds. Let T’
be a graph that is (0, d)—quasi-isometric to a tree and Q be a collection of k—quasiconvex
subspaces of . Then the electrification I'g is (§',§")—quasi-isometric to a tree.

Proof. — We use the following consequence of Manning’s bottleneck criterion [39, Theo-
rem 4.6], formulated in [13, Section 3.6] (see also [22, Proposition 2.3]): a space is a quasi-tree
if and only if there exists & as follows: for any two points z,y, path p between them and
point z on a geodesic between z and y, we have d(z,p) < £. Moreover, the constants of the
quasi-isometry to a tree and £ each determine the other

Let £ be such a constant for the quasi-tree I' and let I = fg. Our goal is to find an
analogous é for . Let x,y be two points of I'©) = '© and let B be a f‘—geodesic between
them. Let Z be a point on 3 and 4 be some path in r connecting x and y between them.
Let § be a I'—quasi-geodesic between x,y. By [36, Corollary 2.6], the Hausdorff distance in
' between 5 and 3 is uniformly bounded by some R. Thus, there exists z € 8 such that
dp(2,2z) < R. Let 7 be the I'-path obtained from % by replacing r-r edges with geodesics
of T'. Since T is a quasi-tree, there is a point p € v with dr(p, z) < €. If p is also a point of 4
we are done. Otherwise, p is on a geodesic with endpoints on a x-quasiconvex @;, we have
dr(p,@Q;) < k. As Q; is coned-off in I and p intersects Q;, we obtain dp(p, %) < K+ 1. By
the triangular inequality,

dp(2,9) < dp(2,2) + dp(z,p) + dp(p,5)-

As each of the above quantities is uniformly bounded, we get the claim. O

We conclude with a lemma relating quotients and Cayley graphs with respect to infinite
generators.

LEMMA 2.5. — Let G be a group and N I G a normal subgroup. For any generating set
K of G satistying N € K the quotient map 7: G — G/N induces a (2, 1)—quasi-isometry

m: Cay(G, K) — Cay(G/N, n(K)).

Proof. — Let T' = Cay(G, K) and Q = Cay(G/N,n(K)). By construction, the map 7
gives a 1-Lipschitz map I' — Q. For each € G/N, let 6(z) be the be an element of the
coset gN in G so that 7(gN) = x. Given any x1, 29 € G/N with ] *zy € 7(K) we can find
y1 in the same coset as f(x1) and ys in the coset as 6(x3) so that y; 'ys € K. Since each coset
gN has diameter 1 in T, we have dq (7 (1), 7(22)) < dr(z1,22) < 2do(7(z1), 7(22))+1. O
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2.2. Graphs of groups

We start with recalling some definitions and notations from Bass—Serre theory. For a
comprehensive background, we refer the reader to [50]. Firstly, we recall that for Bass—Serre
it is useful to use the language of bi-directed graphs.

DEFINITION 2.6. — A bi-directed graph I" consists of sets V(T'), E(T") and maps

E) - V() x V(I); E(T) — E(T)
a— (at,a”) a—
satisfying & = o, a # « and (@)~ = at.

The elements of V(') are called vertices, the ones of E(T') are called edges, the vertex
a~ is the source of o, a™ is the target and & is the reverse edge. A bi-directed graph I is
finite if both V(T"), E(T") are finite sets. A subgraph of T" is a bi-directed graph I such that
V({I) < V(') and E(I'") < E(T'). Given a bi-directed graph T', it is standard to associate
to it a an undirected graph |I'|, where the vertices are the elements of V(I') and the edges
are pairs of edges of the form {«,a}. We call these pairs of edges {«, &} undirected edges
of G. An orientation on an undirected edge is choice of one of the directed edges. We say
that a bi-directed graph T is connected, respectively a tree if |T'| is connected, respectively
a tree. We say that a subgraph T of I is a spanning tree if V/(T') = V(I") and T is a tree.

The correspondence between T' and |T'| gives an equivalence between undirected graphs
and bi-directed graphs. The reason behind distinguishing the two classes is that the language
of undirected graphs is more natural when considering graphs as metric spaces, whereas bi-
directed graphs highlight combinatorial properties used to describe graphs of groups.

DEFINITION 2.7. — A graph of groups G consists of a finite connected bi-directed graph
T, two collections of groups {G,, | p€ V(I')} and {G, | o € E(T')} satisfying Go = Gg&, and
injective homomorphisms 74: G, — Go+ for each a € E(T).

DEFINITION 2.8. — Let G = (I, {G.},{G4},{7a}) be a graph of groups. We define the

group FG as:
g (ueV(F) ”) " (aeE(r)< >>

Let Sp(T") be a spanning tree of I'. The fundamental group of G with respect to Sp(T),
denoted by (G, Sp(T')), is the group obtained adding the following relations to F'G:

(1) ta = tgl;

(2) to =1 ifae E(Sp(I));

(3) taTa(z)tyt = 75(x) for all z € G,.

Given a graph of groups G we can associate to it the Bass—Serre tree T see e.g. [50,
Section 4]. This is the bi-directed graph whose vertices are cosets of the vertex groups, and
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two cosets are joined by a directed edge if there are representatives gG,, and hG,, such that
the vertices p and w are connected by an edge o with ™ = p and ht, = g. For a vertex v
of T we let ¥ denote the vertex p of G so that v = gG,. Similarly, given an edge e of T', we
define é to be the edge of G joining é™ and &~.

If the vertex v € T is the coset gG,, then stabiliser Stab,,g(v) is the conjugate
of the vertex group gG,g~'. Similarly, for each edge e of T, the stabiliser Stab., g(e) is
976(Go)g ™! = gtaTa(Go)t,1g™! where & = , and g is an element of 71 G so that gG:— and
gtoGesr are the vertices e~ and e™ respectively.

Even though T is a bi-directed graph, we will at times think of it as a metric space. When
we do this, we are implicitly referring to |T|, the undirected graph obtained from T. We
will use E to denote unoriented edges of T and e to denote an orientation on E.

Given a graph of groups, we want to provide a geometric model that encodes the geometry
of the entire fundamental group. To achieve this we will take the cosets of the vertex groups
and join them together using the information coming from the tree and the edge group. We
call the resulting space the Bass—Serre space. In order to keep track of the geometry of the
edge spaces, it is useful to introduce a combinatorial notion of edges with midpoints.

DEFINITION 2.9. — A subdivided edge is a (undirected) graph isomorphic to the graph
with vertices vy, v1,ve and edges between vy and v, and between vy and ve. The vertex vy
is called the middle vertex. Two vertices x,y of a graph I' are connected by a subdivided
edge if there is a subgraph of I' isomorphic to a subdivided edge with vy = x and vy = y.

DEFINITION 2.10 (Bass—Serre space). — Let G be a graph of finitely generated groups.
For each vertex group G, and edge group G, fix once and for all finite symmetric generating
sets J,, and J, respectively, such that J, = Jg and 7o(Ja) S J,+. We build the Bass—Serre
space X for the graph of groups G in three steps.

Step 1: vertex spaces. For each vertex v = gG,, of T, we define X, to be the graph
with vertex set gG,, and with an edge between z,y € gG,, if 1y € J,. We call each X,, the
vertex space for v € T(®). Because each vertex group injects into m G, each X, is graphically
isomorphic to the Cayley graph of G with respect to the generating set Jy.

Step 2: subdivided edges. Given an undirected edge E of T, pick an orientation e € E
and let « = é, p = a™, and w = a~. Fix an element g € mG so that ¢G, = X,- and
gtaGy = X.+. For each a € G,, add a subdivided edge between gr5(a) € 9G, = X.-
and gta7o(a) € gG, = X.+. By Definition 2.8.(3), if x = g7a(a), then xt, = g7a(a)ta =
gtaTa(a). Hence, all such x and xt, are joined by a subdivided edge and the addition of
these subdivided edges does not rely on our specific choice of representative g € m1G. Since
t,1 = ta, the addition of these subdivided edges is also independent of the orientation
chosen for E.

Step 3: edges spaces. Let E be an undirected edge of T' with orientation e. Let e™ = v,
e~ = w, and é = a. For each subdivided edge added between X, and X,, there is a middle
vertex. Let a,b be two of these middle vertices and x,y the vertices of X, adjacent to them.

TOME 1 (-1), FASCICULE 0



14 Mark HAGEN, Jacob RUSSELL, Alessandro SISTO & Davide SPRIANO

To complete the Bass—Serre space, we add an edge between any two such a,b if v~y € 74(Ja)
in mG. This is independent of the orientation for E because if p,q are the vertices of X,
adjacent to a and b respectively, then p = xt,, and q = yt,. Thus p~1q =t o~ tyt,, which
implies 71y € 7,(Jy) if and only if p~1q € 754(Js) by Definition 2.8.(3).

For each (directed) edge e in T, we use X, to denote the (undirected) graph whose vertices
are all of the middle vertices of the subdivided edges between X .+ and X.- with the edges
defined as above. We call X, the edge space for e and note that X, = Xz. Each edge space
X, is graphically isomorphic to the Cayley graph of the edge group Gz with generating set
Js. We let .. X, — X .+ denote be the map that associates to each middle vertex the only
vertex of X, adjacent to it, and we define 7z analogously. Figure 2.1 gives a schematic of
the edge spaces and T, maps.

The Bass—Serre space X for the graph of groups G is the space constructed from taking
all the vertex spaces in Step 1, adding in all the subdivided edges from Step 2, and then
adding in all the edges of the edge spaces in Step 3. The group G acts on the disjoint union
of the vertex spaces by left multiplication. This action can be extended to the subdivided
edges and edge spaces to give an action of m1G of X by isometries. The edge space maps T,
and Tz are equivariant with respect to this action.

REMARK 2.11. — Forevery z,y € X., we have dx (z,7.(z)) = 1 and dx_, (7e(z), 7e(y)) <
dx, (x,y) + 2.

While the inclusion of the vertex and edge spaces in to the Bass—Serre space are simplicial
injections, their images maybe very distorted in the total metric on X. However, as there
are only finitely many vertex and edge groups, we have uniform control over this distortion

LEMMA 2.12. — Let G be a graph of groups with Bass—Serre tree T and Bass—Serre
space X. There exists a monotone diverging function h: [0,00) — [0,0) so that for each
vertex v and edge e of T we have

dx, (z,y) < h(dx(z,y)) and dx, (z,y) < h(dx(z,y))
for any x,ye X, orz,y € Xe.
Proof. — For each v € T(9)| define h,: [0,00) — [0,0) to be
hy(r) = max dx, (x,y)}.
v( ) {z,yeX:dx, (x,y)Sr}{ XU( y)}
Because X is locally finite and 71 G acts transitively on the vertices of the vertex and edge
spaces respectively, h, exists and is a monotone diverging function. We similarly define A,
for each edge e of T'. If two vertices, v and w, or two edges, e and f, are in the same 7w G—
orbit then h, = h,, and h. = hy. Since mG acts of T' with finitely many orbits of edges and
vertices, we can find the desired h by taking the minimum over all of these finitely many
orbits. O
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X’LU

Figure 2.1. The cosets corresponding to the edge e are connected by a subdivided edge.
In the picture, we assume that et = v. To every edge of X, corresponds an edge in
X., X, but additional edges might be present.

Croke and Kleiner introduce the following class of admissible graphs of groups to abstract
the properties of the graphs of groups structure of the fundamental groups of non-geometric
graph manifolds [20]. This will be the class of graphs of groups that we will study.

DEFINITION 2.13. — Let G = (I, {G},{Ga}, {Ta}) be a graph of groups. We say G is
admissible if the following hold:

(1) T contains at least 1 edge.
(2) Each vertex group G, has center Z,, that is a infinite cyclic group, and G, /Z, = F,,
is a non-elementary hyperbolic group.
(3) Each edge group G, is isomorphic to Z2.
(4) If o is an edge with p = ot and w = a~, then (77 1(Z,),75 " (Z,)) is a finite index
subgroup of Gy, = Z2.
(5) If g, are distinet edges with af = af , then
e for each g € ™G, g7, (Ga,)g ™!
o foreach g € mG—7a,(Gay)s 970y (Gay)g

is not commensurable with 7,,(Ga,);

~1 is not commensurable with 7,, (G4, )
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We conclude this section with a few basic consequence of Definition 2.13. First we apply
a theorem of Bowditch to obtain that the hyperbolic quotients, F),, are actually hyperbolic
relative to the subgroups coming from the incident edge groups.

LEMMA 2.14. — Let G be an admissible graph of groups. For each vertex y, let w, be the
quotient map w,: G, — F,, where F), is the quotient G, /Z,. The group F,, is hyperbolic
relative to the collection {m,(74(Gy)) : v Is an edge with o = p}.

Proof. —

Let I, be the set of edges a of G with a™ = p and let A, = 74(G,) for each a € I,.
We want to show that {m,(A.): a € In} is an almost malnormal collection of quasiconvex
subgroups as this implies F), is relatively hyperbolic by [15, Theorem 7.11].

We first establish that 7,(A,) is virtually cyclic for each « € I,,. By construction, m,(Aq)
is the quotient of A, by A, N Z,,. Since A, = Z? and F), is hyperbolic, A, must intersect
Z,, in a non-trivial subgroup. Hence 7, (A,) must be virtually cyclic. Note, this implies each
7u(Aq) is quasiconvex in F), as virtually cyclic subgroups of hyperbolic groups are always
quasiconvex.

We now show the set {7, (Aq) : a € I,,} is an almost malnormal collection of subgroups of
F,,. Since each 7, (A,) is virtually cyclic, if the collection fails to be almost malnormal, there
must be a1, as € I, so that some conjugate of 7, (Aq, ) is commensurable to 7, (Aq,) in F,.
Because Z,, =~ Z and each A, =~ Z?, this would imply a conjugate of A,, is commensurable
to A, in m1G. As this would contradict Definition 2.13.(5), we must have that {m,(A.) : €
I,} is an almost malnormal. The lemma now follows by applying [15, Theorem 7.11]. O

Lastly, we note that by choosing appropriate infinite generating sets for the vertex groups
G, we can make Cayley graphs that are quasi-isometric to the hyperbolic groups F), as well
as the electrification of F), by the cyclic subgroups from the incident edge groups. Recall
each vertex group is a central extension Z, — G, — F,, where Z,, is cyclic and F), is
hyperbolic.

LeEMMA 2.15. — Let G be an admissible graph of groups. Let I,, be the set of edges o
of G with o = p, then let £, = Uadu Ta(Gao). For each finite generating set J, of G, we
have:

(1) The quotient map =, : G, — F,, induces a quasi-isometry
Tt Cay(Gu, Ju v Z,) — Cay(Fu, mu(Jy)),
in particular Cay(G,, J,, v Z,,) is hyperbolic and hyperbolic relative to the collection
{97a(Ga) :a € 1, and g€ G.}.
(2) The quotient map w,: G, — F,, induces a quasi-isometry
mu: Cay(Gu,J, &) — Cay(Fu,mu(J, U Ey)).
Hence, Cay(G,,,J, v &,) is hyperbolic and will be a quasi-tree whenever F), is
virtually free.
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The quasi-isometry constants are independent of G.

Proof. — The fact that the map are quasi-isometries follows from Lemma 2.5. The first
relative hyperbolicity follows from Lemma 2.14. For the second, since F), is hyperbolic
relative to the subgroups {7, (7(Ga)) : @ € I,} (Lemma 2.14), the graph Cay(F),,m,(J, v
£.)) is hyperbolic. Moreover, if F), is virtually free, then Cay(F),, 7,(J,)) is a quasi-tree.
Hence the fact that Cay(F),, m,(J, U€&,)) is a quasi-tree is a consequence of Lemma 2.4. [

2.3. Hierarchically hyperbolic groups

As we will not directly require the full definition of a hierarchically hyperbolic space, we
will only review the necessary data to define a hierarchically hyperbolic group. We direct
the reader to [5] or [53] for complete details on the HHS axioms.

Fix E > 1. An E-hierarchically hyperbolic space (HHS) structure on a geodesic metric
space X starts with a set & indexing a collection of E-hyperbolic spaces {C(V)}ves. For
each V € &, there is an (E, E)—coarsely Lipschitz, F—coarsely surjective projection map
pv: X — C(V). The set & is also equipped with three combinatorial relations: nesting (Z),
orthogonality (L), and transversality (). To be a hierarchically hyperbolic space structure
for X, the set G and these relations and projections need to satisfy a number of axioms.
The most relevant for us are:

e Every pair of distinct elements of G is related by exactly one of =, 1, or .

e A and | are both symmetric, while & is a partial order.

e IfVIWandUC V, then U L W.

e If V.o W or VAW, then there exists a distinguished subset pl;, < C(W) with
diameter at most F.

We use G to denote the entire HHS structure (the spaces, projections, relations, and
distinguished subsets) and the pair (X, &) to denote the hierarchically hyperbolic space X
equipped with the specific HHS structure &. An HHS structure can be transferred across a
quasi-isometry f: ) — X, by replacing the projection maps py with ¢y o f. In particular,
if a finitely generated group G acts metrically properly and coboundedly on an HHS (X, &),
then & is also a hierarchically hyperbolic space structure for G equipped with any word
metric (or equivalently any Cayley graph of G with respect to a finite generating set).
However, the maps and relations defining & need not be equivariant with respect to the
action of G. If the HHS structure is compatible with the group action, then we can have
the following stronger definition of a hierarchically hyperbolic group.

DEFINITION 2.16. — Suppose a finitely generated group G is acting isometrically on an
E-hierarchically hyperbolic space (X,&). We say & is an E-hierarchically hyperbolic group
structure if
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the following for all V,U € & and g,h € G.
e The map (gh)y: C(V) — C(ghV) is equal to the map gry ohy: C(V) — C(hV).
o Foreach x € X, gv(pv(z)) = oqv(g - ).
o IfVAU or V 2 U, then gv(p};) = pgg.
We say G is a hierarchically hyperbolic group (HHG) if there exists an HHS (X, &) so that
G is an E-HHG structure for G for some E > 1.

Modulo the incompleteness of our description of a hierarchically hyperbolic space struc-
ture, the above definition of a hierarchically hyperbolic group is precise.

There are examples of finitely generated groups that have hierarchically hyperbolic space
structures, but do not have any hierarchically hyperbolic group structures. In fact, there
are groups that are not HHGs, but have finite index subgroups that are HHGs [44].

We will need the following proposition, originally due to Paul Plummer, to check that
certain 3-manifold groups are not HHG.

PROPOSITION 2.17 (Invariant quasiflats for virtually abelian subgroups). — Let (G, &)
be an HHG. Let A c G be a virtually Z* subgroup for some k > 1. Then there exists { > k
and Uy, ...,U; € & such that the following hold:

(1) {Un,...,Us} is A-invariant.
(3) There exists L < oo such that diam(py (A)) < L for Ve & — {Uy,...,Us}.
(4) For each i < ¥, the image oy, (A) of A in C(U;) is a quasi-line.

Hence the (A-invariant) hierarchically quasiconvex hull F of A is quasi-isometric to Z*.

Hierarchically quasiconvex hulls are discussed in [5, Section 6].

Proof of Proposition 2.17. — We adopt the standard convention that for a,b € G and
V € 6, dy(a,b) denotes dy (py(a), pv(b)). Let 1 denote the identity in G and equip both
A and G with word metrics from finite generating sets.

Apply [44, Theorem 5.1] to obtain a nonempty A—invariant set of elements Uy, ..., Uy € &
such that

e UplUjfor1<i<j<¥
e if W € & has the property that pw (A) is unbounded, then W = U; for some i;
e oy, (A) is unbounded for each i < /.

Each ¢y, (A) is a quasiline: Since ¢ < oo, there is a finite-index subgroup A < A such
that A-U; = U; for all i. Assume, by passing to a further finite-index subgroup, that A~7F
In particular, A acts on each of the E-hyperbolic spaces C(U;).
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Since A has finite index in A, and @y, is (E, E)—coarsely lipschitz and Afequivariant, we
have that oy, (A) and A - ¢y, (1) lie at finite Hausdorff distance. In particular, the above
choice of the U; implies the orbit A- ¢y, (1) is unbounded for each U;. Proposition 3.1 of [16]
therefore provides four options for the action of AoncC (U;): focal, general, horocyclic, or
lineal. We verify the the action must be lineal.

Since A is abelian, it does not contain a free sub-semigroup and hence the action on C(U;)
action cannot be focal or general. By [25, Theorem 3.1], any infinite-order element of Ais
loxodromic on C(U;), so the action is not horocyclic. Hence the action is lineal. In particular,
the orbit A - ¢y, (1), with the metric inherited from C(U;), is (C, C)-quasi-isometric to Z
and C—quasiconvex, where C' depends on A and the HHS constant E. Up to enlarging C,
we can assume that oy, (A4) is a C—quasiconvex (C, C')—quasiline. Moreover, since there are
finitely many ¢, we can assume that the same constant C' works for all 7.

Bounding remaining domains: We now bound the diameter of oy (A), V ¢ {Uy,...,Us}.

CLAIM 2.18. — There exists L > 0 such that diam(py(A)) < L for all V € & —
{U1,...,Ud.

Proof of Claim 2.18. — It suffices to prove the claim for the finite-index subgroup A
of A, since the maps ¢y are all (E, E)—coarsely lipschitz. Choose ay,...,a; € A such that
ai,...,ar generate the finite-index subgroup A isomorphic to Z*. For any ¢ € G, let Big(g)
be the set {W € & : diam(pw ({g))) = ©}. By [24, Lemma 6.7], Big(g) is a finite, pairwise
orthogonal subset of & for any g € G. Moreover, Big(g) is non-empty whenever g has infinite
order by [24, Proposition 6.4].

We claim that Big(a;) is a non-empty subset of {Uy, ..., U} for all i. Let W € Big(a;). By
[44, Theorem 5.1] or [24, Lemma 6.3, Proposition 6.4], there is m € N so that a!* fixes W and
has unbounded orbits on C(W). By the choice of the U}, there exists j such that W = U;. If
W # Uj, then W & U,. Hence, p‘{}j is defined and is a subset of C(U;) of diameter at most
E. Since A has unbounded orbits in C(Uj), thereis g € A such that dy, (p%,gp‘{};) > 10°FE.
By the definition of an HHG and the fact that A fixes U;, we have gpl{}; = p%‘;v, sogW # W.
Now, ga™g~! has unbounded orbits on C(gW), but gag~! = a*. Hence, W, gW € Big(a;),
but they are not orthogonal by [24, Lemma 1.5]. This contradicts that the elements of
Big(a;) are pairwise orthogonal. Hence, W = U;.

Since we have shown that Big(a;) < {Uy,...,U} for all ¢, [24, Proposition 6.4] provides
a constant D(a;) such that diam(py({a;))) < D(a;) for all V. e & — {Uy,...,Us}. Let
D = max;<;<x D(a;). For any b € A, write b = af*---ap*. Since ay "'V ¢ {U,..., Uy}, we
have

dy(1,b) <d Lay®---ap*) +d, —niy (1ay™) <d (1,a5%---ay*) + D,
1

a;"lv( "y ay™v

and we get dy(1,b) < kD by induction. This bounds diam(py (A4)), which proves the
claim. 0
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This proves the enumerated statements. The distance formula in a HHG [5, Theorem 4.5]
now shows that the hull F4 of A is quasi-isometric to the product Hf=1 vy, (A), ie., to
the product of ¢ quasilines, i.e., to Z¢. Since A =~ ZF acts properly on F4, we must have
k<. O

2.4. Combinatorial hierarchical hyperbolicity

To verify that our admissible groups are hierarchically hyperbolic groups, we will employ
the combinatorial hierarchical hyperbolicity machinery introduced in [6]. This allows us to
forgo checking the axioms directly, and instead extract hierarchical hyperbolicity from an
action on a well chosen simplicial complex. We recall the required definitions and theorems
for this approach.

DEFINITION 2.19 (Join, link, and star). — Let Y be a flag simplicial complex. If Q, Z
are disjoint flag subcomplexes of Y so that every vertex of () is joined by an edge to Z, then
the join of Q and Z, Q) x Z, is the subcomplex of Y spanned by Q and Z. Given a simplex
A of Y, the link of A, 1k(A), is the subcomplex of Y spanned by the vertices of Y that are
joined by an edge to all the vertices of A. The star of A, st(A), is the join A x lk(A). We
consider J as a simplex of Y whose link and star are both Y.

DEFINITION 2.20. — Given a flag simplicial complex Y, a Y—-graph is any graph W
whose vertices are maximal simplices of Y. Here maximal means not contained in a larger
simplex.

If W is a Y —graph for the flag simplicial complex Y, we define the W -augmented graph
Y+W as the graph with the same vertex set as Y and with two types of edges:

(1) (Y—edge) If two vertices y1,y2 € Y are joined by an edge in Y, then y; and y, are
joined by an edge in YW,
(2) (W—edge) If Ay and Ay are maximal simplices of Y that are joined by an edge in
W, then each vertex of A, is joined by an edge to each vertex of Ay in YW,
We note that if a group G acts by simplicial automorphisms on Y that is an isometry of
Y+W  then there is an induced action by isometries of G on W.

DEFINITION 2.21. — Let A and A’ be simplices of the flag simplicial complex Y. We
write A ~ A’ if Ik(A) = 1k(A’). We define the saturation of A, Sat(A), to be the set of
vertices of Y contained in a simplex in the ~—equivalence class of A. That is x € Sat(A) if
and only if there exists A’ ~ A so that x is a vertex of A’.

DEFINITION 2.22. — Let W be a Y —graph. For each simplex A of Y, define YA to be
the subgraph of Y *W spanned by the vertices of Y *W — Sat(A).

Define C(A) to be the subgraph of Y spanned by the vertices in lk(A). Note, we are
taking the link in Y, not in Y+*W  and then considering the subgraph of Ya induced by
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those vertices. We give C(A) its intrinsic path metric (as opposed to the metric induced as
a subset of Ya). By construction, we have C(A) = C(A’) whenever A ~ A’. Note, since
is a simplex of Y with k() =Y, we have Yy = C(&) = YW,

DEFINITION 2.23. — Let 6 = 0, Y be a flag simplicial complex and W be a Y —graph.
The pair (Y, W) is a é—combinatorial HHS if the following are satisfied.

(I) Any chain of the form lk(A;) < lk(As) & ... has length at most 4.

(IT) For each non-maximal simplex A c Y, the space C(A) is d—hyperbolic.

(ITI) For each non-maximal simplex A, the inclusion C(A) — Y is a (,0)—quasi-
isometric embedding.

(IV) Whenever A and §2 are non-maximal simplices of Y, there exists a (possibly empty)
simplex II of Ik(A) such that 1k(A « IT) < 1k(2) and for all non-maximal simplices
A of Y so that 1k(A) € 1k(A) N 1k(Q) either
(a) diam(C(A)) < 0 or;
(b) Ik(A) < Ik(A +II).

(V) For each non-maximal simplex A ¢ Y and x,y € 1k(A), if z and y are not joined by
aY-edge of Y™V, but are joined by a W-edge of Y+*W | then there exits simplices
Ay, Ay € 1k(A) so that x € Ay, y € Ay, and A x A, is joined by an edge of W to
Ax Ay

THEOREM 2.24 ([6, Thoerem 1.8]). — Let (Y, W) be a d—combinatorial HHS.

(1) The graph W is a connected and a hierarchically hyperbolic space.

(2) Suppose G is a finitely generated group that acts on Y by simplicial automorphism.
If there are finitely many G—orbits of links of simplices of Y, and the action of G on
Y induces a metrically proper and cobounded action on W, then G is a hierarchically
hyperbolic group.

3. Statements of the main results

We now state the main result of the paper, summarise where the various parts of the
proof are found, and then deduce our application to 3-manifolds.

THEOREM 3.1. — Let G be an admissible graph of groups. Let S(T') and W = W, g be
the spaces from Definitions 5.1 and 5.7. For sufficiently large choices of r = 0 and R > 0,
the pair (S(T), W) is a —combinatorial HHS with § determined by G.

Moreover, m G is an HHG, because m1G acts on S(T') with finitely many orbits of links of
simplices, and the action on the set of maximal simplices of S(T') extends to a metrically
proper and cobounded action on W.

Proof. — Ttem (I) is verified in Lemma 6.4. Item (II) is verified in Proposition 6.8 and
Lemma 6.2. Item (IIT) is immediate when A = &f or C(A) is bounded, while the other cases
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are verified in Lemmas 6.14 and Lemma 6.15 (with Corollary 6.1 guaranteeing that all cases
are covered). Item (IV) is Lemma 6.6 and, finally, Item (V) is Lemma 6.5.

The statement on orbits of links is verified in Lemma 6.7, while the metrically proper
and cobounded action is shown in Lemma 5.11. The conclusion that G is an HHG then
follows from Theorem 2.24. O

Theorem 3.1 proves that non-geometric graph manifolds are HHG.

COROLLARY 3.2. — If M is a non-geometric graph manifold, then 1 M is a hierarchically
hyperbolic group, where the hyperbolic spaces in the HHG structure are all quasi-isometric
to trees.

Proof. — Since m1 M has the structure of an admissible graph of groups, we can apply
Theorem 3.1. The hyperbolic spaces in the HHS structure coming from a combinatorial
HHS are the C(A) (as stated in [6, Theorem 1.18]). These spaces are all quasi-isometric to
trees in the case of 3 M by Proposition 6.8 (and Lemma 6.2 for the bounded C(A)). O

We can now combine Corollary 3.2 and Corollary 4.3 with results from the literature to
classify when a 3-manifold group has an HHG structure in terms of the geometry of the
prime pieces. We say that a flat 3-manifold is octahedral if it is the quotient of R by a
3-dimensional crystallographic group whose point group is conjugate in GL3(R) into O3(Z).

THEOREM 3.3. — Let M be a closed oriented 3—manifold. 71 M is a hierarchically hy-
perbolic group if and only if M has no Nil, Sol, or non-octahedral flat manifolds in its prime
decomposition.

Proof. — We first show that if M has no Nil, Sol, or non-octahedral flat manifolds in its
prime decomposition, then m M is an HHG. Since being hyperbolic relative to HHGs will
make m M an HHG [5, Theorem 9.1], it suffices to prove that 7 M is an HHG whenever M
is prime and not a Nil, Sol, or non-octahedral flat manifold.

We first analyse the possible geometric cases from the geometrisation theorem.

e 53,52 x R, H3. In this case the fundamental group is hyperbolic, whence a hierar-
chically hyperbolic group.

e R3. The fact that the fundamental group of a manifold with geometry R? is an HHG
if and only if the manifold is octahedral follows from [44, Theorem 4.4].

e H? x R,PSLy(R). In these cases, the fundamental group is a central extension of Z
by a hyperbolic surface group, so we can apply Corollary 4.3 to conclude it is an
HHG (the H? x R case was previously known, see, e.g. [34, Proposition 3.1]). For
later purposes, note that this case also yields HHG fundamental groups when M is
a H? x R manifold with toroidal boundary.

In the non-geometric case, w1 M is hyperbolic relative to subgroups each of which is either
Z? or the fundamental group of a non-geometric graph manifold (this is a consequence of
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[21, Theorem 0.1] and is stated explicitly as [4, Theorem 9.12]; see also [14, Corollary EJ).
Each peripheral is therefore an HHG, so the conclusion follows from [5, Theorem 9.1].

We now assume 71 M has an HHG structure & and show M cannot have a Nil, Sol, or
non-octahedral flat manifold in its prime decomposition. If M is prime and has either Nil or
Sol geometry, then 71 M cannot be an HHG since it would not have quadratic Dehn function,
contradicting [5, Corollary 7.5]. If M is prime and is a non-octahedral flat manifold, then
m1M is not an HHG by [44, Theorem 4.4].

For the non-prime case, let My # - - - #M,, be the prime decomposition of M. Then w1 M is
hyperbolic relative to m My, ..., 71 M,. As the peripheral subgroups in a relative hyperbolic
group, each m M; is strongly quasiconvex in w3 M. Combining [48, Proposition 5.7] and [5,
Proposition 5.6], we have that restricting the projections in the HHG structure & to the
subgroup m M; produces an HHS structure for 7 M; (but not necessarily an HHG structure).
As before, this says M; cannot have Nil or Sol geometry.

To rule out non-octahedral flat geometry, suppose M; is a flat manifold. Then, 7 M; is
virtually Z? and Proposition 2.17 says there are Ui, ...,U, € G so that

o {Uy,...,Us} is pairwise orthogonal and 71 M;—invariant;

e diam(py (m1M;)) is uniformly bounded for all Ve & — {Uy,...,Us};
e for each i € {1,...,¢}, vy, (mM;) is a quasi-line in C(U;);

e the hierarchically quasiconvex hull of w1 M; is quasi-isometric to Z¢.

Since w1 M; is strongly quasiconvex in w1 M, it is undistorted and the hierarchically qua-
siconvex hull of 71 M; is uniformly close to w1 M; in 71 M. Hence w1 M; acts properly and
cocompactly on its hierarchically quasiconvex hull. As 7 M; it virtually Z3, this implies the
number ¢ in the bulleted properties is 3. Hence, we can make an HHG (and not just HHS)
structure for 7 M; by using the three quasilines ¢y, (71 M;), ou, (11 M;), pu,(m1M;) and a
finite number of bounded diameter spaces (this is the standard HHG structure on Z? with
the oy, (m1 M;) replacing the z,y, z axes). By [44, Theorem 4.4], this means M; must be an
octahedral flat manifold. O

REMARK 3.4 (Concrete description of octahedral flat 3-manifolds). — Combining [29]
and [33], a crystallographic group is octahedral (in any dimension) if and only if it is
cocompactly cubulated if and only if it is Helly. In [44], it is shown that for crystallographic
groups, this is equivalent to being an HHG. However, the octahedral flat 3—manifolds can
be explicitly listed, following Scott [49]. Specifically, if M is a compact orientable flat 3—
manifold, M is octahedral if and only if is one of the following:

e the 3—torus;

e made by gluing opposite faces of a cube with a % or i twist, on one pair;

e made by gluing opposite faces of a hexagonal prism with a %%Wist of the hexagonal
faces;

e the Hantzsche-Wendt manifold, which has point group (Z/27)3.
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The third one is tricky to visualise as octahedral, but here is an explanation in pictures
instead of matrices. Consider the tiling of E® by hexagonal prisms; this is the universal cover
of M and so m M acts freely with quotient the 3—manifold described above. In Figure 3.1,
we show one of these cells, P.

Figure 3.1. The %%Wist prism manifold is octahedral. The set of planes through lines
of the same colors are preserved by the %*tWiSt.

Consider the six coloured segments in the figure, three in each of the two hexagonal faces
of P. As indicated by the colours/labels, these come in three pairs of parallel segments, with
each hexagonal face contributing one of the segments in each pair. Each parallel pair lies
in a uniquely determined plane in E3. This set of three planes is invariant under an order
3 rotation of P about the central vertical line. Hence the 7w M —orbit of this family of 3
planes is a set of planes in E3 falling into three parallelism classes. Cubulating the resulting
wallspace (see e.g. [19]) therefore gives a proper cocompact action of w1 M on the standard
tiling of R by 3-cubes, whence 7 M is octahedral by [29] or [33]. One can also directly
compute a basis invariant under the point group.

According to [49], there is only one more compact oriented flat 3—manifold. This is also
constructed from a hexagonal prism by identifying opposite faces, but the hexagons are
identified using a % twist. (So, one can still cubulate w1 M as above, but this gives an action
on RS, which is not cocompact.) This manifold is not octahedral since O3(Z) does not have
an orientation-preserving element of order 6.

4. Quasi-lines from quasimorphisms

We now use quasimorphisms to construct the actions on quasi-lines. This is both an
essential ingredient in our construction of a combinatorial HHS for an admissible graph of
group and the key to proving that central extensions of Z by hyperbolic groups are HHGs.

We first build quasimorphisms for central extensions where the center is unbounded.
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LEMMA 4.1. — Suppose that the central extension of groups Z - G = F corresponds
to a bounded element of H?(F,7). Then there exists a quasimorphism ¢: G — 7 which is
unbounded on (Z).

Proof. — The fact that the cohomology class associated to the central extension is bounded
implies that there exists a (set-theoretic) section s: F' — G so that there are only finitely
many possible values of s(f1)s(f2)s(fife)~! as fi1, fo vary in F. Hence, if we define c €
H2(F,Z) by c(f1, f2) = ¢ (s(f1)s(f2)s(f1f2)""), then the absolute value of c(f1, f2) is
bounded independently of fi, fs.

We now define ¢. Any = € G can be written in a unique way as s(f;)c(t,) for f, € F and
t, € Z. Hence we can set ¢(x) = t,. To show that ¢ is a quasimorphism note that, since
L(Z) is central and s(f1)s(f2) = t(c(f1, f2))s(f1f2), we have

Ty = S(facﬁ(ta:)s(fyﬁ(tu) = S(fac)s(fy)L(ta: + ty) = S(fa:fy)L(c(fwyfy) +i + ty)-

Hence, ¢(zy) = ¢(x) + ¢(y) + c(fz, fy), and we are done since the absolute value of ¢(fz, fy)
is uniformly bounded. O

We now use quasimorphisms to show that the vertex groups of an admissible graph of
groups have the desired action of a quasi-line.

LEMMA 4.2. — Let G = (I', {G.}, {Ga}, {7a}) be an admissible graph of groups. For each
edge o of G, denote Cp, = 7o (1) "1 (Z4a-)) < Gu+. Each vertex group G,, has an infinite
generating set S,, so that the following hold.

(1) Cay(G,S,) is quasi-isometric to a line,

(2) the inclusion Z,, — Cay(G,S,) is a Z,,—equivariant quasi-isometry,

(3) for each edge o with o = pi, Cy, is bounded in Cay(G,,S,) (in fact, the bound is
uniform over all a, i since there are finitely many).

Proof. — By [1, Lemma 4.15], if one can find an unbounded homogeneous quasimorphism
b G, — R, then there exists a generating set .S, such that Cay(G,,, S,) is quasi-isometric
to a line and an element g € G acts loxodromically if and only qg(g) # 0. In particular, items
(1), (2) and (3) are equivalent to the existence of a quasimorphism ¢ : G, — R so that
#(Z,) is unbounded, but ¢(C,) is uniformly bounded for all edges a with a* = g (then
¢ is the homogenization of ¢). Note that each C, does not intersect Z, in G,. Hence, the
quotient map m,: G, — F), is injective on C, and we have that 7,(Cy) < m,(7a(Ga)) is
infinite.

We now construct certain auxiliary quasimorphisms. The first one, ¢,,, is just the homog-
enization of the quasimorphism from Lemma 4.1, which we can apply by condition Defini-
tion 2.13.(2) and the fact that every cohomology class of a hyperbolic group is bounded [41].
The other ones are constructed as follows. We claim that for each edge a of G with a™ = pu,
there is a homogeneous quasimorphism 4 : Fj, — R so that ¥ (7, (ca)) = 1, where ¢, is a
fixed generator of Cy, and 1, (ce’) = 0 for all other edges o’ with o/t = p.
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By Lemma 2.14, F), is hyperbolic relative to the subgroups m,(7.(Ga)) for edge of G with
a® = p. In particular the subgroups 7,(7,(G4)) are (jointly) hyperbolically embedded in
F,,. We can then appeal to [35, Theorem 4.2] to find the required quasimorphism. (The
construction of Epstein—Fujiwara [26] should also be applicable to construct such quasimor-

phisms).
Let ¢ = 9o o m, and observe that
= ¢u Z ¢u Ca
at=p
satisfies all the required properties. Thus, ¢ is the desired quasimorphism. O

To prove the first two bullet points of Lemma 4.2, we do not need the full definition
of an admissible graph of groups. That is, if we have a central extension of groups Z —
G 5 F corresponds to a bounded element of H?(F,Z), then [1, Lemma 4.15] says the
quasi-morphism from Lemma 4.1 produces a generating set S for G so that Cay(G,S) is
a quasi-line where the inclusion of the central Z is a Z—equivariant quasi-isometry. This
construction allows us to prove all such central extension are HHG.

COROLLARY 4.3. — If a group G is a central extension Z — G % F where Z is an
infinite cyclic group and F' is a hyperbolic group, then G is a hierarchically hyperbolic
group.

Proof. — Let z be the generator for Z and J be a finite symmetric generating set for G
that contains z. We will identify F' with the quotient G/Z and write elements of F' as coset
of Z. As described in the paragraph before Corollary 4.3, there is a generating set S for G
so that Cay(G, S) is a quasi-line and the inclusion of Z into Cay(G, S) is a Z—equivariant
quasi-isometry. Let L = Cay(G, S) and H = Cay(F,n(J)). We will prove that the diagonal
action of G on L x H is metrically proper and cobounded (where we fix, say, the ¢;—metric
on said product). This will imply that G is an HHG as any group acting metrically properly
and coboundedly on a product of hyperbolic spaces preserving the factors is an HHG; see
[5, Section 8.3] or [34, Proposition 3.1].

To prove coboundedness, let r be large enough that every point in L is within r of an
element of Z. Hence, for any vertex (k,hZ) of L x H, there is a power z" of z so that
dr(k,2"h) < 2r. Thus z"h - (1,Z) = (2™h,hZ) is within 2r of (k, hZ) and hence the action
of G of L x H is cobounded.

Moving on to metric properness, let BL(r) and B (r) be the balls of radius 7 > 0 around
the identity element in L and H respectively. Since G acts coboundedly on L x H, every
bounded diameter set of L x H is contained in some G—translate of BL(r) x BH (r) for some 7.
Hence it suffices to prove that the set of g € G such that g(BL(r) x B2 (r))nBL(r)x BH(r) #
& is finite.

If g(Br(r) x BE(r)) n (BX(r) x BH(r)) # &, then gB*(r) n B*(r) # & for * = L or H.
The set {g € G : gBH(r) n BH(r) # J} is contained in the set {g € G : dy(gZ, Z) < 2r}.
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However, because F' is finitely generated, the later is the union of finitely many cosets of
Z. Now, since orbit maps of the action of Z on L are quasi-isometries, each coset of Z can
only contain finitely many element g for which gBL(r) n BY # . Together, these say that
the set

{ge G :g(B"(r) x BH(r)) n (BX(r) x BE(r)) # &5}
is finite. ]

We now translate the content of Lemma 4.2 into the language and notation of Bass—Serre
space. Firstly, let us introduce the analogues of Cay(G,,Sy).

DEFINITION 4.4 (Space L,). — Let G = (I',{G.},{Ga}, {Tat}) be an admissible graph
of groups. Let X be the Bass—Serre space associated to G and T be the Bass—Serre Tree of
G. For each vertex p1 of G, let S,, be a generating set of G, as in Lemma 4.2. Without loss of
generality we can assume J,, S,
vertexv € T with i = v, let gG,, be the corresponding coset of G,,. Define L, to be the graph

where J,, is the fixed finite generating set of G,,. For a

with vertex set gG,, and edges connecting z,y € gG,, if x='y € S,,. Since L, is obtained
from X, by adding extra edges to the same vertex set, there is a distance-non-increasing
map p,: X, — L, that is the identity on the vertices.

PROPOSITION 4.5. — Let G be an admissible graph of groups with Bass—Serre tree T
and Bass—Serre space X. Let e be an edge of T, with v = e* and w = e~. Let g,h € G be
such that gZy < 75(Xy) < Xy, and hZy < X,,. There exists £ = 1, depending only on G, so
that:

(1) diam(py, o 7e © Té_l(gZuv,)) <.

(2) The restriction of p, to hZ; (seen with the induced metric of X,) is a (£, )—quasi-
isometry. In particular, the cosets hZy are undistorted in X,,.

(3) Let x € X,,. Then

dx, (2, 7e 075 N(gZp)) < &di, (po(2),pv 0 Te 075 N (9Zi5)) + €

Proof. — Item (1) is a verbatim translation of Lemma 4.2.(3) in the setting of Bass—Serre
spaces. The bound is independent of e, g, h since there are finitely many orbits of vertices
and edges.

For the proof of (2), fix a representative h of hZ;. This determines a map Z; — hZ;
defined as z — hz. Note that this maps is not canonical, as it depends on the choice of h, but
this will not be a problem. We consider three different metrics on the set Z;: the intrinsic
word metric dz on Cay(Z;), the restriction of (X, dx, ) using the inclusion Z; — hZ; < X,
and the restriction of (L,,dr, ) using the map p,. In particular, by choosing an appropriate
generating set on Cay(Z;), the maps Cay(Z;) — (hZy,d,) — (hZs,dr) are all distance
non-increasing. By Lemma 4.2.(2), the composition is a quasi-isometry, yielding that the
Dolnzy: (hZs,dy) — Ly is a quasi-isometry.

For the proof of (3), we will denote 7, o 75 ' (g9Zy) by Ce. Let x € 7.(X.) and 2’ € C, so
that dx, (z,C.) = dx,(x,2"). Now, there exist g € G so that z is contained in the coset gZ;
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in X,. Because we have proved Item (2), there is k > 1, depending only on G so that the
restriction of p, to gZ; is a (k, k)—quasi-isometry. In particular, there must be z € C, so
that dr, (py(Z), pv(9Zs)) < k. Moreover, we can choose & so that diam(p,(Ce)) < k as well.
Using that p,: X, — L, is distance non-increasing, we now have

dp, (2,2") < dx, (2,2") < dx, (2,7) < wdp, (po(2), po(T)) + £ < K, (po(x), po () + K%+ 5,
which implies
dLv (pv(m)vpv(ce)) < dXv <$7 Ce) < F;/dLu (pv(x)apv(ce)) + K2 + K.

The result follows by taking & = k2 + k. O

We remark that the statements of Proposition 4.5 are concerned only with the metrics of
the vertex spaces X, and not on the metric on all of X, where X,, and X, maybe distorted.
In the sequel, we will often use Proposition 4.5 to establish a uniform bound on distances
in X, or X, and then use Lemma 2.12 to translate this into a uniform bound on distances
in X.

5. Defining a combinatorial HHS: a blow-up of the Bass—Serre tree

In this section, we describe how to construct the simplicial complex and graph that make
a combinatorial HHS for an admissible graph of group. We prove that this construction
satisfies the requirements of Theorem 2.24 in Section 6.

For the remainder of this section, let G = (I, {G,},{Ga}, {Ta}) be an admissible graph
of groups (Definition 2.13) and fix G = mG. As in Section 2.2, we fix generating sets J,
and J, for the vertex and edge groups of G. Let T denote the Bass—Serre tree of G and
X the Bass—Serre space from Definition 2.10. For vertices v and edges e of T, X, and
X, will denote the vertex and edge spaces of X respectively. Recall that T(©) is the set
{9G, : g€ G,u e V(G)} and that for each v € T the elements of Xéo) are precisely the
elements of the coset gG,, = v. For an edge e of T, the maps 7. and 7 denote the maps
from the edge space X, into the vertex spaces X .+ and X,- = X+ described in Definition
2.10.

We also fix the generating sets S, from Lemma 4.2 for the vertex groups G, that produce
Cayley graphs that are quasi-lines. Accordingly, for each vertex v € T(®) we have the quasi-
line L, from Definition 4.4, which is the Cayley graph of the coset gG,, = v with respect to
the generating set S,,. As described in Definition 4.4, there is a 1-Lipschitz map p,: X, —
L,.

The simplicial complex for our combinatorial HHS will be the following complex S(7T')
that is a “blow-up” of the Bass—Serre tree T to include the vertices of each vertex space X,
at each vertex v e T.

ANNALES DE L’INSTITUT FOURIER



EQUIVARIANT HHS VIA QUASIMORPHISMS 29

DEFINITION 5.1. — Let Q = | |,c7 X9, Define the function v: T |, Q — TO as
the identity on T®) and as v(s) = v if s € X,.

Let S(T') be the flag simplicial complex with vertex set T©) U Q and the following two
types of edges. First, each s € Q) is connected to v(s). Second, two vertices s,t € S(T)
are connected if v(s),v(t) are adjacent in T. Observe that v extends to a simplicial map
S(T) — T that we still denote v.

Having constructed our simplicial complex, we now need to define a graph W whose
vertices are the maximal simplices of S(T'). We start be describing the maximal simplices

of (7).

LEMMA 5.2 (Maximal simplicies in S(T")). — The maximal simplices of S(T') are exactly
the simplices of the form {s,v(s),t,v(t)}, where s,t € S(T)© — T©) and v(s),v(t) are
adjacent in T. We denote such a simplex by (s, t).

Proof. — Consider a simplex ¥ = {s,v(s),v(t),t} of S(T), where v(s),v(t) are adjacent
in T. Suppose that 3 is non-maximal. There then exists a vertex u of S(T) that is adjacent
to each of s,v(s),t,v(t). Since v is simplicial, this means that v(u) is equal to, or adjacent to,
each of v(s),v(t). Since T is triangle-free and v(s), v(t) are adjacent, v(u) cannot be adjacent
to both v(s) and v(t), so, without loss of generality, v(u) = v(s). Since u is different from s
and v(s), we therefore have that v~1(v(s)) contains a 3-cycle with vertices s, u, v(s). This
contradicts the definition of S(T). Thus ¥ is a maximal simplex.

Conversely, let ¥ be a maximal simplex of S(T'). Since v : S(T) — T is simplicial, v(X) is
either a vertex of T or an edge of T'. If v(X) is a vertex, then T" has some vertex v adjacent
to v(X) as T is a connected graph with at least two vertices. But then v x ¥ is a simplex
of §(T') properly containing Y. Hence v(X) must be an edge joining two vertices, v(s) and
v(t), of T. So, ¥ has the form Ag x Ay, where Ay is a simplex projecting to v(s) and A,
projects to v(t). Maximality of ¥ implies that Ay, A; are edges, as required. O

Our goal is to define the edges in W so that G has a metrically proper and cobounded
action on W, and so that we can verify the conditions of a combinatorial HHS. To accomplish
the former, we want to associate to each maximal simplex X(s,t) a uniformly bounded
diameter subset of X and then declare two maximal simplices to be joined by any edge if
their corresponding bounded diameter subsets are close in X. To facilitate this, we use the
following “coarse level sets” of the map p,: X, — L, from Definition 4.4.

DEFINITION 5.3 (“Level surfaces”). — Let v e T and s € X Forr >0, define or(s)
to be the set

or(s) :={x e X, :dp, (pu(s),pv(x)) <7}

While we will not use this fact directly, it is helpful to think of the vertex spaces X, as
having a product structure in which the subspaces parallel to one factor are the o,.(s) and
the subspaces parallel to the other factors are cosets of the gZ,,. Thus, if one compares to
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the motivating case of a graph manifold, we can think of the o.,.(s) as the “level surfaces”
of the vertex spaces and the gZ, (which are quasi-isometric to the L,) can be thought of
as “lines”.

The intersection of these “level surfaces” gives us a bounded diameter subset of X asso-
ciated to a maximal simplex.

DEFINITION 5.4 (Coarse points of maximal simplices). — Let N, (+) denote the c-neighborhood
of a set in X. Given s,t € S(T)(®) —T©) so that v(s) and v(t) are joined by an edge e of T
with et = v(s), define
P, (s,t) := Ni(0,(5)) n Ni(o.(t)).
Since o,(s) and o(t) are in different vertex spaces (X, vs X,,), P-(s,t) is precisely the set
of vertices x € X, so that 7.(x) € 04(s) and 7s(x) € 0,(t).

LEMMA 5.5. — There exists ro > 0 such that for all r > rq there exists £ > 0 so that
the following holds. Let s,t € S(T)(®) — T(©) be such that v(s),v(t) are joined by an edge
of T'. Then

e P.(s,t) is non-empty and has diameter at most &;

e the map (s,t) — P.(s,t) is a (£,§)—coarsely Lipschitz, {—coarse map from L, (s x
Ly(t) to X.

Proof. — Let v = v(s) and w = v(t), then let e be the edge of T from e~ = w to e™ = v.
The key tool for the proof is the following quasi-isometry from X, to L, X L.

CLAIM 5.6. — For each edge e of T, the diagonal map ®.: X, — L.+ x L.~ given by

‘I)e(x) = (peJr © Te(m)vpe* OTé(x))

is a uniform quasi-isometry with ®.(g-xz) = g - ®.(x) for each g € Stabg(e) and x € X..

Proof. — Let et = v,e” = w, then let p = ¥, w = W, and a = é. Equip G, with
the metric coming from Cay(Ga,Jo) and gtaZ,, gZ, with the metrics as subsets of X,.
By Proposition 4.5.(2), this metric is quasi-isometric to any intrinsic metric on the cosets
coming from a finite generating set of Z,, and Z,,.

Let g € G so that w is the coset gG,, and v is the coset gt,G,,. If we let 2, and z, be
arbitrary elements of Z,, and Z,, respectively, define ¢: gtnZ,, x gZ, — G by

(gtocz;u gzw) = T()Tl(zu)ﬂ;l(zw)'
Definition 2.13 says G, = Z? and that (7;1(Z,), 75 '(Z,)) is a finite index subgroup of G,
Hence, ¢ is a quasi-isometry.
Now define a map 6: G, — X, by 0(a) = 75 *(97a(a)). The construction of the Bass-

Serre space tells us 6 gives an isometry 0: Cay(G,, Jo) — X.. Moreover, 6(a) also equals
7. (gtaTa(a) for each a € G,,. Thus, we have

Py © 76(9(¢(9tazu7 92))) = pv(gtazu) and p,, o T€<9(¢(gtazu7 9%w))) = Pw(92w)

ANNALES DE L’INSTITUT FOURIER



EQUIVARIANT HHS VIA QUASIMORPHISMS 31

for each z, € Z, and z, € Z,. As py|gt., Z, and pylgz, are uniform quasi-isometries by
Proposition 4.5.(2), py X Dw: gtaZ X gZ, — L, x Ly, is a quasi-isometry. Hence,

(Pv X Pw) © (Te X Te) = (Pv X Pw) © ¢71 0!
is a quasi-isometry (here ¢! is any quasi-inverse of ¢ that inverts ¢ on its image).

The constants of all these quasi-isometries can be chosen independent of « because G has
finitely many edges. O

Let ®.: X, — L, x L,, be the quasi-isometry

z = (po(7e(2)), pu(7e(x)))
from Claim 5.6. Because ®. is coarsely onto, there exists ¢ € X, and ry > 0 so that
Dy © Te(x) is within Ry of p,(s) in L, and p,, o 7z(z) is within rq of p,(t) in L,,. Thus,
z € N1(ov(s)) n N1(ow(t)) = P.(s,t) is non-empty for each r = ry.

When P, (s,t) is non-empty, then ®.(P,(s,t)) S py(0r-(5)) X pw(or(t)), which is a bounded
diameter subset of L, X L,,. Since ®. is a quasi-isometry and the inclusion of X, into X is
1-Lipschitz, P,(s,t) is then a bounded diameter subset of both X, and X.

Finally, the map ¥.: L, x L,, — X, given by (s,t) — P.(s,t) is a quasi-inverse of ®..
Since the inclusion of X, into X is 1-Lipschitz, the extension W, into X will be coarsely
Lipschitz (and in fact uniformly so since there are only finitely many orbits of edges). O

We can now define the edges in our graph W, relying on the “level surfaces” o,.(s) from
Definition 5.3 and coarse points P, (s,t) that arise as their intersections as in Definition 5.4.

DEFINITION 5.7. — (W-edges.) For r,R > 0, let W = W, r be the graph defined as
follows. The vertices of W are the maximal simplices of S(T). Two simplices ¥(s,t) and
Y (s',t') are adjacent if and only if one of the following holds.

o v(s) =v(s') and dx(P(s,t), P-(s',t')) < R.
e s=¢s and dx(o,(t),0.(t')) < R+ 2.

REMARK 5.8. — In both cases, being joined by an edge of W implies that the two
maximal simplices share a common vertex of T

The first type of edge of W is needed to assure that W is quasi-isometric to the Bass—
Serre space X. The second type is needed to arrange a fine combinatorial constraint in the
definition of combinatorial HHS. To prove that G acts metrically properly on W we start
by showing the second type of edges gives a similar bound to the first type.

PROPOSITION 5.9. — There exists vy = 0 so that for each r > rq, there exists a monotone
diverging function ®: [0,0) — [0,00) so that the following holds. Consider two vertices
v1,v2 of the Bass—Serre tree T at distance 2 from each other, with w being the vertex at
distance 1 from both. Suppose that ti,ts, s € S(T)®) — T©) are such that v(t;) = v; and
v(s) = w. Then

dX (PT(S, tl), PT(S, tg)) < ‘I’(dX (O'T(tl), O'T(tg))).
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Proof. —
The bulk of the technical work of the proposition is contained in the following claim.

CLAIM 5.10. — There exist ry > 0 so that for every r > ry there is a constant ¢ > 0
and a monotone diverging function ®': [0,00) — [0,00) so that the following holds. Let
s,t € S(T) —T© s0 that v = v(t) and w = v(s) are joined by an edge e of T with et = v
ande” =w. Let py=v andw =0 .

(1) If g € G is so that gZ,, < X,, then o,(t) n gZ,, # &. Equivalently, if gZ,, < X,,,
then o,.(s) N gZ, # .
(2) There exist g € G (depending on t), so that gZ,, < 7s(X.) and

TE(Tgl(ng)) S 0 (t) N Te(Xe) © Ne(Te(Ts (QZ ))-

(3) Foreachx € 0,(t) there exists &' € 7o(X.)no,(t) withdx (z,2') < ®'(dx (x, Te(Xe)))-
(4) If g1,92 € G so that g;Z, < X,, for i = 1,2, then

dX(glzw N UT(8)792Zw M U’F(s)) < (D/(dX(QIZvaQZw))'

Proof. — Proof of (1): By Proposition 4.5.(2), the restriction of p, to any coset g7, <
X, is a uniform quasi-isometry. In particular, p,(¢gZ,) uniformly coarsely covers L,,. Hence,
there is some 71 > 0 so that for all » > 7, p,(0,(t)) N pu(9Z,) # &, which implies
or(t) ngZ, # .

Proof of (2): The set of cosets gZ,, so that gZ,, < 75(X.) partition 75(X,). Since 75 is
injective, the images of these cosets under 7. b will partition X.. Since p, o 7.(X,) coarsely
covers L, (Proposition 4.5.(2)), this partition implies there must be an ] > 0 and a coset
92 < Te(Xe) so that py (o, (1) Npu(TeTe(920)) # . By Proposition 4.5.(1), the diameter
of py(7e72(9Z.)) is uniformly bounded. Hence there is some r; > 77, so that whenever
r = rqy, we have

TeTé_l(ng) C o,.(t) N Te(Xe).

Now consider z € 0,.(t) N 7.(X.). By construction, dr., (p,(2), po(Te7s *(9Z,))) < 27, s0
the fact that = is uniformly close in X, to 7.(7; '(g9Z,)) follows from Proposition 4.5.(3).
Since the inclusion Xq, — X is distance non-increasing, there is ¢ > 0 depending on G and
7 so that dx (=, (72 ' (9Z,)) <

Proof of (3): Let r; be the lower bound from the proof of Item (1) so that for all r > rq,
or(t) ngZ, # & when gZ, < X,. Fix x € 0,.(t), and let z € 7.(X.) be a point realizing
dx (p, 7e(Xc)). There exists some coset gZ,, € 7.(X.) such that € gZ,, (because the cosets
partition X, ). Let 2’ be a point of the intersection o,(t) N gZ,. As z,z’ € 0,(t), we have

L, (po (), po(2)) = di, (po(Z), po(2))] < 7
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By Proposition 4.5.(2), the map p,: 9Z, — L, is a (k, k)-quasi-isometry for some x > 1
determined by G. As Z and 2’ both belong to ¢gZ,,, we have

dx(z,2') < dx,(%,2") <kdp, (pu(Z),pu(2)) + K
<kdr, (pu(T),po(x)) + KT + K

<K?dx, (Z,7) + K> + k1 + K

By applying Lemma 2.12, the above bound on dx(Z,2’) in terms of dx, (Z,x) produces
a diverging monotone function ®': [0,0) — [0, ) so that dx(Z,2’) < ®'(dx(Z,z)). The
triangle inequality now yields

dx($,13,) < dX(xv‘i) + dX(‘ia‘T,) < dX(xvj) + (I)l(dX(zvj))

Since dx (z,Z) = dx(x,7.(X.)), this completes the proof of (3).

Proof of (4): Let r; be the lower bound from the proof of Item (1) so that for all r = 7,
or(8) ngZ, # & when gZ, < X,,. Given ¢1Z, and ¢2Z, in X, let x; € g;Z, so that
dx(x1,29) = dx (912w, 9g2Z,). Let 21, 22 be the elements of Z,, so that x; = g;2; for i = 1, 2.

We can assume that z1 € 0,.(s) N ¢1Z, by the following argument. Suppose z is the
element of Z,, so that gz is a point in o,.(s) N g1 Z,. Because Z, is central in G,,, we have

-1 -1
zz] T = 227 G121 = 12 € 0-(8) N 9124

and
. | _ 1 7
ZZ1 T2 = 2z Q222 = 2229 21 € g24y-

Hence zzl_lxl € 0,(s) and zzl_lxg are points in g1 Z,, and g2 Z,, that realise dx (91 Zw, g22.).

We can now proceed by a very similar argument as Item (3) using L., instead of L,. Let
y2 be a vertex in o,(s) N g2Z,,. After replacing gZ,, with ¢g2Z,, and L, with L,, in the proof
of Item (3), we can repeat the same calculations with z; = x, o = Z, and y2 = 2/, to
produce

dx (x1,92) < dx (21, 22) + ' (dx (21, 22)).
Since x1 € 0,.(8)Ng1 2w, Y2 € 04(8)NgaZy,, and dx (z1,22) = dx (912w, 92Z.), this completes
the proof of (4) with the same function ® as in the proof of (3). O
We now use Claim 5.10 to prove Proposition 5.9. Let t1,t1,s € S(T)© — T©) be such
that v(t;) = v;, v(s) = w and dr(v1,v2) = 2 with w the only vertex at distance one from
both. Let e; be the edge of T such that e;r = v, €;

. = w. Let » = r; where ry = 0 is the

lower bound on r from Claim 5.10. Consider points x; € 0,.(;) so that
dx(I1,$2) = dx(O'T(tl),UT(tQ)) =d.

We have to show that the P.(s,t;) and P.(s,t1) are at most some function of d apart in
X. Because the edge spaces separate X, we have dx(x;, 7e,(Xe,;)) < d. By Claim 5.10.(3),
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there are points z, € 7¢,(Xc,) N o,(t;) such that dx(«),z}) < d + 2®'(d). Setting w = 0,
Claim 5.10.(2) gives us ¢ = 0 and g; € G so that each ¢;Z,, < X,, and

Te(12 (91 2.0)) € 0p(ti) N Te(Xe) € Ne(7e(75 (95 Z00))-
Since the map 7. o 77 ! moves points distance at most 2, we have
dx (120, 922.,) < dx (27, 25) + 2(c + 2) < d +29'(d) + 2¢ + 4.
Applying Claim 5.10.(4), we have points z € g;Z,, n o,(s) with
dx (2, 25) < ®'(dx (912, 922,,)) < ®'(d + 2®'(d) + 2C + 4).

The points 27 are not quite in P,(s,t;), but because 7.(75 ' (9;Z.,)) € o, (t;) N 7.(X.), we
have
Té_il(xél) € Te_il(ar(ti)).
Since =} € 0,.(s) N g;Z.,, we also have

Tfl(x'-') € Téjl(ar(s)).

Hence
=1 (2}) € Pr(s,t;),
which implies
dx(Py(s,t1), Pr(s,t2)) < ®'(d + 29'(d) + 2C + 4) + 2,
as desired for Proposition 5.9. O

LEMMA 5.11. — Let r¢ and r1 be as in Lemma 5.5 and Proposition 5.9 respectively. For
all r > max{rg,r1} there is Ry = Ro(r) = 0 so that

e for all R > Ry the graph W, g is connected;
o the G-action on W, r by g-X(s,t) = X(gs, gt) is metrically proper and cobounded.

Proof. — Fix r = max{rg,r1} and let W = W, r for a choice of R decided below.

W is connected: Because the Bass—Serre tree 1" is connected, given any two maximal
simplices X(s,t), (', t") of S(T'), we can find a sequence of maximal simplices X(s;,t;) so
that v(X(s;,t;)) produces a path in T from v(X(s,t)) to v(X(s,t’)). Hence, it suffices to
prove that two vertices X(s,t), X(s',t') € W with v(s) = v(s’) can connected by a path in
w.

First assume v(s) = v(s’) and v(t) = v(¥'). Then P.(s,t) and P.(s',t') are both subsets
of X.. Let e be the edge of T between v(s) and v(t) and let h be an element of G so
that Stabg(e) = hGeh™!. Because Stabg(e) acts transitively on the vertices of X, there is
k € Stabg(e) so that P.(ks,kt) n P.(s',t') # & and hence %(ks, kt) is joined by a W—edge
to X(s', ). Because Stabg(e) is generated by the finite set hJ:h ™1, (s, t) will be connected
to X(ks, kt)—and hence X(s',¢')—if X(gs, gt) is connected to X(s,t) by a W—edge for each
g € hJsh™!. There exists R; > r depending only on J; so that dx, (P-(s,t), P.(gs, gt)) < Ry
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for all g € hJsh~t. Thus, ¥(gs, gt) is connected to X(s,t) by a W-edge for each g € hJsh™!
provided R > R;.

Now assume v(s) = v(s'), but v(t) # v(t'). Let e; be the edge of T from v(t) to v(s) and
ez be the edge of T from v(t') to v(s’') = v(s). Let v = v(s) and h be an element of G so
that Stabg(v) = hGzh™!. Because Stabg(v) acts transitively on the vertices of X, there is
k € Stabg(v) so that k-7e, (Pr(8,8))NTe, (Pr(8', 1)) # . Thus, dx (P, (ks, kt), P.(s', ")) < 2.
Hence, if R > 2, then X(ks,kt) is joined by a W—edge to X(s',¢'). Because Stabg(v)
is generated by the finite set hJyh~!, ¥(s,t) will be connected to X(ks, kt) if X(gs, gt)
is connected to ¥(s,t) by a W-edge for each g € hJyh~!. There exist Ry > r depend-
ing only on J; so that dx (7, (P-(s,t)),g7e, (Pr(s,t))) < Rp for all g € hJyzh~!. Thus,
dx(P.(gs,gt), Pr(s,t)) < Ry + 2 for all g € hJzh~! and hence X(gs,gt) is connected to
¥(s,t) be a W-edge for each g € hJyzh~! whenever R > Ry + 2.

Because R; and Ry depend only on the choice of finite generating set for the vertex and
edge groups of G, they can be chosen to be uniform for each vertex and edge of G. Thus, W
is connected whenever R > Ry = R + Ry + 2.

G acts properly: Let Ky be a bounded subset of W and let Kx be the subset of X
that is the union (s, 4)erc,, Fr(s,t). We note that when we have W-adjacent maximal
simplices X(s,t),3(s',t') then dx(P.(s,t), P.(s',t')) is uniformly bounded. Indeed, if the
W—edge is as in the first bullet of Definition 5.7, this is clear, and otherwise this follows
from Proposition 5.9. Therefore, Kx is a bounded subset of X. Since the action of G on X
is metrically proper, the set {g € G : Kx n gKx # &} is finite. Now,

{9eG: KwngKw # J}c{9eG: Kx ngKx # J}

because whenever X(s,t) and ¢gX(s,t) are both in Ky, P.(s,t) and gP,.(s,t) are both con-
tained in Kx. As the latter set is finite, the claim follows.

G acts coboundedly: Since W is connected and G acts cofinitely on the edges of T,
it suffices to prove that for any edge e of T, any two maximal simplices of S(T') that
contain the edge e have Stabg(e) translates that are W-adjacent. Let X(s,t) and X(s',t)
be two maximal simplices that contain the edge e. Since Stabg(e) acts transitively on
the vertices of X, there exists g € Stabg(e) so that P.(gs,gt) n P.(s',t') # &. Thus,
dx (Pr(gs, gt), Pr(s',t)) < R and X(gs, gt) is W-adjacent to X(s',t') as desired. O

6. Verification of combinatorial HHS axioms

We now verify that the pair (S(T), W) from Section 5 is a combinatorial HHS. For our
admissible graph of groups G, we fix the same notation as the beginning of Section 5 and
let S(T') be the simplicial complex from Definition 5.1 for G. We continue to use X(s, ) to
denote the maximal simplex of S(T') determined by s,t € S(T)(® — T (see Lemma 5.2)
and let 0,.(s) and P.(s,t) be the sets from Definition 5.3 and 5.4 respectively.
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Fix r = 0 and R > 0 large enough that Lemma 5.11 ensures the graph W, r is connected
and has a metrically proper and cobounded action of G. Moreover, choose R to be larger
than 2¢ where £ = £(r) is the constant from Lemma 5.5. With these values of r and R fixed,
we let W = W, g.

Our proof that (S(T'), W) is a combinatorial HHS is spread over three subsections. Section
6.1 contains a description of the links of the non-maximal simplices of S(7") and verifies parts
(I), (IV), and (V) of the definition of a combinatorial HHS (Definition 2.23). This section
also includes a proof that the action of G on S(T') has finitely many orbits of links of
simplices. Section 6.2 proves the augmented links C(A) for simplices are hyperbolic, while
Section 6.3 prove that they quasi-isometrically embed in the space Ya. These are condition
(IT) and (IIT) of Definition 2.23.

6.1. Simplices, links, and the combinatorial conditions

We now describe the combinatorics of simplices and their links in S(T") and then verify
three of the conditions for (S(T"), W) to be a combinatorial HHS. In what follows, 1k()
denotes the link in S(T), while lkp(-) denotes the link in |T'|, the unoriented graph obtained
from T by replacing each pair of oriented edges with an unoriented edge. Similarly, we use
dp(-,-) to denote the distance in |T'| between two vertices of T'.

A basic consequence of the description of maximal simplices of S(T") (Lemma 5.2), is that
non-empty, non-maximal simplices come in one of the following types.

COROLLARY 6.1. — Every non-maximal, non-empty simplex A of S(T) is one of the
following 8 types

Type 1: A = {v} for some v € T(®)

Type 2: A = {s} for some s € S(T)®) — T©)

Type 3: A = {v,w} for some v,w € T®)

Type 4: A = {s,t} for some s,t € S(T)(® — T©)

Type 5: A = {s,v} for some v e T and s € S(T)®) — T©) with v(s) # v

Type 6: A = {s,v(s),t} for some s,t € S(T)(®) — T

Type 7: A = {s,v(s)} for some s,t e S(T)® — 1)

Type 8: A = {s,v(s),v} for some v e T and s € S(T)® — T©) with v(s) # v.

Proof. — Since every non-maximal simplex can be completed to a maximal simplex by
adding vertices, the above list is a consequence of Lemma 5.2 O

By examining each type of simplex, we also obtain a description of the links of each type
of simplex. Figure 6.1 contains a schematic of each type of simplex along with its link and
will be a useful reference through this section.

LEMMA 6.2. — Let A be a non-maximal, non-empty simplex of S(T). The link of A is
determined by the type of A as follows, where v,w € T®) and s,t € S(T)(©) —T();
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Figure 6.1. A schematic of each type of simplex and its link. The simplex is drawn in
black with the vertices of the link highlighted in blue. Below, a schematic of the link is
drawn in blue. To avoid clutter, most edges between vertices s,t with v(s) # v(¢) are
missing, as can be seen in the links of Type 1 and Type 2.

Type 1: if A = {v}, then Ik(A) is the join of {s € S(T)® — T©) : y(s) = v} with the
span of {t € S(T)© : v(t) € Ikr(v)}.
Type 2: if A = {s}, then 1k(A) is the join of {v(s)} and the span of

{te S(T)O : v(t) e Ikp(v(s))}.

Type 3: if A = {v,w}, then 1k(A) is the join of {s € S(T)® —T©) : v(s) = v} with
{te S(T)O —TO :p(t) = w}.

Type 4: if A = {s,t}, then lk(A) is the edge between v(s) and v(t).

Type 5: if A = {s,w}, then Ik(A) is the join of {v(s)} and {t € S(T)®) —T©) : p(t) = w}.

Type 6: if A = {s,v(s),t}, then 1k(A) is the vertex v(t).

Type 7: if A = {s,v(s)}, then Ik(A) is spanned by {t € S(T)©) : v(t) € lkp(v)}.

Type 8: if A = {s,v(s),v}, then lk(A) is X0 = {te ST —TO : p(t) = v}.

In particular, if A is not of Type 7 or Type 8, then C(A) has diameter at most 3, by virtue
of being a single vertex or a non-trivial join with some added edges.
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Proof. — All cases are a straightforward exercise using the definitions of edges of S(T').
The “in particular” clause follows as C(A) is obtained from adding edges to lk(A). O

When the link of a simplex is not a non-trivial join, we will need to understand its
saturation (Definition 2.21) in order to understand the space Ya.

LEMMA 6.3. — Let A be a non-empty, non-maximal simplex of S(T).
(1) If A = {s,v(s)} is a simplex of Type 7, then
Sat(A) = {v(s)} u {s' € S(T) O =T . u(s') = v(s)}.
(2) If A = {s,v(s),v} is a simplex of Type 8, then
Sat(A) = {ue TO : dp(v,u) <1} U {te S(T)O —TO : dp(v,v(t)) = 1}.

Proof. — Case 1: A = {s,v(s)} is a simplex of Type 7. First, suppose that s is a vertex
with v(s) = v(s') and s’ # v(s), so A" = {s',v(s)} is a simplex of S(T). If u € S(T) is a
vertex adjacent to both s’ and v(s’) = v(s), then v(u) is adjacent to v(s), which makes u
adjacent to s. Hence u € 1k(A), and we have 1k(A’) < 1k(A). By a symmetrical argument,
Ik(A’) = 1k(A). Thus, every simplex of the form {s’,v(s)} with v(s) = v(s’) and v(s) # ¢
has the same link as A. In particular, every such s’ is in Sat(A) and v(s) is in Sat(A).

Conversely, suppose that A’ is a simplex with 1k(A’) = lk(A). Then v(A’) = v(s) as
Ikr(v(A)) = lkr(v(s)). Now, A’ cannot be v(s) € S(T'), because then its link would contain
vertices s’ with v(s) = v(s’), which are not in Ik(A). On the other hand, if A’ = &’ for some
s’ € S(T) with v(s') = v(s), then Ik(A’") would contain v(s), which is not in k(A). So A’
must be equal to {s’,v(s)} for some s # v(s) with v(s) = v(s’). By definition, Sat(A) is
the union of these {s’, v(s)}, which completes the proof that

Sat(A) = | {sv(9)}
v(s)=v(s)

Case 2: A = {s,v(s),v} is a simplex of Type 8. Let u € Sat(A). If u € T then u
is adjacent to or equal to v in S(T) and hence in T. If u € S(T)© — T then v(u) is
adjacent to or equal to v. Conversely, suppose that v € T and dp(u,v) = 1. Choose any
vertex t € v~ !(u) with ¢ # u. Then {u,t,v} is a simplex with link 1k(A). Next, suppose
that u € S(T)@ — T and dr(v,v(u)) < 1. Then A’ = {u,v(u),v} is a simplex with
Ik(A") = Ik(A). Together, these show the

Sat(A) = {u e TO : dp(v,u) <1} U {t e S(T)O —TO . dp(v,v(t)) = 1}.
O

We now verify conditions (I), (IV), (V) from Definition 2.23 for (S(T"), W) to be a com-
binatorial HHS.

LEMMA 6.4. — If Ay,..., A, are simplices of S(T') such that 1k(A;) < --- & k(A,),
then n < 5.
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Proof. — Corollary 6.1 lists all types of non-maximal, non-empty simplices of S(T'). Ex-
amining the links for each of these different types of simplices (Lemma 6.2) shows that if
Ik(A) < Ik(A'), then A must have strictly more vertices that A’. Thus, any chain of strictly
nested links of simplices must have length at most 5 (recall, Ik(&f) = S(T) by definition). O

LEMMA 6.5. — Let A be a simplex of S(T) and z,y € 1k(A)(©®) be vertices that are not
adjacent in S(T), but are adjacent in S(T)*W. Then there exist two maximal simplices
Yz, Xy S st(A) that respectively contain x and y such that ¥, and X, are adjacent in W.

Proof. — Let A be a simplex of S(T) and z,y € Ik(A)(©) that are not adjacent in S(T),
but are adjacent in S(T)*W. Let s,,t, and sy, t, be the elements of S(T) — T so that x €
Y(8g,ts), Yy € B(sy, ty) and X(s,, t,) is W-adjacent to (s, t,). Without loss of generality,
assume x and y are respectively contained in the edges {t,,v(t;)} and {t,, v(t,)}. It suffices
to find s € S(T')—T so that A C st(s) and the simplices X(s, t,) and X(s, t,) are W-adjacent.

First assume that v(z) # v(y). Since z and y are not joined by an S(T')-edge, v(x)
cannot be joined to v(y) by an edge in T. Thus, there must exist s € S(T)(®) — T so that
A is contained in the edge {s,v(s)} and v(x),v(y) < lk(v(s)). The simplices (s, ;) and
Y(s,ty) are therefore W-adjacent, since ¥(s,,t;) and X(s,,t,) being W-adjacent implies
that dx (o, (tz), or(ty)) < R+ 2 in both cases of edges in W.

Now assume that v(z) = v(y). Since z and y are not joined by an S(T")—edge, both 2 and
y must be elements of S(7)(® — T(®), This implies that A is contained in a 2-simplex of
the form {s,v(s),v(x)} where s € S(T') — T with v(s) < lk(v(z)). Since = # y and (s, ts)
is W-adjacent to X(sy,t,), we must have t, = z, t, = y, and dx(o,(2),0-(y)) < R+2in
both case of edges in W. Thus, the simplices (s, z) and X(s,y) are connected by an edge
in W. 0

LEMMA 6.6. — For any non-maximal simplices A and Q of S(T') there exists a (possibly
empty) simplex II of Ik(A) such that k(A = IT) < k() and for all non-maximal simplices
A of §(T') so that 1k(A) < 1k(A) n1k(£2) either

(1) 1k(A) is a non-trivial join or a vertex; or
(2) 1k(A) < k(A « II).

Proof. — First of all, we will implicitly assume throughout the proof that the link of the
empty simplex is not contained in 1k(A) n 1k(Q), for otherwise we have A = Q = ¢, and
we can take IT to be empty as well.

Let A and © be as in the statement, and let U denote the union of all Ik(A) < Ik(A)n1k(£2)
such that Ik(A) is neither a non-trivial join or a single vertex. It suffices to show U = lk(A«II)
for some simplex II. Note that if A is a non-empty simplex of S(T) so that lk(A) is not a
single vertex nor a non-trivial join, then A is either a Type 7 or Type 8 simplex.

We say that a subgraph X of S(T) satisfies property P if the following holds. For all
vertices v of T, if there exist two vertices x,y € X with v(x), v(y) at distance 1 from v in
T, then we have that X’ contains the entire Type 7 link of a simplex {s,v(s) = v}.
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We make two preliminary observations about this property. First, if two subgraphs satisfy
property P, then their intersection does as well. Secondly, given a subgraph X satisfying
property P, the (possibly empty) union of all links of Type 7 or Type 8 contained in X
satisfies property P.

By inspection of the list of possible links of a non-empty simplex (Lemma 6.2 and Figure
6.1), we can check that links satisfy property P. In view of the observations above, given
simplices A and {2, the subgraph U of 1k(A) considered above also satisfies property P.

To conclude the proof, we go through the list of possible links one more time and we
check that, given any simplex A and any union U of links of Type 7 or Type 8 contained in
Ik(A) satisfying property P, we have U = lk(A «IT). (Note that U = 1k(A «II) is equivalent
to U being a link as a subgraph of 1k(A), and note also that if U is empty then it suffices
to take IT to be a maximal simplex in 1k(A).) O

We conclude this subsection by verifying that the action of G on S(T') has finitely many
orbits of link of simplices.

LEMMA 6.7. — The action of G on S(T') has finitely many orbits of links of simplices.

Proof. — Let A be a simplex of S(T'). If A is maximal, then 1k(A) = &, and if A = &,
then lk(A) = S(T'), and we are done.

If A is spanned entirely by vertices of T (Type 1 or Type 3), then A—and hence lk(A)—
belongs to one of finitely many G-orbits. Similarly, because the G-stabiliser of a vertex
v e T acts cofinitely on the set x©0 = {s € S(T)® —TO . y(s) = v}, there are
finitely many G—orbits of vertices of S(T') (Type 2 simplices) and simplices of Type 7, i.e.,
A = {s,v(s)} for s € S(T)® — T, Hence, there finitely many G-orbits of these types of
simplices and their links.

If A is of Type 4 or Type 6, then 1k(A) is either an unoriented edge or a vertex of T
(Lemma 6.2), of which there are finitely many G-orbits of both.

If A ={s,v(s),v} is a simplex of Type 8, then 1k(A) is

X0 = {teST) O —TO . p(t) = v}.

There are only finitely many G—orbits of these sets as there are finitely many G-orbits of
vertices in 7.

Finally, let Ay = {s1,v1} and Ay = {s2,v2} be two simplices of Type 5. For each A;, there
is an oriented edge e; of T from v(s;) to v;. If g € G so that ge; = eg, then lk(gA1) = Ik(Ay)
(even though gA; might not equal As). As there are finitely many G—orbits of edges of T,
this shows there are only finitely many G—orbits of links of Type 5 simplices.

Examining the lists of types of simplices in Corollary 6.1, we see that the preceding
discussion exhausts all the possibilities. O
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6.2. Hyperbolicity of non-join links

Recall from Section 2.3 that C(A) is the graph obtained from 1k(A) by adding an edge
between every pair of of vertices x,y for which there exists maximal simplices 3, ¥, that
are joined by an edge of W and contain z and y respectively. In this section, we verify
that each C(A) is hyperbolic, which is condition (II) of Definition 2.23 for (S(T"), W) to be
a combinatorial HHS. Since there are only finitely many G-orbits of the C(A) by Lemma
6.7, the hyperbolicity constant will automatically be uniform over all simplices of S(T)
(although this fact is independently explicit in our proof). We only need to verify C(A) is
hyperbolic for the empty simplex and simplices of Type 7 and 8 as Lemma 6.2 showed C(A)
has diameter 2 in all other cases.

PROPOSITION 6.8 (Unbounded augmented links are hyperbolic). — Let A be a simplex
of §(T).

(1) If A = &, then S(T)*W = C(&) is (G—equivariantly) quasi-isometric to |T|. Hence
S(T)*W is a quasi-tree.

(2) If A = {s,v(s),v} is a simplex of Type 8, then the identity map on vertices gives a
uniform quasi-isometry from C(A) to the quasi-line L,,.

(3) If A = {s,v(s)} is a simplex of Type 7, then C(A) is uniformly hyperbolic. Moreover,
if every vertex group in G is virtually free, then C(A) is quasi-isometric to a tree.

Proof. — We prove the three case separately.

Proof of (1). The inclusion |T| — S(T)*"W is simplicial and hence Lipschitz, thus
it suffices to find a coarsely Lipschitz quasi-inverse for the inclusion. This quasi-inverse
is provided by the map v : S(T)© — T© where S(T)® is equipped with the metric
inherited from S(T)*"W. To show that the map v is coarsely Lipschitz it suffices to prove
that dr(v(z),v(y)) is uniformly bounded whenever 2,y € S(T)(®) are joined by an edge of
S(T)*W.

If z and y are joined by an edge of S(T') then v(z) and v(y) are equal or joined by an
edge of S(T') as well, hence dr(v(z),v(y)) = 1. Now assume z,y are joined by a W—edge.
This means that z,y respectively belong to maximal simplices X(s,t) and X(s',¢') that are
adjacent in W. The definition of edges of W (Definition 5.7), allows us to assume that
v(s) = v(s') without loss of generality. Hence v(z) and v(y) are both either equal to v(s)
or joined by an edge of T to v(s). Hence dr(v(z),v(y)) < 2 as desired.

Since v and the inclusion are G—equivariant, the quasi-isometry is also G—equivariant.
This completes the proof of (1).

Proof of (2). Let A = {s,v(s),v} be a Type 8 simplex, and let u = ¥. By Lemma 6.2,
the vertex set of C(A) is exactly 1k(A), which is the set of vertices

X0 = {te ST —1O . p(t) = v}.
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Recall that L, is a copy of the vertex space X, with extra edges between vertices that make
L, a quasi-line. Let I: C(A)©) — LY be the identity on the vertex set.
We first show that I~1 sends edges of L, to edges of C(A).

CLAIM 6.9. — Ifty,ts € L are joined by an edge of L,, then I71(t;) and I~1(t;) are
joined by an edge of C(A). In particular, C(A) is connected and I~! is 1-Lipschitz.

Proof. — Let t1,t5 € LS,O) be joined by an edge of L,. By Lemma 5.5, the there is a (£, £)—
coarsely Lipschitz {—coarse map L, (5) x L, — X that sends (s,?1) to P.(s,t1) and (s,t2) to
P, (s,t2). Because we chose R to be greater that 2, this implies dx (P (s,t1), Pr(s,t2)) < R.
Thus, the maximal simplices {s,v(s),t1,v} and {s,v(s),t2,v} are joined by an edge in W,
which implies ¢1, t2 are joined by an edge in C(A). O

We now prove that I is also coarsely Lipschitz. This will complete the proof of (2).
CLAIM 6.10. — The map I is coarsely Lipschitz.

Proof. — Tt suffices to show that whenever t1,t € C(A)(®) are adjacent in C(A), that I(t;)
and I(t2) are uniformly close in L,. Since lk(A) contains no edges in this case, the only
way t1,ty can being joined by an edge in C(A) is for them to be joined by a W—edge. Since
t1,t2 both belong to lk(A), Lemma 6.5 provides maximal simplices ¥y, = {s,v(s), v, 1}
and X;, = {s,v(s),v,ta} that are joined by an edge in W. By the definition of the edges
of W, we have dx(o,(t1),0-(t2)) < R + 2. Using Lemma 2.12, there is then a constant
k =1 (determined by r and G) so that dx, (o,(t1),0-(t2)) < k. As the map p,: X, — L,
is distance non-increasing, I(t;) € p,(o,(t;)), and diam(p,(c.(¢;))) < 2r, we have

dxv(dr(tl),O'T(tQ)) <K = dLv (I(tl),f(tg)) <k-+4r. O

Proof of (3). Let A = {s,v(s)} be a simplex of Type 7, and let v = v(s). By multiplying
by an element of G, we can assume that Stabg(v) = G, for some vertex p e G.

Let Y be the graph obtained from lkz(v) by joining distinct z,y € lkr(v)(®) by an edge
if and only if there exist 2,y € Ik(A)*W with v(2') = 2,v(y') = v, and 2/,y’ adjacent in
C(A). Note that G, acts on Y, and v: S(T)(® — T induces a G,~equivariant simplicial
map n: C(A) - Y.

We first show Y is connected and quasi-isometric to C(A).

CLAM 6.11. — The graphs C(A) and Y are connected.

Proof. — Because there is a simplicial surjection 7: C(A) — Y, connectedness of C(A)
will imply connectedness of Y.

Let 2,y € C(A)® and let ¥,,%, be maximal simplices of S(T') containing = and y
respectively. Since z,y € Ik(A), we can use Lemma 6.5 to assume that X, %, are maximal
simplices of the star of A. By Lemma 5.11, there is a path X, = 3o,3,...,%, = X, in
W, where each 3; is a maximal simplex of S(T) and ¥;, ;.1 are joined be an edge of W
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for 0 < ¢ < n— 1. We now argue by induction on n that x can be joined to y by a path in
C(A).

If n = 0, then both z,y are contained in ¥, and hence are either equal or are adjacent
in S(T) and therefore in S(T)*W. Since x,y € k(A), either x = y or z,y are adjacent in
C(A) by Lemma 6.5.

If n = 1, then ¥, is joined by an edge of W to ¥, hence z,y € lk(A) are either equal or
adjacent in S(T)™W. Thus, by Lemma 6.5, x, y are either equal or adjacent in C(A).

Suppose n > 1. Since ¥y and ¥, are simplices of the star of A, the edges v(¥X() and
v(3,,) contain v. Let v_; be the vertex of v(3) different from v, and let v, be the vertex
of v(%,,) different from v. Since z,y € Ik(A), we must have v(x) = v_; and v(y) = v,41. If
v(xz) = v_1 = vyy1 = v(y), then z,y are in the link of the Type 8 simplex A’ = {v_1, s,v(s)}.
Claim 6.9 therefore implies « is connected to y as C(A’) has an injective simplicial inclusion
into C(A).

Now suppose v(z) # v(y). This implies v_; and v,4+; must lie in different components
of T — {v}. The definition of edges in W (Definition 5.7) ensures that the edges v(%;) and
v(3;4+1) share a vertex v; for each all i € {0,...,n—1}. The sequence v_1, v, ..., Vn, Upt1 18
then a sequence of vertices of T' where consecutive vertices are either equal or adjacent in 7.
Because v_; and v,,41 are in different components of T'— {v}, there exists i € {1,...,n— 1}
such that v(X;) contains v. Choose z € ZE—O) such that v(z) € v(X;) — {v}. Then z € k(A),
and z is contained in the maximal simplex ;. The sequence X, ..., >; is a path in W with
i < n, and has x € Xy, z € ¥;. So, by induction, 2 can be joined to z by a path in C(A).
Similarly, considering ¥, . .., 3, shows that z can be joined by a path in C(A) to y. So z,y
are connected in C(A), as required. O

We now prove that Y is quasi-isometric to C(A).

CLAIM 6.12. — The map n: C(A) — Y induced by v is a quasi-isometry with constants
independent of A.

Proof. — As mentioned above, 7 is simplicial and hence 1-Lipschitz. Consider the com-

position of inclusions
y(©0)  p0) S(T)(O).

The image of this map is in lk(A), and the map is a quasi-inverse for 7. Now, if z,y € y ()
are Y-adjacent, then let X(s,a’) and X(¢,y') be W—adjacent simplices where v(a’) = z,
v(y') =y, and v(s) = v(t) = v. Then v(2') = x and v(y') = y are adjacent in C(A), so the
map Y — C(A) € S(T) induced by the above inclusions is uniformly coarsely Lipschitz.
Thus 7 is a quasi-isometry. O

In view of Claim 6.12, it suffices to prove that Y is 0—hyperbolic (and that Y is uniformly
quasi-isometric to a tree when the vertex groups are Z-by-virtually free). For this we use
the action of G, on Y.

CLAIM 6.13. — The action of G, on Y is cocompact.
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Proof. — Because G, acts on Y with finitely many orbits of vertices, it suffices to prove
that for each vertex u € Y, there are finitely many Stabg , (u)-orbits of edges of Y incident
to u. Note, Stabg, (u) = Stabg(e,) where e, is the (oriented) edge of 7' from u to v.

Let y be an element of Y that is joined by an edge of Y to u. Let e, and e, be the
(oriented) edges of T from u or y to v respectively. By construction of Y, each of u and y
are contained in a maximal simplex of S(T) that contains v and are adjacent in W. The
definition of edges in W then requires that the edge space X., must intersect the (R + 2)-
neighborhood of X, inside the Bass—Serre space X. Hence, each vertex y of Y that is
adjacent to u in Y has a corresponding edge spaces X, of X that is within R + 2 of X, .
We will argue that there are only a finite number of Stabg, (u)-orbits of such edge spaces,
which implies there is a finite number of Stabg, (u)-orbits of vertices of Y adjacent to .

Because Stabg, (u) = Stabg(e) acts cocompactly on X, it also acts cocompactly on
the (R + 2)-neighborhood of X,.,. Since two edges spaces intersect if and only if they are
equal, there can only be a finite number of Stabg, (u)-orbits of vertex spaces of X that
intersect the (R + 2)—neighborhood of X, as desired. O

Claims 6.11 and 6.13 show that Y is a connected graph (hence a length space) with a
cocompact action by G,. Let {y;} be a finite set of vertices of ¥ containing exactly one
element of each G,—orbit, and let H be the collection of stabilisers in G, of the vertices
y;. Given our fixed finite generating set J, of G, Theorem 5.1 of [18] implies that any
orbit map G, — Y induces a quasi-isometry I' — Y (with constants just depending on
Ju.), where I' is the Cayley graph of G, with respect to the infinite set J, v {H}men. If y
is a vertex of Y, then the stabiliser in G, of y is exactly the stabiliser of some edge e of
T with et = v. Hence, each H € H is conjugate to the image of some edge group 7, (G )
where o = p. Thus T is quasi-isometric to the Cayley graph of G, with respect to the
generating set J, U {7o(Gq) : @™ = pu}. By Lemma 2.15 the later is always hyperbolic and
is a quasi-tree when F), is virtually free. As I' is quasi-isometric to Y, this completes the
proof of (3). O

6.3. Quasi-isometric embedding of augmented links

The goal of this section is to check condition (IIT) of Definition 2.23, that is, that each
augmented link C(A) is quasi-isometrically embedded in the corresponding space Yo from
Definition 2.22. Because there are finitely many orbits of links of simplices by Lemma 6.7,
we will be able to choose the quasi-isometry constants uniformly over all simplices A.

Because the quasi-isometric embedding condition automatically holds when C(A) is bounded,
we only have to check simplices of Type 7 and 8.
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6.3.1. Type 7 links

LEMMA 6.14. — There exists k > 1 so that if A = {s,v(s)} < S(T) is a simplex of Type
7, then C(A) is (k, k)—quasi-isometrically embedded in Ya.

Proof. — By Lemma 2.2, it suffices to define a coarsely Lipschitz coarse retraction p: Yo —
C(A), with constants independent of A. We define p on the vertex set as follows: for y € YA(O),
we let p(y) be the unique vertex of T' (regarded as a vertex of S(T)) at distance 1 from
v(s) and on the geodesic in T from v(y) to v(s). This is well-defined because T is a tree
and y # v(s) ify e YA(O) = S(T)© — Sat(A). Moreover, because p coincides with v on the
vertices of C(A), the distance between p(y) and y is at most 1 for vertices y € C(A). Hence,
C(A) will be a coarse retract if p is coarsely Lipschitz.

If we can uniformly bound de(ay(p(y1), p(y2)) Whenever yi,y2 are joined by a edge of
YA, then p can be extended to a coarsely Lipschitz map Ya — C(A). We will obtain
deay(p(y1), p(y2)) < 3 for such y1,ys.

If y1,y2 are joined by an S(T)—edge, then v(y;) and v(ys) are either equal or joined by
an edge of T'. Since v(y;) # v(s) for each ¢ = 1,2, this implies p(y1) = p(y2) because T
is a tree. Hence we have de(a)(p(y1), p(y2)) = 0. If instead y1,y2 are joined by a W-edge,
then v(y1) and v(yz) lie at distance at most 2 in T' by Definition 5.7. If v(y;) and v(y2)
are at most 1 apart in T, then p(y1) = p(y2) as in the previous case. If the v(y;) and
v(y1) are exact 2 apart in T, then there exists a unique vertex z € T at distance 1 from
both v(y1) and v(ys2). If z # v(s), then v(y;1) and v(y;) are in the same component of
T — v(s), which implies p(y1) = p(y2). If z = v(s), then y; and ys are in lk(A). By Lemma
6.5, this implies y; and yo are joined by an edge in Ya. Because p(y;) = v(y;), we have
deay(p(y1), p(y2)) < deqay(p(y1),y1) + deay (Y1, y2) + deay(y2, p(y2)) < 3. O

6.3.2. Type 8 links

We now consider simplices of the form A = {s,v(s),v}, where s € S(T)® — T and
veTO —{u(s)}.

LEMMA 6.15. — There exists « > 1 with the following property. Let A = {s,v(s),v}
be a Type 8 simplex of S(T'). The inclusion of C(A) into Ya is a (k,k)—quasi-isometric
embedding.

By Proposition 6.8.(1), the Type 8 simplices are the simplices whose augmented links,
C(A), are quasi-isometric to the quasi-lines L,. As in the previous case, we will show quasi-
isometric embedding by providing a coarse retraction. However, since the identity map on
vertices gives a quasi-isometry L, — C(A), it suffices to build a coarsely Lipschitz coarse
map 7: YA — L,, that is the the identity on the vertices Lq()o) = XT(,O) c YA(O).
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To define this map, we need to assign to each vertex space X, of X a projection onto a
hyperbolic space. Given u € T, let ¥ = @ and choose a coset representative g for gGy:
recall the vertices of X, are the elements of gGy. We now define a graph H, as follows:
the vertices of H, are the elements of gGy and there is an edge between two elements x,y
if 27y € Jy U Zy, where Jy is our fixed finite generating set for Gy and Zy is the center
of Gy. Since H, is a copy of X, with extra edges attached, there is a simplicial inclusion
tu: Xu — H,. By construction, multiplying every vertex of H, by ¢~' produces an isometry
to the Cayley graph of Gy with respect to the generating set Jy u Zy. Thus, Lemma 2.15
implies that H, is a hyperbolic graph.

Lemma 2.15 also shows that H, is hyperbolic relative to the collection

{tu(Te(Xe)) : € an edge of T with et = u}.

For an edge e with e™ = u, define £, := 1, o 7.(X.). As a peripheral subset in a relatively
hyperbolic space, each £, has a coarse closest point projection p.: H, — £.; see, e.g., [52].
This map is coarsely Lipschitz with constants independent of e or u.

The key property about the ¢, that we shall need is that they have a coarsely Lipschitz
map onto L.-. One can show that this is in fact a quasi-isometry, but it will not be needed
in the proof.

LEMMA 6.16. — Let v,u € T and e be an edge of T with et = v and e~ = u. Let

Ye: bz — L, be the map given by restricting p, o T, © Té_l oyt to lz. Equipping ¢z with
the induced metric from H,, the map .: {z — L, is coarsely Lipschitz with constants

determined by G.

Proof. — Let ¢ = @ and o = é. Recall Jy and J, are our fixed generating sets for the
vertex groups Gy and the edge group G,.

Let g € G so that the vertices of X,, (and H,,) are the elements of gGy. Since t,,075: X, —
H, is a simplicial map, lz = ¢, 0 7:(X.) is a connected subgraph of H,. Hence it suffices to
verify that whenever x,y € ¢z differ by an edge of H,, that dr, (¢(z),¥(y)) is uniformly
bounded. Let z,y be vertices of ¢z that differ by an edge of H,. Hence 'y is either an
element of Jy or of Zy.

If 271y € Jy, then x,y are elements of 75(X.) that are joined by an edge of X,. Hence
r 1y € Jy n 75(G4). Since there is a uniform bound on the number of elements of 75(J,)
that are needed to write any element of Jy n 75(G,), there is a uniform bound on the
distance between 75 ' 01! (x) and 75 ' 0171 (y) in X, (independence of & and ¥ comes from
considering the finitely many vertices and edges of G). Since p, and 7. are distance non-
increasing from X, and X, respectively, this shows dr,, (¢.(x), ¥(y)) is uniformly bounded.

If instead z~'y € Zy, then z,y are elements of the same coset gZy and gZy < Te(Xe).
Proposition 4.5.(1) provides a uniform bound on the diameter of p, o 7. o 75 '(gZy) in L.
Hence dy,, (¢e(x),¥.(y)) as uniformly bounded. O
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We can now use the map 1. from Lemma 6.16 to define a map p, for vertices of T" that
are at least distance 2 from v. We start with the case where w € T(©) is exactly distance
2 from v. In this case, there is a unique vertex u at distance 1 from both v and w. If f is
the oriented edge of T' from w to u and e is the oriented edge from u to v, define B/ to be
pa(ls). We then define

pv(w) = ¢e(ﬁg) = DPv ©CTe 07_51 O”;l(ﬁg)'

To define p, (w) when w is more than 2 away from v in 7', let w be the unique vertex of T' that
is distance exactly 2 from v and on the geodesic in T from w to v. Define p, (w) := p,(w).
The first thing to verify is that p,(w) is uniformly bounded.

LEMMA 6.17. — There exist kg = 0 so that for any v e T, if w e T®©) with dr(v,w) =
2, then diam(p,(w)) < Ko.

Proof. — By the definition of p,, it suffices to verify the lemma when dr(v,w) = 2. Let
u be the unique vertex of T that is distance 1 from both v and w. Let e be the edge of
T from u to v and f be the edge from w to u. Since ¢z and £ are distinct peripheral
subsets in the relatively hyperbolic space H,, there is a uniform bound on the diameter of
pe(ly) = BY; see, e.g., [52]. Because the map 1), is coarsely Lipschitz (Lemma 6.16), this

implies p, (w) = 1.(8{) will be uniformly bounded in L,. O

Next we verify that when two vertex spaces X,, and X, are close in X, we have that
pv(w) and p,(w’) are close in L,. This will be a key step to showing that pairs of vertices
of YA that are joined by a W—edge are sent to uniformly bounded diameter set in L,,.

LEMMA 6.18. — For every q > 0 there exists k1 = 0 such that the following holds for
each v e T, Let w,w' be vertices of T with dp(w,w') < 2 and dp(w,v),dp(w',v) = 2. If
dx (Xuw, Xuw) < g, then dr, (py(w), py(w')) < K1

Proof. — Let w be the vertex of T at distance exactly 2 from v and along the geodesic
from w to v, let u be the unique vertex of T" at distance 1 from v and w. Let f and e be the
oriented edges of T from u to v and from w to u respectively. Define w’, v/, f/, ¢’ analogously,
using w’ rather than w.

If w = @, then p,(w) = py(w') by definition and we are done. Otherwise, because
dr(w,w’) < 2, we must have w = w and w’ = @’ and w = «’. This implies e = ¢’ as well.

Because each edge and vertex space of X separates X,

dx (Xuw, Xuw) < q = dx(74(Xy),7p(Xp)) < q.
Applying Lemma 2.12 produces a k = k(r,G) > 1 so that dx, (77(Xy),7p(X)) < k. As
the map ¢,: X, — H, is distance non-increasing, we have dg, ({s,{;) < k. Because pg
is coarsely Lipschitz, there is now a uniform bound on the distance between 8/ and Sf "
Since ¥, : ¢z — L, is a coarsely Lipschitz (Lemma 6.16), this implies dy,, (p,(w), py (w’)) is
uniformly bounded as well. O
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We now present the proof of the quasi-isometric embedding of C(A) into Ya.

Proof of Lemma 6.15. — By Proposition 6.8, the identity map on vertices is a quasi-
isometry L, — C(A) with constants independent of A. Hence, the composition of this
quasi-isometry with a coarsely Lipschitz coarse map n: YA — L, that is the the identity on
the vertices ijo) = Xéo) c YA(O) will produce a coarse retraction Yo — C(A). By Lemma
2.2, this suffices to prove the inclusion is a quasi-isometric embedding.

By Lemma 6.3, Sat(A) = {v} U {t € S(T) : v(t) € Ikp(v)}. Since Y\” = S(T)©® —Sat(A),
we have

YA(O) _ {t c S(T)(O) —{v}:v(t) =vordr(v(t),v) = 2}.

We now use the p,(w) from above to define the desired map n: YA — L,. If t € YA(‘O) and
dr(v(t),v) = 2, then we can define n(t) = p,(v(t)) € L,. If instead v(t) = v, then ¢t is
a vertex of both X, and L,, and we define 1,(t) = p,(t) = t € L,. Lemma 6.16 ensures
diam(n(t)) < ko for all t € YA(O). We can extend this definition of 1 to a coarsely Lipschitz
map on all of Ya if we can show that dr (n(t1),n(t2)) is uniformly bounded whenever ¢,
and t, are joined by an edge of Ya.

Let t1,t2 € YA(O) be joined by an edge. By the definition of the W—edge (Definition 5.7),
this implies dr(v(t1), v(t2)) < 2. First assume both v(¢1) and v(t2) are v. Thus t1,t2 € C(A)
and are joined be an edge. Since 7(t1) = t1 and 1(t2) = t2, the quasi-isometry between C(A)
and L, ensures dp,, (n(t1),n(t2)) is uniformly bounded.

Next suppose neither v(t1) or v(t2) equals v. If dp(v(t1), v(t2)) = 0, then n(t1) = n(t2) by
definition. If dr(v(t1),v(t2)) = 1, then, with out loss of generality, the geodesic in T from
v(t1) to v must contain v(t2). Since each v(t;) are at least distance 2 from v, the definition
of py(+) then implies n(t1) = p, (¥(t1)) = pp(¥(t2)) = n(t2). Finally, if dr(v(t1),v(t2)) = 2,
then the edge between ¢; and f2 must be a W-edge. This implies X, ;,) and X, ,) are
uniformly close in X. Hence the desired bound on dr, (n(t1),n(t2)) is a consequence of
Lemma 6.18.

Finally consider the case where v(t1) = v, but v(t2) # v. In this case, dr(v(t1),v(t2)) = 2,
and so the edge between t; and t2 must be a W—edge. Hence, dx (0, (t1),0.(t2)) < R+2in
either case of Definition 5.7. Let u be the vertex distance 1 from both v = v(¢;) and v(t2),
then let f be the oriented edge of T from v(t3) to u and e be the oriented edge from u to
V(tl).

Let 0. = 7. %(0,(t1)) and oy = Tfl(a,.(tg)). Our choice of r is large enough that
Lemma 5.5 ensures o, and oy are both non-empty. Recalling that 1), is the restriction
of py oo o1t o1t we have that
(%) Ve(tu 0 Te(0¢)) = pu(or(t1)).

CLAIM 6.19. — There exists ' = 1 depending only on G so that dgr, (t,oTz(0.), BL) < K.

Proof. — Because dx (o,(t1),0r(t2)) < R+2, we have dx (7e(0e¢), 7¢(0f)) < R+6. Apply-
ing Lemma 2.12 produces £ = k(R,G) = 1so that dx, (1z(0c), Tr(0f)) < k. As ¢y, : X,y — Hy,
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is distance non-increasing, we have
A, (bu 0 Te(0e)), tu 0 Tf(0f)) < K.

Recall that 3/ = pe(¢y), that pe is a coarse closest point projection to fz, which is a
quasiconvex subset of a hyperbolic space. Hence, there is some ', determined by x and the
hyperbolicity constant, so that dg, (¢, © 7e(0e), L) < K. O

Since 1. is a coarsely Lipschitz, Claim 6.19 plus () implies that ¢.(3f) = n(t2) is
uniformly close to p,(o(t1)). Since t; € o.(t1) and diam(p,(o,-(t1))) < 27, this implies
n(t2) is uniformly close to n(t1) = p,(t1) in L, as desired. O
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