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Abstract

A stable and high-order accurate solver for linear and nonlinear parabolic
equations is presented. An additive Runge-Kutta method is used for the time
stepping, which integrates the linear stiff terms by an explicit singly diagonally
implicit Runge-Kutta (ESDIRK) method and the nonlinear terms by an explicit
Runge-Kutta (ERK) method. In each time step, the implicit solve is performed
by the recently developed Hierarchical Poincaré-Steklov (HPS) method. This is
a fast direct solver for elliptic equations that decomposes the space domain into
a hierarchical tree of subdomains and builds spectral collocation solvers locally
on the subdomains. These ideas are naturally combined in the presented method
since the singly diagonal coefficient in ESDIRK and a fixed time-step ensures
that the coefficient matrix in the implicit solve of HPS remains the same for all
time stages. This means that the precomputed inverse can be efficiently reused,
leading to a scheme with complexity (in two dimensions) O (N*®) for the pre-
computation where the solution operator to the elliptic problems is built, and
then O(N log N) for the solve in each time step . The stability of the method
is proved for first order in time and any order in space, and numerical evidence



substantiates a claim of stability for a much broader class of time discretiza-
tion methods. Numerical experiments supporting the accuracy of efficiency of the
method in one and two dimensions are presented.
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1 Introduction

In this paper we consider numerical methods for solving parabolic equations of the
form

ug = Lu+q+ g(u), in (0,7) x Q
u=f, on (0,7) x 9Q (1)
u=ugp, on {0} x Q

where £ denotes a general second order elliptic differential operator and €2 is a bounded
domain in R?. The function ¢ = ¢(t,r) denotes an external source and g = g(t, u)
denotes a nonlinear term. We consider the case of Dirichlet boundary conditions, f
and denote the initial data by ug. The nonlinear term is assumed to contain deriva-
tive operators of degree no greater than one so that the elliptic term Lu dominates
g, i.e. the equation is of parabolic type. To solve this equation numerically, it is usu-
ally preferred to discretize the linear parabolic part by an implicit method to avoid
numerical stiffness. In each timestep a linear elliptic problem must be solved and when
there are many timesteps it can become advantageous to use a direct solver. This is
of course especially true if the complexity (as it is here) of the linear solver is good. In
fact, although the pre-computation needed to build a fast direct solver can be more
expensive than solving the equation once with an iterative solver, once a solution oper-
ator has built, each subsequent solve is very fast. In this paper we use an efficient
direct elliptic solver called “Hierarchical Poincaré-Steklov(HPS)” coupled with high
order Runge-Kutta(RK) time discretization to develop a fast solver to the parabolic
equation (1).

The HPS solver is a domain decomposition scheme with spectral collocation dis-
cretization on each subdomain. It is drew from the classical nested dissection and
multifrontal methods [1, 2] often used for low order finite difference discertizations but
differs from these in that it achieves very high order of accuracy of spatial derivatives.
The HPS method was first proposed in [3] for elliptic and Helmholtz equations and
later generalized in [4-6] for general elliptic equation and higher dimensions. The HPS
is a highly efficient direct solver to elliptic equations with high order of convergence [7—
9]. These advantages remain when HPS is used for the elliptic solve in combination with
implicit Runge-Kutta discretizations of parabolic equations, and preliminary results
[10, 11] indicated that the resulting scheme is stable and efficient. However, challenges
remain for proving stability of explicit-implicit schemes. For example, there is usually
an order barrier for bound preserving higher-order implicit schemes [12] and develop-
ing a second order in time for general partial differential equations is still open, though
several second order schemes exist for kinetic equations [13]. In this manuscript we
combine high-order Runge-Kutta schemes with HPS to develop a fast and accurate



solver for general parabolic equations. Stability is rigorously proven for the case where
HPS of any spatial order of accuracy is combined with a first order accurate time
discretization (backward Euler). That the method remains stable for high order time
discretizations as well is substantiated through extensive numerical examples in one
and two dimensions.

In Section 2 we introduce the HPS method for elliptic equations. Section 3 combines
HPS with high order Runge-Kutta time discretization and describes the proposed
solvers for general parabolic equations. In Section 4 we investigate the stability of
the scheme. Numerical examples for one and two dimensional problems are given in
Section 5.

2 The HPS method for time-independent problems

In this section, we briefly review the HPS method [3-6, 14] that we use for the spatial
discretization; for additional details, we refer to [9, Sec. 24-26]. For concreteness, let
us consider the Dirichlet boundary value problem,

Au(z) =g(z), =z€Q,
u(z) = f(x), x €09, @)

where A is a general second order elliptic differential operator

Au(z) = — c11(2)0%u(x) — 2¢12(2)0102u(z) — coz(2)O5u(x) 3)

+ c1(z)01u(z) + co(x)O2u(z) + c(z)u(x) .
Here g(z) is the source term and f(z) the boundary data. The HPS method first
partitions the domain © C R? into a hierarchical tree of subdomains Q7,7 =1,..., N
and uses spectral collocation methods to discretize the local elliptic operators A”.
After the discretization, local solution operators and Dirichlet to Neumann (DtN)
maps restricted in each subdomain are built at the bottom level, where only small
matrix inversion is involved. These local operators are then used to build the global
direct solvers via a hierarchical merge from the bottom level to the top level. Once the
global solver is constructed, HPS can can solve (2) for multiple sources and boundary
data via a top-to-bottom sweep. In the implementation of HPS, we assume the mixed
term c12(z) = 0 so one can ignore the corner points in Figure 1. For problems involving
a nonzero mixed term c12(z), one can also ignore the corner points in HPS, and then
apply extrapolation methods to estimate the values on corner points. More details can
be found in Chapter 24 of [9].

2.1 Discretization and numerical schemes

For simplicity we assume the domain ) is rectangular. The domain is first partitioned
into two children subdomains and then each children subdomain is further partitioned
in a similar manner. This hierarchical partition will stop until the leaf children reach
the preset square size and consequently a hierarchical tree of domains are formed.
Eventually the domain is partitioned into n; X ns squares of the same size and each



square is discretized by p x p Chebyshev nodes, see Figure 1. We denote all collocation
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Fig. 1: The domain  is hierarchically halved and eventually is partitioned into
squares. Then each square is discretized with p x p Chebyshev nodes.

points by x = {z;}¥; and define the discretized solution u = [u(z;)]YY; as the solution
vector with collated values. The Chebyshev nodes on each square is classified into
three groups: the interior nodes (marked in red), the boundary edge nodes (marked
in blue) and the corner nodes (marked in gray). It turns out that the gray nodes does
not contribute to any spectral derivatives to other nodes when there are no mixed
derivatives in (3), so we dropped them off in the collocation points x. After excluding
all the corner points, the total number of points in the grid equals

N = (p—2)(pning + ny + na) ~ p2nins .

The discretization procedure above would introduce a sparse N x N matrix A, and
the value of A(i,:)u may have different values depending on the type of point x;

[Au](z;), for any interior points (marked in red),
A(i,Ju= <0, for any edge point that is not on 992, (4)
i%v for any edge point that is on 9.

In the HPS solver, this big sparse matrix A is not explicitly formed but instead the
matrix-vector application of A~! is constructed via a hierarchical sweep through all
subdomains. To explain the details, we first restrict our scope to a local subdomain
Q7. Denote the interior nodes index in a square 2™ as J; and the boundary edge nodes
index as Jy, the operator A can be locally discretized as a spectral differential matrix
and likewise equation ((2)) can be discretized in the following form for any leaf node

T:
[A:—z Az‘T,b] {Eﬂ =g,

T T
Uy :fb’

()

where the subscript denotes the values on the corresponding collocation nodes. For
example, AT, = A"(J],J;) and g] = g(J]). The resulting local problem is of small
size p and thus it is easy to construct the solution operator S™ that maps the boundary
data to the interior solution

u; =S"ug .



Additionally, we can build the DtN operator T” that maps the boundary data uj to
a vector v consisting of the boundary fluxes

vi =T"uj .

More precisely, if the collocation point x; is on a vertical edge, then v7 (i) ~ 8‘9;1 (x;)
and if z; is on a horizontal edge, then v (i) = C%fz(xi). These two operators can be
computed directly from the local spectral differentiation matrix. For example, in the

absence of source term g;, the solution operator S™ and DtN operators are
ST=-A; Ay and T =DS, (6)

where D consists of spectral differentiation operators on edge nodes corresponding to
)

7., and % respectively.
The full hierarchical HPS solver consists of two stages: a build stage that sweeps
from leaf squares to its parent, and a solve stage that pass through the tree starting
from the root to its leaves. In the building stage, the solution operator S™ and DtN
operator T7 are built for each subdomain 7 from leaves to roots. For leaf subdomains,
they can be built directly by using equation (6). For a parent subdomain 7 with
children subdomains o and 5, S™ and T can be built by “merging” the DtN operators
T and T? of the children subdomains a and 3. These process is done by Schur
complements of the linear system (5) with respect to that of its children via the
continuity of solution and fluxes on the interface. See more details in Chapter 25 of
[9]. For completeness, we briefly discuss below how to merge the local operators on
children domains into the local operators on the parent domain. We first partition
the boundary points on 9Q% and 997 into the three sets: J;, the boundary points
on 9Q,/0Qs; Ja, the boundary points on 9Q3/0Q,; and Js, the boundary points on
both 9§, and 0Qg but not on J),. See Figure 2 for an illustration of the boundary
points. The goal of the merge process is to construct the solution operator S™ and DtN
operator T™ on the parent node 7 from the local operators S, T and S?, T? on its
children nodes. These children local operators can be partitioned as the following.

Vi1 _ T?,l Ti?) urg Vo _ T%Q Tgi?) uo (7)
V3 Tg,l T§73 us ’ V3 Tg‘72 T§73 us ’
By definition, the local operators on the parent nodes can also partitioned analogously.

w=s ] [l = [l ®

Combining (7) and (8), we can solve for S™ and T™ with T® and T# as the following.

—1 a 0 e
ST = ( g,s - T§,3> [_ ?,1 | T§,2] , T = { (1)’1 ng * {T%j >
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Fig. 2: An illustration of boundary points on the parent domain Q7 = Q* U QF.

In the solve stage, one starts from the root domain €2 and iteratively uses the
solution operator to map boundary data to the interface of its children subdomains.
This process would pass boundary information from parent domains to its children and
consequently provide boundary data for all leaf subdomains. Then with the solution
operator S” for all leaf subdomains, one can easily construct local solutions and glue
them together into a global solution. We summarized the solve stage of HPS in the
following algorithm 1 when no external force is present.

Algorithm 1 HPS solve stage with no body load.
1: u(k) = f(xy) for all k € J}.

2: fort=1,2,...,ndo
3 u(J7) =S"u(Jy).
4: end for

The time complexity to build all local matrices for leaves in 2D is about (p?)3 = p°
because there are p? points for each leaf subdomains. As there are about N/p? leaf
subdomains, the total cost to process all leaf subdomains is about (p%)(N/p?) = p*N.
For a parent subdomain 7 at level [, the cost of merging process is about 272 N1-5,
Because there are 2! subdomains at level I, the total cost at level [ is about 27t N1
and thus the total build cost in 2D is ZlL:O 27!N1® ~ N5 For the solve stage, the
cost of applying the solution operator S7 is about 27!N so the total cost of the solve
stage in 2D is ZIL:_Ol 2!27IN ~ Nlog N. We numerically verify the solve stage time
complexity in Section 5.3.

3 The RKHPS method for time-dependent problems

We now introduce the Runge-Kutta Hierarchical Poincaré-Steklov (RKHPS) schemes
for the general parabolic equation (1). These schemes combine high order Runge-Kutta
discretization and high order HPS schemes, thus they enjoy high accuracy, stability
and efficiency. As mentioned above the HPS scheme is most efficient if the matrix A
does not change throughout the computation and it is therefore natural to consider
Explictly, Singly Diagonally Implicit Runge-Kutta (ESDIRK) methods.



3.1 Time discretization

In general, the right hand side of (1) can be split into a stiff part Lu and a non-stiff
part ¢ + g(u). The natural choice is to adopt an implicit-explicit RK (IMEX-RK)
method, in which Lu is discretized by a method defined through an implicit Butcher
table A,b and ¢ whereas g(u) is treated by a method defined by an explicit Butcher
table A,l; and ¢. In particular, we use the ESDIRK scheme for the stiff term Lu.
These methods usually have an explicit first stage and put the same constant on the
diagonal entries a;;. Such structure in the Butcher table A allows to have the same
sparse matrix A in (4) in all iterations. Therefore, we can build a HPS solver once
in the offline and apply the same HPS solve for all iterations. The nonstiff term is
dealt with an Explict Runge-Kutta (ERK) method, which only has non-zero entries
in the lower diagonal part in the Butcher table. See Table 1. In particular, we used the
tableau data ARK4(3)6L[2]SA and ARKS5(4)8L[2]SA from the additive Runge-
Kutta (ARK) methods by Carpenter and Kennedy [15]. It is assumed that the time
step coefficients ¢; and ¢; are the same in both ESDIRK and ERK method.

0 0 0 0 0 0 0 0
co a1 ¥ 0 0 Co a21 0 0 0
Cs—1 | @s—1,1 Qs—1,2 ... y 0 Cs—1 | Gs—1,1 Gs—1,2 ... 0 0
1 b1 bo oo o bso1 1 &5,1 &3’2 &57571 p

| b bo R ‘ by bo .. bs_1 bs

Table 1: Butcher tables of Runge-Kutta methods. Left: ESDIRK. Right: ERK

The general RK method can be usually formulated in two ways: the stage formula-
tion or the slope formulation. These two formulations are algebraically equivalent for
ODE systems but not necessarily equivalent for PDEs. In this manuscript, we imple-
ment and compare both formulations. The stage formulation consists of s intermediate
stage solves:

% i—1
j=1 j=1

where 7 = t" + ¢;At, qf = q(t7, ) and g7 = g(u}). With a ESDIRK method shown

in Table 1, we can assume that a;; = 7,4 = 2,...,s and rewrite equation (9) as the
following
uf =u"
i—1 i—1 (10)
(= AtyL)uf = u™ + ALY a Luf + Aty ag (qf +g7) , i=2,...,s.
j=1 j=1

It is clear that the first stage is explicit and for other stages one needs to invert an
elliptic operator (I — AtyL). The equations above hold in the interior of £ and are



equipped with boundary conditions

up = f(t}), ondQ, i=1,...,s. (11)
In comparison, the slope formulations, if there is no nonlinear term g = 0, is composed
of multiple stages where slope variables k}' are calculated as follows

k= Lu" + g7,
1—1 (12>
(I = AtYL)R! = Lu™ + ALY a Lk}, i=2,...,s.

j=1

The semi-discretization above need to be augmented with suitable boundary condi-
tions.

Let E be the diagonal matrix that is 1 at boundary DOF and zero everywhere
else. Suppose we want to solve the PDE v; = v,, + F¥(v), with boundary conditions
v = vpc(t) using a semi-discretization

u; = Dou + TE(u — vpc(t)) + FE(u).

Here the boundary conditions are enforced weakly by the penalty term. Denoting
FY(u) = Dou + 7E(u — vpc(t)) we have that

FY(u) = u; — FE(u).

We consider the first stage in an IMEX method. Given the current solution u,, 1 it is:
1. Set KE = F¥(u,_1).
2. Solve
K} =F'(u1) = F'(un—1 + AtA] | K] + AtAS K7).

3. Using the explicit expression for F! we only use the penalty term for K} and find
K1 = Dyuy + AtA} Do K| + TE(K] — R) + AtAY Do KT
Here we can use the PDE, F'(u) = u; — F=(u), to find

_ dvgc (t)

R dt

— EF®(uy).

As we now have additional unknowns on the boundary from EF®(u;) we must
add the equations
E(K¥ — FF(u;)) = 0.
A natural choice when ¢ = 0 is to set k' = w,(¢]") at the boundary as the slope k'
can be interpreted as an approximation to the time derivatives of the solution. At the



end, the one step approximation u™*! can be calculated explicitly by assembling the
slope variables k'

n
u"t =" ALY bk
j=1

When the nonlinear term g is present, another explicit slope variable [I* is introduced.
The intermediate slope variables k' and []' are computed as follows:

B = Lu” 4 ),

=g,
i—1 i—1
(I = ALK = Lu™ + At ay; Lk} + AtY ayLl} +qf, i=2,....5,  (13)
j=1 j=1
i i—1
I =g(u" + ALY aghk] + ALY ail}), i=2,...,s.
j=1 j=1

Similarly, the one step approximation can be assembled as
n n
+1 _ b
u' =, + ALY bR+ ALY bl
j=1 j=1

However, a major challenge is to design suitable boundary conditions for the interme-
diate slopes k}* and [j*. As there are no clear interpretation of these individual slope
variables on the boundary, it is only possible to assign suitable boundary conditions
for limited situations. For instance, zero boundary conditions can be assigned for both
k' and [7' if BC of the PDE is time-independent.

3.1.1 Implicit and explicit computation

Notice that in either the stage or slope formulations above, there are two types of
equations that need to be solved, i.e. implicit elliptic equations in the form

(I — AtyL)u" = known RHS on Q7
or explicit equations in the form
u = known RHS on Q7|

where u denotes the stage variables u]' or slope variables k7', [I* respectively. Both the
implicit and explicit equations are equipped with Dirichlet boundary conditions and
hold on all subdomains. As the identity operator can be interpreted as an elliptic
operator, both the implicit and explicit equations can be solved on the hierarchical
tree by following standard HPS methods. However, for explicit equations alone, one
can explicitly form the global linear sparse system and directly solve it without using

HPS method. We have tested and compare both implementations in the arXiv report



and found that there are only machine precision difference between directly solving
sparse system and using HPS method.

3.1.2 Boundary conditions

As the unknowns u}', k' and [}’ are approximating the solutions and the slope vari-
ables respectively, we need to assign boundary conditions in different ways in different
formulations correspondingly. For the stage formulation, a natural choice is to assign
ul = u(x,t" +¢;At) for x € OI'. However, such treatment may suffer from order reduc-
tion [16] as shown in the numerical results. For the slope formulation, if only £} is
present, the natural choice is to assign k}' = us(x,t" + ¢; At) for x € OI' because k' is
approximating the time derivative of the solutions. In the case when both the implicit
slope k}' and explicit slope [' are both present, there is no clear relation between them
and the solution, thus only limited cases are applicable. For example, if equation (1)
is equipped with time-independent BC, then zero boundary Dirichlet conditions can
be assigned to the slope variables.

To deal with Neumann and Robin boundary conditions, the HPS method uses the
pre-computed DtN operators to map them to Dirichlet boundary conditions. More
details can be found in [11].

3.1.3 Penalization in the slope formulation

The HPS method inherently enforces continuity of the fluxes across the interfaces
of children subdomains. Such feature, however in the slope formulation, does not
guarantee that the solution has a continuous flux across the interface. As a trivial
example, if only kI' is present, then the updating formula

S
™t = + Atz bjk';l R
j=1

will pass any flux mismatch from the previous solution u™ to the next step.

An easy fix of this can be projecting the solution into the continuous flux space.
However, for greater generality, we enforce an penalization on flux jump in the slope
formulation. That is, the zero flux jump condition in HPS

[Tk +h*] =0,
is replaced by a penalized version
[Tk +nh* — At7'h")] =0,
where Tk denotes the derivative from the homogeneous part, h* denotes the flux of

particular slope and h* denotes the flux of the solution u. This new penalized condition
modifies the merging process by adding an extra term.

10



4 Stability of RKHPS

In this section, we seek to shed light on the stability properties of RKHPS. We establish
that the time-stepping map u™ — u™*! is stable for the particular case of the heat
equation discretized with HPS in space, and backwards Euler in time. For higher order
discretization, analysis appears to be challenging, but we present numerical evidence
that point strongly towards the conclusion that RKHPS is stable up to order five.

4.1 Eigenvalues of the local differentiation matrix

The HPS uses spectral collocation method to discretize each subdomain and the
corresponding local differentiation matrix are approximating the second order ellip-
tic operator whose eigenvalues are negative. In particular, the eigenvalues of the
continuous second derivative with zero boundary conditions are defined as

D%u(z) = du(z), —1<z<1
u(£1) =0.
The eigenvalues of this continuous problem are known to be A\, = — k24“2. The Cheby-

chev collocation methods considers u as (p — 1)-th order polynomials such that the
above equation holds at Chebyshev points z; = cos(p]%l). Such discretization yields

the spectral differentiation matrix, which approximates the first % portion of the eigen-
values very well but there is an O(p*) error for the remaining eigenvalues. It is shown
in [17, 18] that the eigenvalues of spectral differentiation matrix are real, negative and
distinct.

4.2 Stability of RKHPS
We now prove the stability of RKHPS for linear heat equation in the following form:

14
u=gq, rzel, (14)

{ut:Au—i-f, x €,
where f is the external force.
Theorem 1. In dimension two, the eigenvalues of the time-stepping map M™ : u™ —
u"tt of backward Euler HPS method for heat equation (14) has modulus bounded by
1 for any time step size h. In particular, backward Euler is Lax-Richtmyer stable.

Proof. For stability proof of (14), it suffices to assume f = g = 0. The Backward
Euler time discretization for a certain Runge-Kutta scheme yields the following semi-
continuous PDE:

(15)

(I + hA)u"tt = ym, z €,
untl =0, zel.

11



In HPS method of the above semi-continous equation, the domain 2 is decomposed
into a hierarchical sequence of subdomains:

n+1,‘r: n T
{(I—f—hA)u u™, x e, (16)

un+1,7’ — f‘r , = ]_"7"

where f7 is the unknown boundary condition over each subdomain. Consider the local
problem (16) with fixed 7, we decompose the local solutions into particular solution
w™tH7 and homogeneous solution ¢™ 17,

un+1,7’ —_ wnJrl,T 4 ¢n+1,7’ .

They satisfy the following equations respectively.

{(I+hA)w =ut,  we®, {(I+hA)¢ —utweR

w” =0, zel™, T = fT, zel.

We omit the supscript "' in above equations and the proof below when no confusion
occurs. In the HPS method, each leaf node 7 is discretized with p x p Chebyshev
points. We denote the indices of all Chebyshev points in Q7 as J7, the interior points
as J7 and the boundary points as JJ. Then the operator (I+hA) is discretized as the
2nd order Chebyshev differentiation matrix L and globally it is discretized as a large
sparse matrix A. (see details in section 2.1).

Now consider a parent node 7 with children o and 3, equation (17) implies that
the particular solution on the left children must satisfy that

A(J, JY)w® = u™(JY).
Similarly, equation (16) implies that

A(J3, JT)wWT =u™(JY).
Therefore, we must have

A(JY, YW = A(JX, JT)w™ = A(JS, J9)wWT (J%),
where the last equality holds because of the sparsity of matrix A. In fact, the values
of A(J¢, J7)w™ depends only on the nodal points within 2% rather than that in Q7.
Decomposing the index J* = [J&, J2], we can rewrite the above equation as
A, TP (T) = AU, 2w () + AU, Jw™ (J5),

where we used the fact that w*(J{*) = 0. Invert the square matrix A(J2, J7¥), we have

[ ?

w(JE) =W () + (AR, ) A, TEwT (J3).

12
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Fig. 3: The vector J7 is partitioned into five blocks.

Analogously for child £, we have

-1
WO (I2) = w (7)) + (AL, D)) AL W ().

To illustrate the structure of the above two equations, we partition the indices J™

into five blocks (see an illustration in Figure 3)

{W‘*(Jf‘)

_|Tiu I T30 0
Wi T

0 0 Tos I T25:| w”i=Tw", (18)

where Ty, T13 are submatrices of (A(J®, J*)) "' A(J2, Jg) and analogously T3, Tss

()

-1
are submatrices of (A(Jf ,JP )) A(JP, JP). Such structure of matrix T guarantees
that itself has singular values bounded below by 1. In fact, we have

TT = {THTL +T13Ts Ti3Tos ]

TuT],
TosT1s To3Tas + TasTos

Tis| r+1 7
T25T;5:| + |:T23:| [T13 T23] )

which is the sum of two semi-positive definite matrices. Therefore (18) implies that
for any parent node 7 with children « and g3:

w17+ [w? (1 = [lwe (TP + [w? (T 17 = w1
Apply the above inequality hierarchically for all parent nodes 7, we have

a2 = w2 < w22+ w2 << Y0 W, (19)

7 is leaf

where the summation in the last inequality is over all leaf nodes 7. For any leaf 7, the
Chebyshev discreization of equation (17) implies that

w(J7) = (L+ LT, J7) (7)), (20)

13



where L is the 2D second order Chebyshev differentiation matrix. It is shown in [17]
that the 1D Chebyshev differentiation matrix E has real, distinct and negative eigen-
values o ;. Notice that L(J7,J]7) = E® |+ 1® E, we conclude that L(J], J]) is also
diagonalizable. In fact, assuming the eigen-decomposition E = VEEEVEI, we must

have

(VE' @ VEYL(JIT, JT) (Ve ®@ VE) = (VE' @ VEDN(E® | + 1 ® E)(VE @ VE)
=(Ve'®@Ve") (VeSpVe) @1 +1® (VeSEVe ")) (Ve ® VE)
=YEQRI+IxXE.
(21)
This implies the eigenvalues of L(J7,J]) are pairwise sum og; + og; < 0 and the
eigenvectors are pairwise Kronecker product Ve ; ® Vg ;.
Consequently, there exists the eigen-decomposition of L(J7, JT) for any leaf T,

L(JT, J7) = VIST(V) ™,

where Y7 is a diagonal matrix with negative entries and V] contains the eigenvectors.
Plug it into equation (20), we have

W (J7) = VI(1+ hs)) (VD) (7). (22)

Because X} are negative, the L-stability of Euler methods implies that the entries of
(1 + hX7)~! must have modulus smaller than 1, therefore

w712 = flw™ (DI < flu™ (I
Now combine the above equation with (19), we have

[ e T e N [T O /1 g T

T is leaf

which implies ||[M™|| < 1 and thus the stability of RKHPS. O

Remark 1. For general parabolic equations, unfortunately there is no guarantee
that spectral approximation to the elliptic operator has real negative eigenvalues. For
example, in the strong convection regime or high frequency regime of Helmholtz type
operator, the spectral approximation may have imaginary or real positive eigenvalues
and in those cases there is no guarantee for stability of RKHPS. Numerical result
shows that the RKHPS method is stable for partial differential equations in which the
elliptic operator is dominating though.

In Figure 4a and 4b we have plotted the eigenvalues of the time-stepping map for
1D variable coefficient parabolic equation (25) without or with a HPS hierarchical
tree structure. We see that in both cases the RKHPS has eigenvalues bounded by 1,
regardless of the time-step size At = 1,1072,107%,1075. Moreover, for the RKHPS
with hierarchical tree, we set the depth of tree L = 3 and consequently there are 8 leaf
nodes. By comparing Figure 4a and 4b, we see that the tree structure introduces 7 zero
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eigenvalues. As demonstrated in the proof stability, such phenomena stems from the
continuity flux assumptions in the HPS methods and the number of zero eigenvalues
equals to the total number of interfaces. In fact, it can shown that the null space of
the time-stepping map consists of functions that are supported on the interfaces.

-

—-

*‘At:l *‘Atzl

— At =102 —At=10"?
0.8 At =107} 0.8H At =107*H
——At=10" —At=10"°

Q. Q.

© ©

IS IS

(o) (o))

C C

g g

Q. (o}

2 2

906 9 0.6

[0} [0}

£ £

©04f 504+t

(2] [%2]

[0} [0}

= = ‘

So2f So.2f

c o

[ [0

2 2

° o . ° -

0 20 40 60 80 0 20 40 60 80

(a) with no hierarchical tree structure (b) with 8 leaf nodes in the hierarchical tree

Fig. 4: Eigenvalues of the time-stepping map for 1D variable coefficient parabolic
equation

5 Numerical tests

5.1 1D convection diffusion equation

We then test the convection-diffusion equation with variable convection-coefficient.
Ut = Ugy — ksin(l + 1.972)uy + ¢ (23)

with initial and boundary conditions

u(z,0) = sin(1 + 1.77x) cos(1), for all z € [0,2]
u(z,t) = sin(1 + 1.77z) cos(1 + t2z) (1 + t3x) , for all t € [0,0.5] and = 0 or 2
(24)

We first consider the case with no external source ¢ = 0. We discretize the domain with
32 leaves and p = 21 on each leaf node. The approximate solution is computed using a
ARK4(3)6L[2]SA-ESDIRK method in [15]. In Figure 5a and 5b we plot time stamps
of approximate solution with £ = 1 and k = 100. In the strong diffusion regime k = 1,
the solution profiles 5a are similar to that of the heat equation. In comparison, in the
strong convection regime k = 100, the solution in Figure 5b quickly forms shocks at
point x = 0.3588 and x = 1.4114. These two points are exactly where the convection
coefficient sin(1+1.97x) changes from positive to negative. We first set k£ = 1 and test
the diffusion dominated case. We plot the case of inhomogeneous and homogeneous
BC in Figure 6a and 6b. The plots are again similar to that of the heat equation upto
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Fig. 5: time stamps of convection diffusion equation

some minor difference. Then we set £k = 100 and plot in Figure 7a and 7b. In this
case, the order of convergence drops to 3rd order regardless of different formulations
or type of boundary conditions.

maximum err

o< 10°
1071 ~~ —o—stage form 4 —o—stage form
——slope penalty ’e\\ ——slope penalty
slope f0r13n RN slope form
- 3 ~\‘:\\ ey =ca?
= —4
o “CYy=cor
g
2107
w
5]
g N N
-15 b |
1010 10 .

10°
time discretization size

10°
time discretization size

102 102

(a) inhomogeneous BC (b) homogeneous BC

Fig. 6: convergence test of convection diffusion equation with & =1

5.2 1D variable coefficient parabolic equation

We test variable coefficient parabolic equation in this section with same discretization
and ESDIRK method as the previous subsection.

uy = Oy (adypu) + K2u + ¢ (25)

where a(z) = 14 0.9sin(1 + 1.97z) is the inhomogeneous medium conductivity. We
set Kk = 1 so the equation is diffusion dominated. We first calculate a typical solution
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Fig. 7: convergence test of convection diffusion equation with k£ = 100

with no external source ¢ = 0 and with initial and boundary conditions set as in (24).
The time stamps of the approximate solution is plotted in Figure 8. One can see that
the solution quickly changes from the sine profile to a monotone temperature diffusion
profile. Also notice that the solution is nearly a constant on regions where the medium
conductivity achieves large values.

2 ‘
—1t=0
151 —1t=0.1 i
t=0.2
—1t=0.3
1 —t=04
Medium a

0 0.5 1 1.5 2
Fig. 8: time stamps of approximate solution from ¢ = 0 to ¢t = 0.5.

In Figure 9a and 9b we plot the convergence rate for inhomogeneous BC and
homogeneous BC cases respectively. The plots more or less resembles that of the heat
equation. For inhomogeneous case, we obtain asymptotically 3rd order convergence for
stage formulation and nearly 4th order for slope formulations. For homogeneous case,
all three methods obtains 4th order convergence before it gets saturated at magnitude
of 10719 to 10712,
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Fig. 9: convergence test of variable coefficient parabolic equation

5.3 2D heat equation

We consider the 2D heat equation in this section
Up = Ugg + Uyy + ¢, (26)

where a suitable source ¢, initial and boundary conditions that are compatible with
the exact solution

u(t,2,y) = sin(re) exp(—t(y = 5)7),

in the inhomogeneous boundary condition case, or
u(t,z,y) = sin(27x) sin(27y) exp(—t(x + y)),

in the homogeneous boudnary condition case.

The domain © = [0,1]? is divided into 8 x 8 nodes with p = 21. The approximate
solution is computed using the ARK4(3)6L[2]SA-ESDIRK method in [15]. For both
the stage and slope formulation, we plot the maximum error with different time dis-
cretizations in Figure 10a and 10b. In the case with inhomogeneous BC, the (penalized)
slope formulation has minor order reduction while the stage formulation lost about
one order of accuracy. In comparison, in the homogeneous BC cases, both formulations
have same order of accuracy.

O(N log(N)) time complexity

We plotted the CPU time of each time step for solving the heat equation in Figure 11.
In particular, the computational domain is discretized with 4 x 4, 8 x 8,..., 64 x 64
subdomains, each with 11 x 11 Chebyshev nodes. The total number of degrees of
freedom ranges from 1681 to 410,881. We then compare the proposed method with
the finite element method (FEM). For the FEM method, the space is discretized with
the same number of degree of freedom with no hierarchical structure. For simplicity,
we used the backward-Euler method for the time discretization. The FEM solution
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Fig. 10: convergence
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test of heat equation

is obtained using LAPACK DGB-FA and DGB-SL with a PLU decomposition to
take advantage of the banded structure of the stiffness matrix. We note that there
are more advanced ways to solve the linear system associated with high order FEM
discretizations. A recent paper discussing such techniques is [19]. In Figure 11, it is
shown that the solve stage time of the proposed method scales as O(N log(N)) while
that of FEM is slightly better than O(N?).
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Fig. 11: CPU time comparison between our method and FEM for solving one time
step for the heat equation
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5.4 2D Burgers equation

In this section, we consider the following 2D Burgers equations:

U = E(Ugp + Uyy) — (Uty + vuy),

Uy = €(Ugp + Uyy) — (v + VVy) . 27
We use the same discretization in this example and ARK4(3)6L[2]SA-ESDIRK for the
Analytic solution test. A higher order method ARK5(4)8L[2]SA-ESDIRK ([15]) is used
for the rotating flow test to compute the approximate soluitons. We investigate the
convergence rate for different typical solution to the Burgers equation and show that
RKHPS has high order convergence and stability, though loss of order convergence
occurs for inhomogeneous boundary condition problem. A rotating flow example is
also provided to demonstrate that RKHPS can capture a sharp transition region in
the fluid.

5.4.1 Analytic solution test

The Burgers equations are solved from ¢ = 0 and 7' = 2 on a unit square [0, 1]%. We
partition the domain [0, 1]? into 8 x 8 = 64 smaller squares and each of them is further
discretized with order p = 21 Chebyshev nodes. In total there are 25921 space grid
points. The maximum error ||u(T,-) — texact (T *)||oo are calculated on all grid points
except those corner points. The viscosity is set as € = 0.1. In this test, the slope
formulation is not applicable and only stage formulation is used here. We study the
convergence rate for different type of exact solutions at the terminal time T = 2.

Traveling wave solution The exact solution is of the following form:

Utravel\ T, Y,
4 1 exp(dy—4dax—
4 ( ol 326 t))
(28)
( t) 3 1
Vtravel\ L Y, = - 4+ .
4 1 exp(4dy—4xz—t)
4 ( e 326 )

In Figure 12a, we plot the maximum error for both v and v, the convergence rate is
near 3rd order due to the order reduction in inhomogeneous BC solutions.
Highly diffusive solution In this case, we consider the following exact solution:

( " 47e exp(—5m2et) cos(27x) sin(ry)
Udiffusive \ T, Y, 1) = — . )
dift 4 2 + exp(—bn2et) sin(27x) sin(7y) (29)
( 9 27e exp(—5m2et) sin(27x) cos(my)
UVdiffusive\Ls Y5 1) = — . .
diffusivel, ¥ 2 + exp(—5n2et) sin(27x) sin(my)

In Figure 12b, we plot the maximum error for v and v. The convergence rate of both
are close to 4th order and gradually drop to 3rd order as the time discretization get
finer.
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Fig. 12: convergence test of Burgers equation

5.4.2 Rotating flow test

In this test, we consider a rotating flow problem on the domain [—7, 7]? with terminal
time T' = 1.5. The viscosity is set to be low £ = 0.005 and we set initial condition as

u = —5yexp(—3(z% + v?)),
v = 5rexp(—3(2* +3?)).

and set no-slip boundary conditions. The domain is discretized with 24 x 24 leaf
nodes with p = 24 and the time is discretized with 7 = 0.01. To capture the shock
like transition region, we used a 5th order ESDIRK method. In Figure 13, we plot
the contour of velocity [u,v]” at time ¢ = 0.01,0.51 and 1.01. We can see that two
semicircle fluid are rotating and gradually expanding to a larger circle, eventually they
form a shock near the circle.

5.5 Multiple filamentation

As a final example we simulate the regularized non-linear Schrodinger equation [20)]

iug + (1 — dag) Au + (1 + ice)|ul*u = ibsu. (30)
Here the terms with a,b and ¢ corresponds to, linear wave-number dependent absorp-
tion, linear gain, and two-photon absorption, respectively. This is a challenging
equation to simulate as its solution approximates collapse of filaments, a process which
requires accurate numerics in both space and time. When ¢ = 0 and the optical power
is beyond a critical threshold localized filementation occurs. Each such collapse is well
approximated by a self-similar radially symmetric solution

lu(r,t)| = Ro(p)/L(t),
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Fig. 13: rotating flow with low viscosity

with p = r/L(t) and

to—t
L(t) =~ /(27) —,
0~V N )]
where t( is the time of collapse.

We solve this problem on the domain Q = [0,25.6]? from ¢ = 0 to ¢t = 5s. The
domain is divided into 8 x 8 leaf nodes with p = 13, and timestep At = 0.005. The
problem is equipped homogeneous Dirichlet boundary condition and with initial data

u=>5exp (—(z—12.8)> — (y — 12.8)%) .

We plot the contour of the modulus of the solution at different time stamps ¢t =
0,1.66,3.325 and t = 4.995 in Figure 14. We see that the solution has sharp deriva-
tives and our method qualitatively captures the collapse behavior of filaments of the
solution.
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