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Abstract—High mobility environment leads to severe Doppler
effects and poses serious challenges to the conventional physical
layer based on the widely popular orthogonal frequency division
multiplexing (OFDM). The recent emergence of orthogonal
time frequency space (OTFS) modulation, along with its many
related variants, presents a promising solution to overcome such
channel Doppler effects. This paper aims to clearly establish the
relationships among the various manifestations of OTFS. Among
these related modulations, we identify their connections, common
features, and distinctions. Building on existing works, this work
provides a general overview of various OTFS-related detection
schemes and performance comparisons. We first provide an
overview of OFDM and filter bank multi-carrier (FBMC) by
demonstrating OTFS as a precoded FBMC through the introduc-
tion of inverse symplectic finite Fourier transform (ISFFT). We
explore the relationship between OTFS and related modulation
schemes with similar characteristics. We provide an effective
channel model for high-mobility channels and offer a unified
detection representation. We provide numerical comparisons of
power spectrum density (PSD) and bit error rate (BER) to
underscore the benefit of these modulation schemes in high-
mobility scenarios. We also evaluate various detection schemes,
revealing insights into their efficacies. We discuss opportunities
and challenges for OTFS in high mobility, setting the stage for
future research and development in this field.

Index Terms—OTFS, doubly selective channels, Doppler effect,
OFDM, high-mobility scenarios.

I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) has
dominated the physical layer of modern wireless communi-
cation, being widely utilized in wireless LAN (e.g. WiFi),
and cellular networks (e.g. 4G and 5G) owing to its high
spectrum efficiency and robustness to multipath channel dis-
tortion [1]-[5]. Despite its advantages and success, OFDM
continues to face significant application challenges, includ-
ing significant out-of-band emissions (OoBE), a substantial
cyclic prefix (CP) overhead under large delay spread, and
sensitivity to strong Doppler effect in high-mobility scenarios.
To tackle spectrum efficiency issues due to OoBE and CP,
alternatives to OFDM have been proposed over the years.
They include filter bank multi-carrier (FBMC) [6], filtered
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orthogonal frequency division multiplexing (F-OFDM) [7],
generalized frequency division multiplexing (GFDM) [8], [9],
and universal filtered multi-carrier [10], [11]. More recently,
wireless communication serving high-mobility scenarios, such
as in high-speed railways, vehicular networks, and unmanned
aerial or underwater vehicles (UAVs or UUVs), have become a
major design consideration [12], [13]. To this end, orthogonal
time frequency space (OTFS) modulation presents a promising
format [14], [15]. OTFS was first introduced by Monk et
al. [16] in 2016 to address the challenges in high-mobility
wireless channels. Unlike traditional schemes such as OFDM
and OFDMA, which operate in the time-frequency (TF)
domain, OTFS maps data symbols onto the delay-Doppler
(DD) domain. By doing so, OTFES exploits the delay-Doppler
diversity of high mobility channels to combat Doppler-induced
channel fading, as demonstrated in early studies such as [17]-
[19]. Consequently, OTFS is specifically tailored to mitigate
high-speed channel fading due to the Doppler effect, and
offers a novel modulation for wireless transmission systems
encountering high-mobility networking scenarios [20]. Over
time, further research findings identified additional benefits of
OTFS, including a lower peak-to-average power ratio [21],
[22] compared to traditional OFDM, which simplifies the
power amplifier design and improves transmit power effi-
ciency. Efforts to design more practical OTFS implementations
have led to significant advances, including the integration of
OTFS with multiple-input multiple-output (MIMO) system by
Kollengode et al. [23], effective receiver designs by Raviteja
et al. [24], channel estimation algorithm proposed by Raviteja
et al. [25], and uplink synchronization method by Alok et al.
[26], among others.

The past few years have witnessed a number of re-
ported OTES successes [23], [25], [27]-[35]. Despite many
demonstrations of potential OTFS advantages in high-mobility
scenarios, multiple proposed variants of OTFS have also
demonstrated similar characteristics, often claiming stronger
or equivalent benefits in high mobility application scenarios.
In fact, the emergence of many OTFS variants, along with
their respective claims of performance superiority, tends to
create substantial confusion in the literature with respect to
their connections, similarities, and differences. For instance,
the orthogonal signal-division multiplexing (OSDM) [36]-
[38], initially proposed to address the doubly spread channel in
underwater acoustic communications, and Vector OFDM (V-
OFDM) [39], designed to lower CP overhead, share the same
expressions with OTFS when using rectangular transceiver
pulses and a Nyquist sampling rate. Additionally, recently
proposed orthogonal time-sequency multiplexing (OTSM) [40]
and orthogonal delay-Doppler division multiplexing (ODDM)
[41], both for high-mobility communications, follow similar
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COMPARISON BETWEEN THIS PAPER AND EXISTING SURVEYS AND TUTORIALS

Paper

Main Contribution

Wei et al. [45]
Yuan et al. [46]
Hong et al. [47]
Zhang et al. [48]
Xiao et al. [29]
Shi et al. [49]
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Cai et al. [51]
Shtaiwei et al. [52]
Lin et al. [53]
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OTES features, challenges, and potentials in next-generation wireless networks.

OTFS fundamentals, transceiver designs, applications, challenges and future directions in next-generation wireless networks.
Comprehensive explanation of the core concepts, mathematical foundations, and practical applications of OTFS.

Discusses inter-cell interference and existing anti-jamming solutions for OTFS systems.

Explores OTFS as a physical layer waveform for IoT applications.

Advocates OTFS for low Earth orbit (LEO) satellite communications.

Focuses on MIMO-OTES and the integration of OTFS with multiple access techniques (e.g., NOMA).

Reviews promising modulation and multiple access techniques for 5G networks.

Highlights the integrated sensing and communication (ISAC) benefits of OTFS.

Introduces the properties of ODDM modulation.

Discusses relationships between different modulation schemes; analyzes BER performance to favor AFDM.

Provides a unified view of OTFS and related modulation schemes, highlights connections and differences among OTFS variants,
addresses confusion in the literature, and provides detailed introduction and analysis of detection schemes and basic performance
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Fig. 1. Timeline of variants modulation schemes related to OTFS.

principles as OTFS. These schemes often declare similar or
superior performance compared to OTFS in high-mobility
scenarios. Meanwhile, another perspective has led to the pro-
posal of chirp-based multi-carrier modulation schemes, such
as orthogonal chirp division multiplexing (OCDM) [42] and
affine frequency division multiplexing (AFDM) [43], [44] for
high-mobility communications. These applications of chirp
signals to spread data symbols over the entire time-frequency
domain are in fact related to the idea of inverse symplectic
finite Fourier transform (ISFFT) in OTFS. A timeline of these
modulation schemes is illustrated in Fig. 1, highlighting their
evolution and relationships.

In view of the multiple variants of OTFS related modula-
tions in the literature and respective assertions with respect to
their performance edges, it is vital to present a comprehensive
overview to understand their connections and comparisons for
the benefit of their effective practical utilization in wireless
communication systems. The goal of this work is to clearly
analyze and highlight the relationships among the aforemen-
tioned OTFS variants. We aim to provide a common thread
that unifies these OTFS related modulations and variants,
to crystallize their relationship, to highlight their respective
strengths and weaknesses, and to elucidate possible confusion
with respect to the principles of OTFS.

There already exist several survey or tutorial papers on
OTFS that contribute to the understanding of OTFS modu-
lation. Nevertheless, they do not address the different OTFS
variants and help understand their connections. For example,
the survey by Wei et al. [45] and by Yuan et al. [46] provide
an overview of OTFS, including its features, challenges, and
potential applications in next-generation wireless networks.
Hong et al. [47] offer a comprehensive explanation of the core
concepts, mathematical foundations, and practical applications

of OTFS. Zhang et al. [48] discuss the impact of interference
and introduce the existing solution to overcome inter-cell
interference for OTFS systems. Xiao et al. [29] focus on the
outlook of OTFS as a physical layer for the Internet of Things
(IoT). Shi et al. [49] advocate the suitability of OTFS for low
earth orbit (LEO) satellite communications. M. Aldababsa et
al. [50] explore the multiple-input multiple-output (MIMO)-
OTEFS systems and the integration of OTFS with multiple
access techniques, such as non-orthogonal multiple access
(NOMA). In [51], Cai et al. provide an in-depth overview
of the most promising modulation techniques and multiple
access schemes for 5G networks. Another paper by Shtaiwei
et al. [52] considers the integrated sensing and communication
(ISAC) benefits of OTFS frameworks. On the other hand,
Lin et al. [53] focus on introducing the properties of ODDM
modulation. Zhou et al. [54] also discuss the relationship
of various modulation schemes and attempt to establish a
unified framework by introducing the transformation relations
between different domains. However, they only analyze the
BER performance in one experiment to claim that AFDM is
the best candidate waveform for the next-generation wireless
networks, which is unilateral. We summarize and compare
the contributions of our work with these existing survey and
tutorial papers in Table I. Unlike these and other existing OTFS
surveys and tutorials, this paper provides a clear insight into
the various OTFS related modulations, by aiming to overcome
possible confusion and eliminate potential misunderstanding
with respect to these similar modulation schemes. We also
provide a more detailed analysis of detection schemes and
some basic performance comparisons.

The following sections delve into these aspects in detail,
beginning with conventional modulation models for OFDM
and filter bank multi-carrier (FBMC) in Section II. This paves
the foundation for OTFS and variants by demonstrating that
OTFS can be viewed as FBMC utilizing an ISFFT precoder.
Next, we present multiple modulations with similar character-
istics as OTFS in Section III. We demonstrate that both Vector
OFDM and OSDM can be seen as a special case of OTFS
with rectangular transceiver pulses and Nyquist sampling rate.
While not identical to OTFS, OTSM and ODDM follow the
same principle of placing data symbols in non-TF domains to
enhance robustness against channel fading due to high-speed




Doppler effects. We present numerical comparisons of these
modulations in terms of the power spectrum density (PSD)
and receiver bit error rate (BER) in Section IV.

We then turn our attention to analyze effects that different
channel models have on the OTFS related modulations. Sec-
tion V presents effective system models for the covered mod-
ulation schemes under time-selective and frequency-selective
fading channels that feature multipath fading models with
individual path gain, delay, and Doppler frequency shift. We
further illustrate the characteristics of the “doubly-selective”
fading channels to demonstrate the effects of Doppler shift
and multipath delay on OTFS-related signals at wireless
receivers. Under such doubly-selective fading channels, we
demonstrate a unifying signal detection model to capture these
aforementioned modulation schemes under a common receiver
architecture!.

Upon establishing a common receiver architecture for OTFS
and variants, we provide an introduction of several common
detection schemes in Section VI. These OTFS receivers be-
long to the simpler linear detection methods and the more
complex non-linear detection methods. We focus particularly
on several practical non-linear detection concepts including
decision feedback, message-passing, Al-enhancement, and
cross-domain detections. Our experiments further compare
their BER performance under typical fading channels. Our
presentation shows that designing efficient detectors to balance
error performance and computational complexity is important
and a challenge for OTFS and related modulations.

Finally, we outline the opportunities and challenges asso-
ciated with OTFS-related modulation schemes designed for
high-mobility communications in Section VII. We identify
areas for further research and development to enhance their
performance in high-mobility environments before presenting
concluding remarks. The overall structure of this paper is
illustrated in Fig. 2, and a complete list of acronyms used
in this paper is provided in Table II.

II. CONVENTIONAL MULTI-CARRIER MODULATION

Before the introduction of OTFS, this section first describes
the widely used multi-carrier modulation schemes, including
OFDM and FBMC. OFDM paves the foundation of conven-
tional multi-carrier modulation schemes, whereas FBMC can
be seen as a generalization of OFDM. OTFS can be viewed
as a precoded FBMC that uses ISFFT as a precoder.

A. OFDM

As a major legacy modulation technique, OFDM offers
several attractive properties such as simple channel estima-
tion, low-complexity equalization, efficient hardware imple-
mentation, easy combination with MIMO transmission, and
backward compatibility. As shown in Fig. 3, X = {&,, n} €
AMXN ig the complex transmitted symbol matrix in the time-
frequency (TF) domain, where element z,, ,, denotes the m-
th subcarrier complex symbol transmitted at the n-th OFDM

IThe Appendix describes another class of chirp-based modulation schemes
which also align with OTFS principles by spreading data symbols across the
entire time-frequency domain.
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Fig. 3. Diagram of OFDM: (a) modulation; (b) demodulation.

signal block (often known as the n-th OFDM symbol), and A
denotes a finite modulation alphabet (e.g., phase shift keying
(PSK) and quadrature amplitude modulation (QAM) symbols).
The n-th transmitted OFDM signal block containing M data
symbols can be written as

M-1
sn(t) = x

m=0

mn€ , 0<t<T, (1)

where M, T and Af denote the number of subcarriers, the
symbol duration, and the subcarrier spacing of the OFDM
system, respectively. Here, we adapt the orthogonal condition
TAf = 1. Let N be the number of temporal slots spanned by



TABLE I

LI1ST OF ACRONYMS
Acronyms Definitions Acronyms Definitions
AEE-OTFS  Autoencoder-based enhanced OTFS mmWave Millimeter-wave
AFDM Affine frequency division multiplexing MP Message passing
AMP Approximate message passing MU-OTFS Multi-user OTFS
AoA Angle-of-arrival NBI Narrowband interference
BP Belief propagation NLE Nonlinear estimator
CAMP Convolutional AMP NOMA Non-orthogonal multiple access
CD-MAMP  Cross-domain MAMP OAMP Orthogonal approximated message passing
CD-OAMP  Cross-domain OAMP OCDM Orthogonal chirp division multiplexing
CFO Carrier frequency offset ODDM Orthogonal delay-Doppler division multiplexing
CP Cyclic prefix ODSS Orthogonal delay scale space
CPP Chirp-periodic prefix OFDMA Orthogonal frequency division multiple access
CSI Channel state information OOB Out-of-band
DAFT Discrete affine Fourier transform OoBE Out-of-band emissions
DD Delay-Doppler OQAM Offset quadrature amplitude modulation
DFE Decision feedback equalization OSDM Orthogonal signal-division multiplexing
DFnT Discrete Fresnel transform OTFS Orthogonal time frequency space
DLID Deep-learning inspired detection OTFS-REC OTFS with rectangular pulses
DSE Doppler squint effect OTFS-SRRC  OTFS with square-root raised cosine pulses
EP Expectation propagation OTSM Orthogonal time-sequency multiplexing
FBMC Filter bank multi-carrier PAPR Peak-to-average power ratio
F-OFDM Filtered orthogonal frequency division multiplexing | PIN Periodic impulse noise
GFDM Generalized frequency division multiplexing PSD Power spectrum density
GMP Gaussian message passing PS-OFDM Pulse-shaped OFDM
GNN Graph neural network RSMA Rate splitting multiple access
HRIS Hybrid RIS SFFT Symplectic finite Fourier transform
ICF Iterative clipping and filtering SMT Staggered multitone
1ID Independent and identically distributed SRRC Square-root-raised cosine
IoT Internet of Things TF Time-frequency
ISAC Integrated sensing and communication TO Timing offset
ISFFT Inverse symplectic finite Fourier transform UAMP Unitary approximate message passing
LE Linear estimator VAMP Vector approximate message passing
LSMR Least squares minimum residual V-OFDM Vector OFDM
MAMP Memory AMP WHT Walsh-Hadamard transform
MF Matched filter zp Zero-padded

each OFDM block, then the transmitted signal is written as

N-1 N—1M-1
s(t) = Z Sn(t—nT) = Z Z xm’nej%rmAf(t—nT)_ )

n=0 n=0 m=0

Let s,,,, be the sampled transmitted signal associated to the

m-th subcarrier in n-th block with the sampling period of

T /M. Then, the discrete transmit signal matrix S = {s,, ,} €

CMXN can be written as

S =FyX, 3)

where Fp; € CM*M s the normalized M-point discrete
Fourier transform (DFT) matrix. Furthermore, the discrete
transmit signal vector s = vec{S} € CMN*1 js

s=(1Iy® F]I;I/[)X, “4)

where x = vec{X} € AMNX1 5 the transmit symbol vector.
In practical communication systems, the value of M can
exceed 2000, resulting in a high PAPR for OFDM signals.
Additionally, OFDM is sensitive to channel Doppler and
carrier frequency offset (CFO), which cause the inter-carrier
interference (ICI) of OFDM signals. Consequently, OFDM
may not be the best choice for high-mobility communications
where channel Doppler is significant.

The CP for OFDM is adding to each column of S, resulting
in S, € C(M+Nep) XN \where N, is the length of the CP,
which should be sufficient to ensure that the time duration of
CP exceeds the maximum channel delay spread to tackle the

inter-block interference. Such a long CP length reduces the
spectral efficiency of OFDM compared to other modulation
schemes, which will be discussed later. S, is sequentially
transmitted over the channel after the vectorization.

The receiver first removes the CP from the received signal.
Let R € CM*N be the reshaped sampled received signal after
CP removal. We further transform R back to the frequency
domain signal Y € CM>*¥ by applying M-point DFT

Y =FuR, ®)

where the column vectors of Y denote the received OFDM
symbols. By vectorizing Y, we have an equivalent expression
of

(6)
where y = vec(Y) is the discrete received signal

vector. We will discuss the details and performance of different
detectors operating on y in Section VL.

y=(1In®Fuy)x,
c (CMN><1

B. FBMC

OFDM uses a rectangular time-domain pulse shaping, which
amounts to a frequency domain sinc function with large
side lobes, resulting in high out-of-band emission. For this
reason, researchers have been looking for waveforms that
support variable and controllable pulse shaping to achieve a
better trade-off between time-frequency localization. FBMC
is a promising solution. Although FBMC has many different
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Fig. 4. Diagram of FBMC-OQAM: (a) modulation; (b) demodulation.

variants, we will mainly focus on offset quadrature amplitude
modulation (OQAM) as the common FBMC representation.
Following Fig. 4, the transmit signal of FBMC-OQAM is [6],

[55]
N—1M-1

s(t) = Z Z Pm,n () Tm,ns (7
n=0 m=0

with the basis pulse
pmm(t) =g(t— nT)ejZWmAf(tfnT)ejg(mjLn)’ ®)

which combines inverse Fourier transform, pulse shaping, and
phase rotation. Substitute Eq.(8) into Eq.(7), we have

1

N—-1M-1

S(t) _ Z Z g(t o n/Iv)xmVne]'QTrrrLAf(t—nT)ej%(17"L-i-n)7
n=0 m=0

€))
where M is the number of subcarriers, . is the transmitted
symbol associated with the (m,n)-th resource element in the
TF domain. 7" and A f are two constants that control the actual
time and frequency spacing among the transmitted symbols
ZTm,n. and g(t) is the underlying shaping pulse equivalent to a
prototype filter response. One common choice of g(¢) is based

on Hermite polynomials H,(-), as provided in [55], [56]
1

—2m ()2 t
g(t) = —e 7o a;H;(2v/7—), (10)
V1o i—{%zl 8 l To
12,16,20}

where Ty is the basic time spacing for the prototype filter, and
the value of coefficients a; are given in [55], [56] as:

ag = 1.412692577 ajs = —2.2611-107°
as = —3.0145-1073% a1 = —4.4570-1071°
ag = —8.8041-107° aso = 1.8633 - 10716

Y

This prototype filter g(¢) guarantees orthogonality of the basis
pulses for a time spacing of 7" = Tj and a frequency spacing
of Af = 2/T,, so that TAf = 2. However, a TAf value
greater than one indicates a reduced spectral efficiency. On
the other hand, according to the Balian-Low theorem [57],
there exists no possible pulse localized in both time and
frequency domains while achieving the maximum spectral
efficiency requirement of TA f = 1. FBMC-OQAM addresses
this issue by transmitting only the real-valued symbols, which
relaxes the orthogonality condition to a real orthogonality
condition. Consequently, both the time spacing and frequency

spacing can be reduced by a factor of two, resulting in
T = Ty/2, Af = 1/Tp, and TAf = L. This achieves the
same spectrum efficiency as OFDM without CP. However, this
complex filter design also increase the complexity of FBMC
in implementation.

Similarly, by sampling s(¢) uniformly at interval T'/M, the
sampled transmitted signal vector s € CNs*! becomes

s = Px, (12)

where P € CN-*MN g the matrix of sampled p,, ,, (t), whose
element is given by [55]

T T
Mpm,n (’L'M—3To>,i=(),1,--~ , Ns — 1.
(13)

Here, Ny is the number of samples for s(¢). For T = Ty/2
and the sampling interval of T/M, Ny = M (N +11). s(t) is
transmitted without adding the CP, which increases the spectral
efficiency of FBMC.

At the receiver, the sampled received signal vector r €
CN-x1 js converted back to the frequency domain by the
corresponding receive filter P [6] via

y = PHy ¢ CMNx1

Pi,m+nM -

(14)

as the sampled received signal vector in the frequency domain.

C. OTFS

Recently, OTFS has emerged as a promising modulation for
high-mobility scenarios. In order to be robust in doubly selec-
tive fading channels, OTFS multiplexes information symbols
in the 2-dimensional (2D) delay-Doppler (DD) domain instead
of the TF domain in OFDM. As shown in Fig. 5, to achieve
the maximum spectrum efficiency of TAf = 1, the lattice in
DD domain of OTFS is denoted as

m n
F—{(W,M> ,m—O,-~ 7.1\4'_].,77,—0,"' ,N—].},

where M and N are the number of subcarriers and time slots;
T is the symbol period which is determined to be greater
than the maximum multipath delay spread; Af = % is the
subcarrier spacing which should be larger than the maximum
Doppler spread.

Fig. 6 shows OTFS modulation in two steps. In the first step,

OTFS uses ISFFT to transform DD domain symbols z,, , into

TF domain symbols Uy ¢, Vk € [0, M — 1],£ € [0, N — 1] as
[15]
| MoanN-1 I
Uke = T 27O — 30, 15
k,f \/W Z Z m,n ( )

m=0 n=0

ISFFT consists of an N-point IDFT along the Doppler di-
mension and a M-point DFT along the delay dimension. The
N-point IDFT transforms Doppler domain signals into the
time domain, while the M -point DFT transforms delay domain
signals into the frequency domain. In the second step, OTFS
transform TF domain symbols U}, , into time domain transmit
signal s(t) via Heisenberg transform:

M-1N-1

s(t)= 3 37 gt — (T)Up A D),

k=0 ¢=0

(16)



Frequency
M-1
Doppler ISFFT
N-1
Y
V&, &y f
&
3 4 serr_ L
yntd 0 Delay
(2) 12 M-1 %
IMAf AF 30 TimeV
Delay-Doppler Grid o2 N-1
T

Time-Frequency Grid

Fig. 5. Relationship between delay-Doppler (DD) grid and time-frequency (TF) grid.

— i y — — — — — — — ——

| Heisenberg Transform |
I

M-Point | Pulse N
| DFT | || Shaping | IPTFT [ cp

S

DTFT [—>|Filtering

Removal DFT

|
cp _1
I

|| N-point |Y
[I| FT |

Fig. 6. Diagram of OTFS: (a) modulation; (b) demodulation.

where ¢(t) is the transmit pulse. Unlike the FBMC pulse
shape, g(t) in OTFS has the limit time duration of 7', such that
the total duration of s(¢) equals to NT. One common choice
of g(t) in OTFS is the rectangular pulse of duration T'.

Compared to Eq. (9), Eq. (16) has the same form of
expression if we ignore the last phase shift term in Eq. (9)
introduced by OQAM. Therefore, OTFS can be viewed as a
precoded FBMC that uses ISFFT as the precoder. Substituting
Eq. (15) into Eq. (16), we can generate the OTFS modulation
signal

a7

By sampling s(¢) with the period of T'/M, the inverse
discrete time fourier transform (IDTFT) in Heisenberg trans-
form Eq. (16) becomes a M -point IDFT in frequency, which
matches the M-point DFT in ISFFT. As a result, if the time
duration of g(t) is no larger than T', the discrete transmit signal
matrix S € CM*¥ can be written as [58]

S = GXFZ, (18)

with element Sy ¢ = g(k1) 211:/:—01 kaeﬂ”"ﬁé. G € CMxM
is a diagonal matrix whose diagonal elements are sampled

from g(t), i.e.. G = diag (9(0), g(%), -+ g(MHT
thermore, the discrete transmit signal vector is given by

s =vec{S} = (FI @ G)x ¢ CMNx1, (19)

Compared to conventional OFDM, OTFS only needs to
add one CP of length N, for the entire transmission block,
resulting in 5., € CMN+Nep) X1 ' which has a higher spectrum
efficiency than conventional OFDM.

At the receiver, the received signal is processed via a CP
removal, leading to a time-domain signal r(¢). Signal r(t) is
then transformed back to the TF domain by using Wigner
transform, expressed as

Y, f) = / 0t — (eI =D gy

where ¢, (t) is the receiver pulse. This Wigner transform is
the inverse of Heisenberg transform, which can be further
decomposed into a DTFT and a pulse shaping filter. The
baseband received signal Y (¢, f) can be converted into a
matrix Y € CM*N by sampling as

Yo =Y (@, f)li=er,j=ray,
VE=0,-- N—=1,k=0,---,M—1.

) . Fur-

(20)

The final step transforms Y into DD domain by symplectic
finite Fourier transform (SFFT) as
| MoiN-1 ,
S i pe~ PR R ).
By uniformly sampling the received signal with the sampling
interval % the transformed receive signal vector in DD
domain becomes

y = (FN & Gr:v)ra
(CMN><1

2L

where r € is sampled received signal vector in
time domain and G,, € CM*M s a diagonal matrix
whose diagonal elements are sampled from g,,(¢), i.e.,

G,, = diag (gm(O),gm(%)7~-~ ,gm(W;j)T). This ex-
pression can be rewritten as

Y = GTzRFNa

(22)



where matrix R € CM*¥ ig the devectorized form of r.

The choice of pulses g(¢) and g,.(t) is important for
the performance of OTFS. One common selection is the
rectangular pulse of a duration of T for both ¢(¢) and g, (t).
In this case, both G and G, become identity matrices, which
simplifies the modulation and demodulation process as well as
the analysis. However, rectangular pulses do not perform well
in out-of-band (OOB) control. In contrast, a pair of square-
root-raised cosine (SRRC) pulses offers better performance.
We will discuss the performance analysis of these two cases
later in Sections IV and V.

III. CONNECTING MULTIPLE OTFS VARIANTS

In this section, we will introduce other modulation schemes
with similar characteristics to OTFS. We will show that vector
OFDM and OSDM have the same expression with OTFS when
using rectangular transceiver pulses and a Nyquist sampling
rate. Additionally, we show that even schemes like OTSM
and ODDM are not identical to OTFS, they follow the same
principle of placing data symbols in a specific transform
domain other than TF domain to enhance robustness against
Doppler effects of high mobility systems.

A. OSDM
X N-point
— IDFT P/S CP —
(a)
-poi Y
— CP N S/p ,| Nepoint [ X
Removal DFT

(b)

Fig. 7. Diagram of OSDM: (a) modulation; (b) demodulation.

OSDM npartitions the transmitted block X € AM*N into NV
symbol vectors of length M, i.e.,

X =[Xpnr, Xoarg1, - )"

-, N —1.

(23)
These N symbol vectors would form a M x N symbol matrix
similar to the symbol matrix of OTFS in DD domain. As
shown in Fig. 7, the OSDM process can be expressed as [36],

[38]

yXpmyr—1, n=0,--

s = (F§ @ Iy)x, 24

which has the same expression of OTFS in Eq. (19). Then,
the signal is transmitted after adding the CP.

At the receiver, r € CMN*1 ig the sampled received signal
vector in time domain after CP removal, the block of OSDM
received signal vector in time-frequency domain is given by

y = (Fy @ Ip)r e CMVXL (25)

We can observe that Eqs.(24) and (25) are identical to the
OTFS modulation and demodulation Egs.(19) and (21) when
using rectangular pulses. Therefore, OSDM can be viewed as
a special case of OTFS from the perspective of mathematical
expressions.

B. Vector OFDM

| Unitary | X .
——>| Matrix F—{ N-PoIt P/S of cp |—
I IDFT
| _Modu. |
(a)
. '_U;it;ry_|
CP N-point | Y I .

Removal S/P DFT | Matrix |
| Demodu. |

(b)

Fig. 8. Diagram of V-OFDM: (a) modulation; (b) demodulation.

Unlike the conventional OFDM, Vector OFDM (V-OFDM)
modulates symbols blockwise. In the initial design of V-
OFDM [39], the authors use a unitary matrix modulation to
map the data bits into the transmit signal matrix X. As shown
in Fig. 8, given a transmit signal matrix of X € AM*N V.
OFDM performs component-wise vector N-point IDFT over
X written as [39], [59]

S = XF&, (26)

with element Sy, = + Zg;ol xk’neﬁ”nﬁe. This expression
has the same form with Eq. (18) whenever ¢(t) uses the
rectangular pulse. Therefore, V-OFDM can be viewed as a
variant of OTFS, despite it does not explicitly present DD
domain modulation.

The transmit signal is sent after adding the CP, whose time
duration is longer than the maximum delay of the channel. At
the receiver, V-OFDM applies an N-point DFT on the received
signal matrix R € CM*N after CP removal, i.e.,

Y = RFy. Q7

We can observe that Eqs.(26) and (27) are identical to the
OTFS modulation and demodulation Egs.(18) and (22) when
using rectangular pulses. Therefore, by only viewing the
process between X and Y, V-OFDM can also be seen as a
special case of OTFS from the perspective of mathematical
expressions.

C. OTSM
X N-point
(inverse) WHT : P/ cp
(a)
CP S/p N-point Y
Removal WHT

(b)

Fig. 9. Diagram of OTSM: (a) modulation; (b) demodulation.

Unlike OTFS, OTSM puts the transmit signal matrix X €
AMXN on the delay-sequency domain, where M corresponds
to the delay dimension and N corresponds to the sequency di-
mension. Another difference between OTSM and OTFS is the



transmit information symbol vector in OTSM x,.,,, € AMNx1

is a row-wise vectorization of X. The total time duration
and bandwidth of one transmitted signal frame in OTSM are
Ty = NT and B = MAf, where Af = 1/T, which is
the same as OTFS. As shown in Fig. 9, an N-point (inverse)
Walsh-Hadamard transform (WHT) is applied on the sequency
dimension of X as

X =XWy, (28)

where W is an N-point normalized WHT matrix. Note that
the normalized inverse WHT is identical to the normalized
WHT. By using the real-valued WHT instead of complex-
valued ISFFT and Heisenberg transform in OTFS, OTSM have
a lower complexity. Then X is column-wise vectorized into
the transmit signal vector s € CMN*1 These two steps can
be expressed as [40]

S = H(IM ®WN)X’I‘1.U
- (WN ®IM) (erw)a

where IT is the row-column interleaver matrix caused by
the column-wise vectorization, corresponding to the parallel
to serial block in Fig. 9. A direct comparison with OTFS
exemplified by Eq. (19) shows a mere replacement of the
N-point inverse Fourier transform by WHT in addition to a
simple row-column interleaver matrix Il applied. A CP of
length larger than the maximum delay is added to the time
domain signal s before transmission.

The OTSM receiver also removes the CP from the re-
ceived signal to yield a time domain received signal vector
r € CMN>1 which is column-wise reshaped into a M-by-N
matrix Y = vec™!(r). Next, the delay-time domain matrix
Y is sequentially transformed back into the delay-sequency
domain by an N-point WHT as

7YM—1]T = Y‘A/-N S CMXN:

(29)

Y =[yo.y1,--- (30)

where y; € CN*! denotes the i-th row vector of Y. The
row-wise vectorized OTSM signal vector can be rewritten as

T T T 1T T
YTw:[YO7y17"'ayM—1:| :(IM®WN)(H I').
(€29
D. ODDM
l'_ T TSMT Modulation | |
X || N-point Pulse . I
—IT IDFT ] Shaping | Staggering -:_’ cp —
(@)
| SMT Demodulation | |
-l
CP [ I N-point [, Y
1 Removal —r Staggered Filtering 1 DFT -:—>

Fig. 10. Diagram of ODDM: (a) modulation; (b) demodulation.

ODDM is another competitive waveform and independently
developed by Hai et al. [41]. Similar to OTFS, ODDM

modulation also places the data symbols on the DD domain as
X € AMXN_The main difference between ODDM and OTFS
lies in how they convert DD domain symbols into the time do-
main. While OTFS uses the ISFFT and Heisenberg transform,
ODDM introduces a 7'/M -interval stagger in this transform,
which can be viewed as a type of staggered multitone (SMT)
modulation. Fig. 10 shows that ODDM applies pulse shape
g(t), thus, the time domain transmit signal is given by

<t— —_— —ET) xmneﬂ“N.

One choice of g(t) is a symmetric square -root Nyquist-I pulse
with truncated support of (—Q 17, Q17 ), where @ is an integer
and 2Q) < M. This choice of g(t) is ISI-free for the symbol
interval of % with a corresponding matched filter at the
receiver.

Taking uniform samples of the ODDM transmit signal in
Eq. (32) with sampling interval <, the discrete representation
of the (k + M{)-th sample is given by

j 27 %
E T n€’ N,

n=0

M—-1N—-1N-1

=2 2.2

m=0 n=0 ¢=0

(32)

slk+ ML) = g(0 (33)
which takes a similar form to the element in Eq. (18).

Despite this similarity, the time domain transmit signal of
ODDM is different from OTFS. The time domain transmit
signal for OTFS in Eq. (17) can be rewritten as

M—-1

g(t_gT)ejzwk(Af(teT)yv})] . (34
k=0

Comparing Eq. (32) and Eq. (34), the T /M interval stagger in
ODDM shifts the shaping pulse g(t — 2+ — ¢T') for different
m, offering more flexibility in pulse shapmg design for ISI
reduction.

The time domain transmit signal in ODDM can be rewritten

as [41]
M—-1N-1
PGS
m=0 n=0
T T
—Q—StSNT-l—(Q—l)M, (35)
where u(t) = Ze 0 Y g (t —¢T) is the transmit pulse. This

expression shows that the duration of the transmit signal
for ODDM is longer than that of OTFS. This alternative
representation is more aligned with the pulse-shaped OFDM
(PS-OFDM) form, which simplifies the understanding and
analysis of the signal, making it more accessible in comparison
with the original Eq. (32). When sampling at a period of T,
the discrete signal vector of N; samples is represented by

s = Ux e CNx1, (36)

where U € (CNtXMN

(i F) -

is the matrix of samples from
7). When using the Nyquist sampling




TABLE III
COMPARISON OF KEY ATTRIBUTES ACROSS DIFFERENT MODULATION SCHEMES

Main Attributes

Modulation Scheme | Spectral Efficiency Complexity = PAPR  Doppler Robustness Multipath Robustness Anti-jamming OoBE Control
CP-OFDM Moderate Low High Sensitive Robust Weak Bad
FBMC High High High Moderate Robust Weak Good
OTFS-REC .

High Moderate  Moderate Robust Robust Moderate Bad
(V-OFDM, OSDM)
OTFS-SRRC High Moderate ~ Moderate Robust Robust Moderate Good
ODDM High High Moderate Robust Robust Moderate Good
OTSM High Moderate ~ Moderate Robust Robust Moderate -
OCDM High Moderate High Sensitive Robust Strong Good
AFDM High Moderate High Robust Robust Strong Good

period T = %, the number of samples in the time domain
equals Ny = M N + 2Q — 1 for the transmit signal without
CP. The time domain signal is then transmitted after adding
the CP.

The ODDM receiver removes the CP and generates a signal
at the n-th subcarrier of the m-th ODDM symbol as

T o m
Ymon = /r(t)u (t — "&) e~ Rr (=50 gt (37)

Let r € CNt*! be the sampled received signal vector in time
domain after CP removal. Similar to Eq. (36), the matrix form
of Eq. (37) can be represented in the DD domain as

y = Ufr, (38)

E. Summary

In this section, we have introduced and analyzed various
modulation schemes that share characteristics similar to OTFS.
We demonstrated that both OSDM and V-OFDM exhibit
mathematical expressions identical to OTFS under specific
conditions such as the use of rectangular transceiver pulses
and Nyquist sampling rates. Additionally, we examined OTSM
and ODDM, which, although not identical to OTFS, follow
the same core principle of mapping data symbols into specific
transform domains to improve robustness against Doppler
effects in high-mobility environments. We compare the key
attributes of these modulation schemes in Table III.

IV. NUMERICAL COMPARISONS

As the first set of numerical comparisons, we provide the
power spectral density (PSD) and the bit error rate (BER)
comparisons for OTFS and ODDM, since ODDM appears the
most complex modulation scheme among all the aforemen-
tioned schemes. Both modulations multiplex data symbols in
the DD domain but use different methods to transform the
source data symbols into transmit signals. The PSD results
would demonstrate their characteristics such as bandwidth and
Oo0BE power, whereas the BER comparison demonstrates their
error performance under channel noise and robustness against
fast-fading channels due to high mobility.

A. Power Spectrum Density and Bandwidth

We compare the PSD of the baseband transmit signal for
several comparable modulations introduced in Section III.
Specifically, we will show the PSD for OTFS with rectangular
pulses (OTFS-REC), square-root raised cosine pulses (OTFS-
SRRC), and ODDM. Given that OSDM, Vector OFDM, and
OTFS with rectangular pulses all share the same expression
of the sampled transmit signal, we refrain from repetition and
would only show the PSD of OTFS.

To emulate continuous time, we over-sample the transmit
signal with the oversampling rate 7, i.e., the sample period of
the signal in our simulation is 7,; = % For modulations
that have continuous time expressions of transmit signal, such
as OTFS-REC and ODDM, we sample their continuous time
expressions with the sample period of T, in our simulation.
For OTFS-SRRC, we first generate the discrete transmit signal
vector s with a rectangular pulse in Eq. (19), i.e., matrix
G = I,,. We then upsample s by the oversampling factor
to match the sample period with other modulations, followed
by a SRRC linear filter to mitigate OoBE signal power.
Numerically, we apply Welch’s method with a Hamming
window of the same length as the transmit signal to estimate
the PSD of the transmit signal for each modulation.

As a specific setup, we use v = 8 and set the sizes of
the transmit symbol to (M, N) = (512,64). The subcarrier
spacing A f is 15 kHz with the symbol period of T'= 1/Af.
We randomly generate quadrature phase shift keying (QPSK)
data symbols for transmission in all modulations. Rectangular
pulse has a unit amplitude and duration of 7'. For OTFS with
SRRC pulses, we set the roll-off factor 5 = 0. For ODDM,
we use the suggested SRRC pulses in [41] with Q = 8 and
roll-off factor 5 = 0 to reproduce the PSD result.

The PSD result is shown in Fig. 11. Notably, the OTFS
with SRRC pulses has a similar PSD as that of ODDM.
Conversely, the OTFS with rectangular pulses demonstrates
the largest bandwidth of all modulations, posing challenges in
suppressing out-of-band power emissions.

B. Receiver Bit Error Rate Comparison

To better appreciate how different modulations respond to
the effects of Doppler shifts and multipath delays introduced
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Fig. 11. PSD for selected modulations.
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Fig. 12. BER performance of selected modulation schemes under varying user
velocities, considering three individual paths and a channel filter bandwidth
of MAf.

by wireless channels, we evaluate the BER for each modula-
tion under common channel scenarios. In the experiment, we
set the parameters for DD domain to M = 64 and N = 16.
We let subcarrier spacing Af be 15 kHz and the symbol
period be T'=1/Af. The SRRC pulse for OTFS-SRRC and
ODDM has a span of 16 periods, with a roll-off factor of
0.5. Each modulation includes a CP in time domain signal
s to mitigate the inter-block/frame interference. Additionally,
we add a band-limiting finite impulse response (FIR) transmit
filter and its corresponding matched filter at the receiver sides
to control signal bandwidth and reject out-of-band signal/noise
power.

In wireless simulation, we model a doubly-selective fading
channel discussed in Section V-A. We configure the channel
parameters to include three individual paths, each featuring a
random complex gain with a power of 1/3, an off-the-grid
delay 7; € [0, Tryaz), and a random Doppler v; = Viq, cos 6;,
where 0; € [—7, 7] denotes a random angle-of-arrival (AoA).

We set the maximum delay 7,4, to 4%, and maximum
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Fig. 13. BER performance of selected modulation schemes at a user velocity
of 300 km/h, evaluated for different channel filter bandwidths.

Doppler shift v,,4, according to the user mobile velocity.

After passing the matched filter and CP removal at the
receiver we use an orthogonal approximated message passing
decoder (OAMP) [60] discussed later in Section VI-B2 for
decoding and BER calculation. We set the bandwidth of the
FIR filter to MAf.

We average the BER over 500 Monte Carlo (MC) simulation
runs. The average BER results for all three modulations
with different user velocities are given in Fig. 12. The BER
performance of OTFS-REC is worse than either OTFS-SRRC
or ODDM across different signal-to-noise ratios (SNRs). On
the other hand, OTFS-SRRC and ODDM share similar BER
performance, as expected. Additionally, the BER performance
of all modulations improves initially with mobile velocity,
until it reaches a saturation point before a moderate deteri-
oration. By comparing the effect of channel bandwidth on all
modulations in Fig. 13, we observe that the OTFS-REC is
more sensitive to narrower channel bandwidth. Such an effect
is also expected since our previous PSD comparison found
higher OoBE for OTFS-REC and suggested more loss of signal
energy at the receiver end under narrow channel bandwidth,
leading to worse BER.

C. Summary

In this section so far, we have presented the numerical com-
parisons of OTFS-REC, OTFS-SRRC, and ODDM to evaluate
their PSD and BER performance. The results indicate that
OTFS-SRRC achieves PSD and BER performances similar to
ODDM, reflecting comparable bandwidth usage and effective
Oo0BE control. In contrast, OTFS-REC exhibits higher OoBE
power and poorer BER performance than both OTFS-SRRC
and ODDM, underscoring its sensitivity to narrower channel
bandwidth transmissions.

V. EFFECTS OF DIFFERENT CHANNEL MODELS

In this section, we derive an effective receive signal model
for the examined modulation schemes under different fading



TABLE IV
INPUT-OUTPUT RELATIONSHIP EXPRESSION IN DOUBLY-SELECTIVE FADING CHANNELS
(NOTE THAT OCDM AND AFDM WILL BE DISCUSSED IN DETAILS IN APPENDIX.)

Modulation Scheme Input-Output Expression
OFDM y=(IN @Fpu)He,(In @ Fi)x + Iy @ Fpr)n
FBMC y = PHH)Px + PHn
(V_O?:Pg:hs,[:R(])ESCDM) y=FnIy)He,(FERIy)x+ (Fy @Iy)n
ODDM y = UPHZ) Ux 4+ Ufn
OTSM y =0y @ WN)IITH,(Wx ® In)IIx + (Iny ® Wx)IITn
OCDM y=®H ,@"x + &n
AFDM Yy =Ae, FyAe Hoy, AEFH AR x + Ay FryAen

channel models. The analysis provides a unified signal model
y Hx for efficient detector designs in OTFS related
demodulations in Section VI.

A. Doubly-selective fading channel model

Consider the doubly-selective fading channel model which
exhibits both multipath delays and Doppler effects. Once the
transmit signal passes through the FIR filter, the resulting
filtered time domain signal s enters the time-varying multipath
fading channel, whose baseband model can be written as

h(r,v) = 2L hid(r — )6 (v — 1), (39)

where L is the number of propagation paths, 6(-) is the Dirac
delta function, h;, 7; and v; denote the complex channel gain,
time delay, and Doppler frequency shift for signals on the ¢-
th propagation path, respectively. This model lies in the DD
domain.

Let P.(t) be the linear system impulse response that
comprises a band-limited transmit filter and its matched filter
at the receiver. A more general expression of the sampled
baseband channel response in time domain is given by

hle,p] = ZiLzlhiejQﬂ-Vi(CTS_pTS)R‘C(pTS -7,
c=0,--+- MN-1;p=0,--- ,P—1,

(40)
(41)

where P is the maximal channel tap determined by the
maximum channel delay and the time duration of P.. L is
the number of individual channel paths, and T = ,YLM is the
sampling interval with oversampling rate ~.

With the above channel model, we now express the received
signal after passing the matched filter and CP removal as

P-1
rlc] = Z hle, p)sllc — plmn] + nld], 42)
p=0
where n|-] represents the filtered noise after CP removal, -] ps n

denotes the modulo-M N operation.
The model (42) can be further compacted into a matrix
form:

r=H,,  -s+n, (43)

where s, r and n are the sampled transmit signal vector before
adding CP, sampled received signal vector after CP removal
and filtered noise vector after CP removal, respectively. H.,

is the equivalent channel matrix in discrete time domain. Let
the CP length be longer than the maximum channel delay span
of P taps. Then, we can write H.;, in a circular shift form as
Eq. (45).

By incorporating transmitter and receiver of each mod-
ulation into signal model Eq. (43), we can directly derive
the respective input-output relationship for each OTFS re-
lated modulation. By using OTFS as an example, when the
transceiver pulses are both rectangular of duration 7', the input-
output (I/O) relationship at sampling interval T = % can be
simplified as

y = (Fy @ Iy He, (FE @ 1)x, (44)

where the effective channel matrix H = (F y®15)Ho, (FE®
I5s). This I/O relationship expression is also the same for both
Vector OFDM and OSDM.

Table IV summarizes the I/O relationship expression for the
various modulations under discussion. Note that for FBMC
and ODDM, the inner time domain matrix Hgl) and Hﬁ)
are different from other modulation schemes because they
have a different number of samples in time domain caused
by different time duration in their transmit signals. HSJ
does not contain the upper right non-zero entries in Eq. (45)
because FBMC does not add the CP, while Hgl) have a similar
structure as Eq. (45).

To better illustrate the structure of the effective channel
matrices, Table V graphically illustrates an exemplary set of
effective channel matrices. In this example, we let M = 8 and
N = 4, with the SRRC pulse for OTFS-SRRC and ODDM
spanning 6 periods. We set user velocity to 300 km/h with
three individual paths, each having an independent off-the-grid
delay. From the channel magnitude images of Table V, we
observe that the effective channel matrices for OTFS-SRRC
and ODDM exhibit highly similar patterns, thereby further
corroborating the similarity of the two modulations beyond
the PSD similarity.

B. Time-selective fading channel model

In some high-mobility outdoor environments such as UAV
and satellite communications, wireless channels may exhibit
strong Doppler shift but little or no multipath. Such chan-
nels simplify into time-selective fading channels and can be
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modeled as a special case of Eq. (39) and Eq. 40 with
L = 1. For these time-selective fading channels, the off-
grid channel Doppler components spread along the Doppler
dimension, leading to inter-symbol-interference (ISI) among
nearby symbols in DD domain. Because the effective channel
matrix represents the relationship between the column-wise
vectorization of the DD grid symbols, the interference for

Tx Indices

Tx Indices

every M sample can be seen from the three figures in the
“Time-selective fading channel” column of Table V. Clearly,
OTFS-REC, OTFS-SRRC, and ODDM modulations all exhibit
a similar pattern for the effective channel matrix of the
exemplary time-selective fading channels.



C. Frequency-selective fading channel model

Some low-mobility wireless channels exhibit only multipath
effect without Doppler shift, such as indoor wireless local area
networks (WLANSs) and industrial IoT 4.0. These channels are
often modeled as frequency-selective fading channels, which
is a special case for Eq. (39) and Eq. (40) with v; = 0, Vi.
For frequency-selective fading channels, the N-point IDFT
and DFT pairs in OTFS transform the linear time-invariant
channel response into a block-circular form, as shown in the
example of Table V. In this frequency-selective fading channel
example, there are three resolvable paths, each having an
independent off-the-grid delay and no Doppler shift. These
multipath delays lead to ISI in DD domain. As shown in
Table V, OTFS can resolve the effect of these paths in
DD domain. Computationally demanding detection algorithms
such as message passing (MP) can utilize such independence
to effectively mitigate the negative impact of such ISI on BER
performance. Compared to OTFS, the effective channel matrix
for ODDM includes some additional non-zero elements in
certain positions. These elements arise from the finite length
of the SRRC pulse truncation used in ODDM. In practical
communication systems, we may select larger M and N, and
allow for a longer SRRC pulse. As a result, the longer pulse
tends to lower the amplitude and the (interfering) effect of
these additional elements on the performance of receiver data
detection.

D. Summary

The present section derived a unified effective linear input-
output relationship model for the aforementioned modulation
schemes under a doubly-selective fading channel. It pro-
vides a foundation for efficient detector designs discussed
in Section VI. We presented the expression for the effective
channel matrix in doubly selective channels and explored its
structure through visualizations. Additionally, we provided the
visualizations of the effective channel matrices under time-
selective and frequency-selective channel models, highlighting
the unique characteristics of each fading scenario. These re-
sults offer a cohesive framework for analyzing and optimizing
modulation schemes across various wireless environments.

VI. EFFECTIVE RECEIVERS FOR OTFS RELATED SIGNALS

Based on the discussions in Section V, the equivalent
transmission of the various OTFS-related modulation schemes
under discussion involve non-diagonal effective baseband
channel matrices. Thus, OTFS-related modulations tend to
suffer from inherent inter-symbol interference (ISI), especially
in the doubly-selective fading channels. For this reason, ef-
fective receivers must rely on detection algorithms to combat
the inherent ISI. The optimal maximum a posteriori (MAP)
detector or maximum likelihood (ML) detector tends to suffer
from high computational complexity which grows exponen-
tially with the signal dimension. Therefore, significant research
efforts have focused on designing simple and effective signal
detectors to achieve desirable receiver performance for OTFS
related signals.
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Fig. 14. Block diagram of the linear detector.

In this section, we review some existing OTFS receivers
for practical OTFS related signal detection. Without loss of
generality, we use the following linear model to represent
the discrete I/O relationship of the various modulations under
discussion. In particular, let y € C**! be the received signal
vector. Let H € CM*N be the equivalent effective baseband
channel matrix of the transmission.> The simple linear 1/0
relationship is captured by

y = Hx + w, (46)

where w € CM*1 is the additive random channel noise vector
with zero mean and covariance matrix E{ww®} = 021
Depending on the specific application under consideration,
x € AN*L denotes a vector of A data symbols belonging
to a set AV, Typically for QAM, the constellation A =
{a1, a2, -+ ,aq} has size Q.

The basic task of the detection is to estimate the input
vector x based on the received signal vector y and the equiv-
alent effective channel matrix H. Bearing in mind that the
system model of (46) may be established in Time-Frequency
domain (e.g., OFDM, FBMC, Vector OFDM and OSDM),
Delay-Doppler domain (e.g., OTFS, ODDM), Delay-Sequency
domain (e.g., OTSM) or in the chirp domain (e.g., OCDM,
AFDM), and may be applied to doubly-selective fading chan-
nels, time-selective fading channels, and frequency-selective
fading channels, respectively.

A. Linear Detection Receivers

In digital communications in general, linear detection re-
ceivers are known for their appealingly low complexity at
the expense of certain performance degradation in comparison
to the optimum MAP or ML detectors. Fig. 14 depicts a
standard block diagram of a linear detector for reception.
The decision statistics of linear detectors are derived from
linear transformation or filtering of the channel output signal
y followed by a memoryless nonlinear decision device D (-)
such as a single symbol slicer which quantizes each input
symbol to its nearest neighbor in the constellation alphabet
set A. Simply, the linear receiver output is

% =D (Wy), @7)

2t is worth mentioning that the number of inputs A and the number of
outputs M are typically constant quantities for a given system.



where W € CV*M denotes the linear transformation chosen
according to various optimization criteria. Specifically, the
most commonly used linear detection receivers select W based
on criteria such as matched filter (MF) detector to maximize
the sampled SNR, zero-forcing (ZF) detector to minimize
interference, and the minimum mean square error (MMSE)
detector for minimizing mean square error (MSE). We discuss
these linear receivers below for OTES related modulations
based on their unified signal model.

1) MF Detector: The MF detector, also named maximum
ratio combining (MRC), is well-known as the optimal linear
filter developed for maximizing the received SNR of each
stream. It treats interference from other sub-streams as purely
noise. Hence, its linear transformation matrix is simply

Wy = HY, (48)
and the receiver generates output symbols as
v =D (Hy). (49)

In addition to its transformation simplicity, it is also well
known that the performance of MF detector degrades sig-
nificantly for overloaded systems or ill-conditioned channel
matrix.

2) ZF Detector: The principle of ZF detection applies the
inverse of channel matrix H as the linear transformation to
fully remove (i.e. to zero out) the interference caused by the
non-ideal channel matrix. The linear transformation matrix is
the Moore-Penrose pseudo-inverse

Wy = (H'H) 'HY, (50)
with which the final receiver output symbols are
iZF:D<(HHH)_1HHy). (51)

Zero-forcing ensures that the co-channel interference amongst
the multiple input symbols is completely eliminated. However,
the zero-forcing transformation may lead to the enhance-
ment of the transformed noise power | (H” H)_1 HYw)|?
(i.e., noise enhancement) given ill-conditioned channel matri-
ces. Thus, zero-forcing detection is beneficial against well-
conditioned channels and under low channel noise.

3) Linear MMSE (LMMSE) Detector: The LMMSE de-
tection takes into consideration of both co-channel symbol
interference and channel noise. To minimize the sum MSE
in data symbols resulting from the co-channel symbol inter-
ference and noise, the LMMSE receiver transformation matrix
can be found via

WimMmse = argmin E (||x -W. y||2) ,
W eCN XM

(52)

which minimizes the mean-square error between the original
transmit data symbols x and the transformed symbol array
after the linear transformation matrix W. According to [61],
the closed-form solution is given by

Womse = (HPH + 021) ' HY, (53)

where o2 is the noise power and signal elements in x have unit
signal power. The LMMSE detector generates output symbols
via

Ximmse = D (Wimmse - Y) - (54)

Unlike the ZF detector in (51), the LMMSE detector in (54)
achieves a better balance between interference cancellation and
noise suppression by jointly minimizing the total MSE caused
by both co-channel interference and noise. Hence, the LMMSE
detector often achieves better performance than the ZF detector
under strong channel noise.

From (53), we note that the LMMSE detector also requires
a matrix inverse, leading to high computational complexity for
high dimensional symbol size N. In response, the authors of
[62] and [63] proposed a low-complexity LMMSE detector by
exploiting the sparsity and/or quasi-banded structure of OTFS
channel matrix with little or no performance loss. Another
lower complexity alternative is the proposal of successive in-
terference cancellation (SIC) receiver based on typical channel
matrix decomposition [64], [65]. To further enhance LMMSE
receiver performance, an iterative least squares minimum
residual (LSMR) detector has shown promise in both OTFS
[66] and MIMO-OTEFS [67] systems.

B. High Performance Non-Linear Detection Receivers

1) Decision Feedback Detector: Decision feedback equal-
ization (DFE) detector structure is a well-known and popular
solution owing to its ability for performance improvement over
linear detectors and the relatively low complexity. Generally
speaking, the DFE applies the MMSE criteria [68] in its
feedforward processor design and also includes a feedback
filter as shown in Fig. 15. In hard decision DFE, tentative
decisions on past symbols are used for interference removal
from current data decisions. In [69], the authors propose an
iterative hard DFE based on the MRC for zero-padded (ZP)-
OTFS systems. Hard decision often suffers from error propa-
gation, i.e., the feedback of incorrect decisions may generate
more errors in subsequent symbol decisions in a decision
error burst. To reduce error propagation due to erroneous
tentative hard decisions, soft DFE [70]-[72] generates soft
symbol decisions in accordance with the symbols’ associated
posterior probabilities to replace the hard finite symbol de-
cision. To further alleviate error propagation and to enhance
system performance, a bidirectional structure [73], [74] can
further take advantage of the different decision errors and
noise distributions at the forward and backward DFEs for
OTFS system outputs. Such a design can efficiently cancel the
causal and non-causal interference and exploit the bidirectional
diversity to achieve expected performance.

2) Non-Memory-Based Message Passing Detector: The
message passing algorithm, also well known as belief propa-
gation (BP) algorithm, may achieve near maximum likelihood
(ML) performance but with much lower complexity. Generally
speaking, the equivalent effective channel matrix in (46) can
be illustrated as a certain graphical model as shown in Fig. 16.
To estimate channel input is equivalent to drawing inference
by approximately computing the marginal posterior distribu-
tion in the corresponding factor graph. However, exact high-
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dimensional Bayesian inference is intractable, thereby leading
to approximate inference methods. Specifically, the posterior
probability of each transmitted symbol is approximated by
passing messages that marginalize over other symbols on the
factor graph. This message passing process is repeated until
convergence. Many existing studies mainly focus on the non-
memory-based message passing detectors which have the basic
structure of Fig. 17 with the memory depth L, = 0 and
L, =0.

Orthogonal approximate message passing (OAMP), also
known as vector approximate message passing (VAMP) [60],
[75], [76] is a typical non-memory-based message passing
detector involving two local processors, i.e., a so-called linear
estimator (LE) operating on the observation nodes and a non-
linear estimator (NLE) on the variable nodes. The successful
performance improvement of OAMP/VAMP is achieved by
imposing certain orthogonality constraints between the input
and output estimation errors of each processor. However, the
high computational cost from either matrix inverse or singular-
value decomposition (SVD) within OAMP/VAMP detection
limits their application to large-scale systems.

As shown earlier, the equivalent effective channel matrix
demonstrates potential sparsity for most OTFS-related modula-
tions. For this reason, efficient low complexity Gaussian mes-
sage passing (GMP) detector [24], [77] may take advantage of
such sparsity. Specifically, the GMP leverages a sparse factor
graph and applies Gaussian approximation of the interference
terms to further reduce complexity. To mitigate the potential
positive reinforcement in belief propagation caused by the self-
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Fig. 17. Block diagram of the memory/non-memory message passing detector.

correlated signal exchange in iterative message passing, GMP
detector tries to discard a priori message component in its
subsequent estimation. The performance of GMP may degrade
because its estimate exhibits poorer accuracy than the a pos-
teriori probability (APP) estimate. Alternatively, expectation
propagation (EP) is a powerful Bayesian inference technique
[78], [79] that approximates the true distribution as Gaussian
and obtains the posterior probability through iterations on
the factor graph. EP presents a good trade-off between the
APP and GMP algorithms. EP partially utilizes the a priori
message to improve its estimate while avoiding the positive
reinforcement problem caused by the self-correlated signal
exchange during the iterations. Therefore, EP could achieve
better performance than the GMP. For more detailed discus-
sions, one may refer to [60], [80]. Like most BP solutions,
GMP and EP detectors may suffer from performance loss if
the underlying factor graph contains too many short girths (i.e.,
girth-4). Against the effects of short girths, solutions such as
damping could improve the performance. However, optimized
damping design remains elusive.

In summary, existing non-memory-based message passing
detectors often suffer from performance loss because of short
girths in the factor graph (e.g., GMP and EP) or incur
high computational complexity (e.g., OAMP/VAMP). Hence,
the design of low-complexity replica Bayes-optimal message
passing algorithms for general channel matrices remains a very
interesting research direction.

3) Memory-Based Message Passing Detector: The conven-
tional approximate message passing (AMP) algorithm [81],
[82], derived from belief propagation (BP) with Gaussian
approximation and the first order Taylor approximation is
a memory-based detector. In AMP, a so-called “memory
Onsager” term assists the matched filter in approaching a
locally optimal LMMSE. Although AMP only adopts a low
complexity matched filter, its performance is guaranteed by
state evolution for zero-mean independent and identically
distributed (IID) Gaussian channel matrices. However, AMP
may perform poorly or even diverge for channel matrices
with highly correlated entries. An alternative known as unitary
approximate message passing (UAMP) [83], [84] utilizes a
unitary transformation to overcome the issues with correlated
channel matrices. Another efficient UAMP receiver aided by
message feedback interference cancellation [74] utilizes the
latest feedback messages from variable nodes for more reliable
interference cancellation and performance improvement. Note,
however, that the complexity of UAMP algorithm may be as
high as that of the OAMP/VAMP detector owing to its use of
SVD operation.

More recently, long-memory message passing, where all the
preceding messages are adopted for current estimation, was
proposed in [85]. The basic structure of the memory-based
message passing is shown in Fig. 17. Specifically, Takeuchi
proposed a convolutional AMP (CAMP) [86] that replaces the
Onsager term of the AMP with a convolution of all preceding
messages. CAMP has lower complexity than AMP but its
convergence is relatively slow. CAMP exhibits convergence
issues, particularly against ill-conditioned channel matrices.
Although empirical damping may improve the convergence of
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CAMP, such damping in CAMP could weaken the orthog-
onality and the asymptotic Gaussianity of estimation errors,
leading to significant performance loss.

To tackle the various shortcomings of AMP, UAMP, and
CAMP, the framework of Memory AMP (MAMP) proposed
in [85] applies the orthogonality principle by utilizing a
low-complexity long-memory matched filter for interference
suppression. MAMP’s use of long memory requires stricter
orthogonality to induce the asymptotic IID Gaussianity for
estimation errors. Specifically, the traditional principle of
orthogonality between the current input estimation error and
current output estimation error in non-memory-based message
passing is generalized to require that the current output esti-
mation error be orthogonal to all preceding input estimation
errors. For simplicity, the MAMP detector [87] only involves
a low-complexity matched filter in each iteration, and applies
finite terms of matrix Taylor series to approximate matrix
inverse. Based on the expanded orthogonality principle and
a closed-form damping solution, MAMP detector delivers
superior performance over GMP and EP detectors based on
heuristic damping, and achieves similar performance to that
of OAMP/VAMP at lower complexity.

4) Cross-Domain Iterative Detector: As discussed above,
a majority of existing works on OTFS detection take advan-
tage of channel sparsity in DD domain to reduce receiver
complexity. Nevertheless, some DD domain channels can still
be dense due to the fractional (off-grid) Doppler shifts given
a limited resolution of the Doppler dimension, particularly
for insufficiently long OTFS frame duration. For moderate to
short OTFS frames, conventional detection in DD domain may
become quite complex since the corresponding channel matrix
is not sufficiently sparse in the DD domain. To tackle this
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problem, it is helpful to notice that the effective channel matrix
in time domain remains sparse and shows banded support even
in fractional Doppler scenarios, as our Fig. 18 has shown. Such
observation inspired a novel cross domain iterative detection
algorithm for OTFS modulation in [88]. The proposed cross-
domain iterative algorithm can exploit not only the time
domain channel sparsity but also the DD domain symbol
constellation constraints to enhance the error performance of
OTFS systems with low complexity. As illustrated in Fig. 19,
its basic detection considers both the time domain and delay-
Doppler (DD) domain such that the algorithm updates extrinsic
information iteratively between these two domains under a
unitary transformation. It is worth mentioning that the concept
of cross-domain iterative detection can directly extend to other
OTFS-related demodulation of ODDM, OTSM, OCDM, and
AFDM by exploiting time domain channel sparsity for low
complexity and utilizing their corresponding symbol domain
constellation constraints for performance enhancement. Addi-
tionally, a new cross-domain MAMP (CD-MAMP) detector
proposed in [89] further reduces the complexity by main-
taining a receiver performance similar to that of the original
OAMP. Further investigation in designing low complexity
cross-domain iterative detection remains a promising research
direction for OTFS-related modulation schemes.

C. Deep Learning Inspired Detection Receivers

Most conventional approaches discussed above rely heavily
on sufficiently accurate signal models. They tend to be more
sensitive to modeling errors and/or error propagation in mes-
sage passing due to decision errors. In addition, these receivers
require explicit knowledge of channel state information (CSI)
in the form of an effective channel matrix acquired via channel



estimation with the support of pilot overhead. With the recent
success of various state-of-the-art deep learning architectures
in natural image processing, media processing, and computer
vision, the design of detection algorithms based on deep
learning is attracting rapidly growing attention from both
academia and industry.

Deep-learning inspired detection (DLID) possesses power-
ful non-linear representation and processing abilities to gen-
erate improved detection results. DLID is less sensitive to
modeling errors and decision inaccuracy such as imperfect
CSI and symbol errors. Specifically, existing DLID receivers
can be divided into two categories: data-driven methods and
model-driven methods. Data-driven methods [90]-[93] often
adopt some known neural network architecture such as convo-
lutional neural network (CNN) to replace traditional detection
functionalities, whereas model-driven approaches [94]-[100]
exploit the conventional detection principles to design a cus-
tomized neural network to achieve more accurate and/or more
robust performance.

Consider examples of data-driven DLID receivers. A recent
neural network OTFS detector proposed in [90] does not
require explicit CSI, providing robust equalization perfor-
mance, even in low SNR regimes. Another proposal is a two-
dimensional (2D) CNN based detector by [91]. The authors of
[92] presented a data-driven intelligent receiver from the per-
spective of signal processing for OTFS systems. Deep-learning
systems can also tackle the effect of hardware impairments in
OTFS, as shown in [93]. We note, however, that the data-driven
deep learning methods remain poorly interpretable and show
over-reliance on empirical results without strong analytical
support. In addition, the number of trainable deep-learning
neural network parameters is generally too large for small
wireless devices. Therefore, an important and challenging open
question is the investigation to design lightweight detection
models with strong convergence assurance.

Model driven DLID receiver leverages existing signal mod-
els as its basic foundation. For example, the proposed OTFS
signal detections in [94], [95] exhibit low training cost and
good interpretability by unfolding the conventional detection
algorithm into a deep learning solution. Specifically, each
iteration of the detection algorithm is unfolded into a layer-
wise network. The trainable parameters are then added to
this network to accelerate the convergence of the algorithm,
as well as improve the detection performance. Graph neural
network (GNN) [96] and Bayesian neural network [97] can
also take advantage of deep learning versatility and Markov
random field to efficiently extract hidden features of receiver
data to achieve more accurate detection. In [98], an AMP
and a GNN module collaborate to enhance OTFS detection
accuracy by iteratively exchanging their intermediate estima-
tion results. Another autoencoder (AE)-based enhanced OTFS
(AEE-OTFS) modulation is proposed in [99] to improve the
communication reliability. Recognizing the limitations of deep
learning receivers under model uncertainty in time varying
wireless environment, a novel detection framework inspired by
contrastive learning [100] provides the potential for achieving
high detection accuracy, strong robustness, and fast conver-
gence for ODDM signal reception.
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Fig. 20. BER performance of different detectors in OTFS-SRRC system.

We note that despite many promising results, the applica-
tions of DLID in receiver designs for many related modulation
schemes such as OTFS, ODDM, and chirp-based AFDM are
still in an early stage. The sensitivity of DLID to environ-
mental variation and training dataset are only two of many
open challenges. In the presence of many challenges and
opportunities, significant research efforts are still needed to
tailor neural network architectures specifically for the unique
characteristics of OTFS-related modulation schemes.

D. Some Head-to-Head Detection Comparisons

Now we provide a sneak peek at the performance compari-
son of several popular detectors for OTFS-related modulations.
Our focus is the BER evaluation of various detection principles
implemented for an OTFS-SRRC receiver. In this numerical
experiment, we generate random QPSK data symbols of size
M = 64 and N = 16. The subcarrier spacing Af remains
at 15 kHz and the symbol period equals 7' = 1/Af. We
use an SRRC pulse with a roll-off factor of 0.5 and a time
duration of 167" at both transmitter and receiver for pulse
shaping and spectrum constrain. In our tests, we configure
channel parameters to have three distinct paths, each featuring
a random complex gain of power 1/3, an off-the-grid delay
7i € |0, Trmaz), and a random Doppler v; = V4, cos 6;, where
0; € [—m,w| denotes a random angle-of-arrival (AoA). We
set the maximum delay 7,4, to 4%, and set the maximum
Doppler shift v,,,, according to mobile velocity of 300 km/h.

We select the LMMSE detector in our linear receiver. For
non-memory-based message passing, we test GMP [24], [77]
and OAMP [60], [75], [76] detectors as receivers, respectively.
For memory-based message passing, we choose the Memory
AMP (MAMP) [87] detector for receiver comparison. In the
case of cross-domain iterative detection, we integrate the
foundational cross-domain framework from [88] with OAMP
and MAMP, leading to an OAMP-based cross-domain itera-
tive receiver (CD-OAMP) and an MAMP-based cross-domain
iterative receiver (CD-MAMP).

Fig. 20 presents the BER performance of the aforemen-
tioned receivers. It is clear that the linear receiver based



TABLE VI
COMPLEXITY COMPARISON BETWEEN DIFFERENT DETECTORS.
Detector Computational Complexity
LMMSE O (N3)
GMP O (MLT)
OAMP O (N3T)
MAMP O (MLT)
CD-OAMP | O (N3T + 2N'T log N)
CD-MAMP | O (MPT + 2N'T logN)

on LMMSE delivers the weakest receiver performance. In
comparison, our tests of non-linear detectors provide similar
BER performance superior to LMMSE. Among the nonlinear
receivers, GMP detection exhibits worse performance and
is sensitive to the damping parameters, which may even
experience an error floor if inappropriate damping values are
chosen. Unfortunately, there is no efficient damping solution
for GMP detectors currently. All other non-linear detectors,
regardless of their complexity, generate similar detection ac-
curacy at different levels of SNR. TABLE VI further presents
a complexity comparison of the considered detectors, where 7
denotes the iteration number, L is the average number of non-
zero entries in each row of the effective channel matrix H, and
P is the maximal channel tap (P < £ < N). It is obvious
that CD-MAMP can yield practical implementation advantages
with low complexity and desired BER performance.

VII. OPPORTUNITIES AND CHALLENGES

In this section, we outline the opportunities and challenges
for future OTFS research, which is also applicable to other
related modulation schemes. We stress issues associated with
modulations in high mobility scenarios and identify areas for
future research and development to enhance receiver perfor-
mance in such environments. Because of the similarity of the
various OTFS related modulations, we do not find it necessary
to enumerate all the variants in this section. Instead, we use
OTFS as an example modulation scheme in our presentation
for opportunities and challenges.

A. Channel Estimation

One of the fundamental challenges in implementing OTFS
is effective channel estimation, which is critical for achieving
reliable system performance. OTFS places transmit data sym-
bols in the DD domain over which the channel characteristics,
particularly channel delay and Doppler shifts, are more sparse
in comparison with the time-frequency domain. Despite the
DD domain channel sparsity, channel estimation in the DD
domain [101] lends to some distinct difficulties previously
unseen in other traditional modulations.

One particular obstacle to channel estimation arises from
interference from the data-bearing symbols to the pilot sym-
bols that channel estimation relies on [102]-[104]. Such OTFS
inter-symbol-interference is exacerbated by the interference
spread from multipath delays and Doppler shifts off the DD
resource grid [105], [106]. Thus, effective channel estimation

in OTFS must jointly involve pilot design, algorithm devel-
opment, and a deeper understanding of underlying channel
models to optimize performance and reliability.

Existing pilot designs for channel estimation belong to
the categories of embedded pilots, superimposed pilots, in-
terleaved pilots, and training sequences. As an early explo-
ration for OTFS channel estimation, embedded pilot design
uses discrete impulse pilots plus null guard symbols around
each pilot to separate the pilot on the received signal from
the channel effect of data symbols, as proposed in [25].
These guard symbols mitigate the cross-interference from data
symbols to the received pilots in the DD domain. Though
experiments in [25] demonstrate good performance over a
practical Extended Vehicular A model [107] with off-grid
channel Doppler shifts, embedded pilot design requires large
pilot power to suppress data symbol interference due to off-
grid multipath delays and Doppler shifts. Higher pilot power
further increases the peak-to-average power ratio (PAPR) for
OTFS transmit signal, thereby leading to worsened energy
efficiency. Equally important is the increasing use of guard
resources for channels with large multipath delay spread and
Doppler shift, which significantly degrades spectral efficiency.
The loss of significant channel resources to guard symbols
would become more severe in MIMO-OTFS systems in which
more antennas require more channel estimation pilots.

One notable channel estimation algorithm proposed for
OTEFS is sparse Bayesian learning (SBL) [108]—[110]. Instead
of estimating the effective channel response in DD domain by
considering off-grid delays and Doppler shifts, SBL estimates
the original and more sparse DD domain channel response. By
taking advantage of the sparsity of the DD domain channel
responses, the proposed SBL channel estimation framework
can achieve better channel estimation performance by using a
smaller guard source area under the same pilot design as [25].
Additional SBL-inspired channel estimation proposals [111]-
[115] have further reduced the complexity and extended the
framework to MIMO systems and satellite communications.

B. Synchronization

Synchronization often poses a significant challenge in the
design of practical communication systems, particularly under
time-varying channel conditions. Errors such as timing offset
(TO) and carrier frequency offset (CFO) can severely degrade
receiver performance in OTFS systems. For example, integer
TO and CFO lead to cyclic shifts in the delay and Doppler
dimensions, causing substantial interference in the received
OTEFS signal [116]. Moreover, uplink timing synchronization
of users is crucial for ensuring efficient operation in multi-user
OTFS (MU-OTES) systems [26].

Existing OTFS synchronization methods can be categorized
into two groups. The first group uses a preamble frame in
addition to the OTFS frame, employing training sequences
specifically designed for synchronization. Alok et al. [26]
proposed an OTFS-based random access preamble waveform
for user terminals and developed a TO estimation method at
the base station for uplink MU-OTEFS systems. The estimated
TO values are then fed back to users for uplink timing



correction. Mohammed et al. [117] focused on the downlink
direction by designing a detection preamble along with two
OTFS-based pilot and secondary cell identity blocks for each
downlink frame. Furthermore, Char-Dir et al. [118] designed a
rectangularly-pulsed, comb-type preamble waveform for initial
time synchronization in OTFS systems.

The second group, on the other hand, relies on pilots
and sequences embedded within the DD grid to achieve
synchronization. Suvra et al. [116] examined the impact of
synchronization errors on channel matrix and proposed a
channel estimation method alongside a SIC receiver to mitigate
the interference caused by the residual TO and CFO. Mohsen
et al. [119] proposed TO and CFO estimation techniques based
on a 2D correlation function for OTFS systems, utilizing the
same pilot design in [25]. Mohammed et al. [120] employed
a Zadoff-Chu sequence as the primary synchronization signal
embedded in the DD grid for downlink synchronization sce-
nario. Additionally, Mohsen et al. [121] proposed pilots that
combine a constant amplitude pilot sequence with a CP to
reduce the PAPR of the transmitted signal. This concept also
extended to uplink MU-OTFS systems in [122]. Songyan et
al. [123] tackled CFO estimation in OTFS-based LEO satel-
lite communication systems by embedding maximum length
sequences (MLS) along the delay dimension to estimate the
large CFO. Meanwhile, Jiazheng et al. [124] utilized a DFT
processed MLS along the Doppler dimension as the pilot
signal and proposed a joint time synchronization and channel
estimation algorithm.

C. MIMO and Multi-user OTFS Systems

The integration of OTFS with MIMO and multiuser sys-
tems brings forth new design complexities and challenges.
The complexity of MIMO-OTFS systems lies in the need
to effectively coordinate the data and pilot transmissions on
multiple transmitting antennas. Additionally, the design of
efficient channel estimation and data detection algorithms for
MIMO-OTFS systems poses multi-fold difficulties in view
of the intricate signal interactions across time, frequency,
and spatial domains. As discussed in Section VII-A, MIMO
increases the burden for OTFS channel estimation as the
number of unknown channels swells. Similarly, the multi-
user will also bring similar challenges for OTFS channel
estimation. To improve the coverage, capacity, and reliabil-
ity of mobile wireless communications, distributed antenna
system [125] is more efficient and promising. Large-scale
application of distributed antenna in OTFS systems [126],
requiring enhanced collaboration among multiple distributed
antennas and advanced transceiver design.

MU-OTFS system design is significantly more challenging
due to the greater difficulty in managing inter-user interference
than the corresponding and traditional orthogonal frequency
division multiple access (OFDMA). In both uplink and down-
link directions, a diverse range of user Doppler shifts on or
off grids lead to highly complex and often dynamic inter-user
interference scenarios. Such complication only worsens with
an increasing number of users. To support massive multiple
access and explosive transmission needs, the integration of

NOMA [75], [127]-[129] and rate splitting multiple access
(RSMA) [130], [131] with OTFS is also an interesting research
direction for high mobility communication systems.

In addition, massive machine-type communication (MTC)
[132] is a crucial enabler for IoT applications, playing a key
role in the development of smart cities, industrial 4.0, and
connected vehicles. A key characteristic of MTC is that a
vast number of devices sporadically transmit short data pack-
ets. The traditional grant-based scheme used for human-type
communication (HTC) involves a complicated handshaking
procedure, which can no longer meet the demands of large-
scale MTC. Recently, grant-free random access has emerged as
a promising technology to accommodate massive connectivity
with reduced signaling overhead and transmission latency for
6G MTC. Efforts have already been made in [133]-[137] to
explore an efficient grant-free random access scheme based
on OTFES transmissions for performance enhancement of high-
mobility MTCs.

These challenges necessitate future research endeavors to
develop new analytic tools, advanced signal processing tech-
niques, and optimization strategies to fully exploit the potential
of various MU-OTFS and MIMO-OTFS configurations.

D. PAPR

For wireless communication signals, a high PAPR signifi-
cantly impacts power amplifiers at the transmitter, leading to
nonlinear distortion, low energy efficiency, and limited maxi-
mum transmission power and coverage range [138]. In OTFS
systems, the maximum PAPR grows linearly with the number
of temporal slots N [21]. Consequently, OTFS can have a
lower PAPR compared to the conventional OFDM system as
N < M in general, where M is the number of subcarriers and
controls the PAPR of OFDM. However, the PAPR of OTFS
signals still grows as IV increases. For a relatively large value
of N, OTFS signals with rectangular pulses exhibit a similar
PAPR to conventional OFDM signals [22]. Another cause of
high PAPR comes from the pilot design. As introduced in
Section VII-A, some channel estimation methods, such as
the single embedded pilot-aided channel estimation scheme
in [25], require large pilot power to suppress data symbol
interference due to the off-grid multipath delays and Doppler
shifts, which further increases the PAPR of OTFS signals.

Efforts have already been made to address the PAPR issue
in OTFS. Gao et al. [139] reduce the PAPR of pilot-embedded
OTFS signals by using the iterative clipping and filtering (ICF)
scheme. Francis et al. [140] propose an indexing design of DD
bins to reduce the PAPR and increase the diversity order of
OTFS. Liu et al. [141] propose a deep learning based PAPR
reduction method with an autoencoder architecture. A unique
OTFS frame structure is further proposed in [142] to reduce
the PAPR. Kumar et al. [143] proposed a hybrid technique
that combines selective mapping with partial transmission
sequence (SLM + PTS) that can lower the PAPR of the OTFS
signal. On the other hand, different patterns of superimposed
pilots are also proposed in [144], [145] for PAPR reduction.
Another efficient approach to reduce the PAPR is to use the
precoder at the transmitter [146]—[150].



E. Applications in Wideband Time-Varying channels

Wideband doubly-spread fading channels are commonly
countered in underwater acoustic (UWA) and ultra wideband
(UWB) radio communications, where severe Doppler effect
results in a frequency-dependent non-uniform shift of signal
frequencies across the relatively large spectrum band, leading
to a time-scaling in the received signal waveform. Although
OTES can exploit both channel delay and Doppler diversities
for performance enhancement in doubly-selective narrowband
fading channels, its performance degrades significantly in
doubly-spread wideband channels. For example, the wideband
OTES systems suffer from the Doppler squint effect (DSE),
where the Doppler shift is frequency-dependent [151]. Such
frequency-dependent Doppler shifts can increase the interfer-
ence and degrade the channel estimation accuracy for OTFS.
One recent waveform design, known as orthogonal delay scale
space (ODSS) modulation [152], can tackle the time-scaling
effect of wideband time-varying channels. The ODSS pre-
processing uses a 2D transformation from the Fourier-Mellin
domain to the delay-scale domain and improves the perfor-
mance when compared to OTFS. In view of its promising
potential, further works should study the design of efficient
ODSS detectors, both to improve performance robustness and
to control receiver complexity. Other open research challenges
include the generalization of ODSS multi-antenna systems
at the transceivers, analysis of diversity-multiplexing trade-
off, and development of efficient pilot placement for channel
estimation.

F. Integrated Sensing and Communications

Because OTFS modulation has significantly better perfor-
mance than OFDM in time-varying channels, it has also
emerged as a promising candidate for integrated sensing
and communications (ISAC). The OTFS-ISAC system design
proposed in [153] has considered a relatively simple mono-
static radar scenario. This ISAC proposal provides an efficient
approximate maximum likelihood (ML) algorithm for range
and velocity estimation, integrated with a message passing
detector for data symbol recovery. Another proposal of [154],
[155] considered a more general multi-antenna system with
a novel beamforming design. In [156], the authors propose a
low-complexity OTFS sensing method for ISAC in Industrial
IoT applications. An efficient delay-Doppler-angle estimation
algorithm for MIMO-OTFS radar sensing is proposed in [157]
to mitigate ISI and inter-carrier interference (ICI) effects.
Overall, the integration of sensing and communication func-
tionalities [158] in OTFS systems is poised to become an
integral part of future wireless networks, particularly in high-
mobility scenarios involving vehicular, UAV, and robotics.

G. Jamming and Anti-Jamming Considerations

Even though OTFS modulation places data symbols on
the DD domain, classic jamming signals such as narrowband
interference (NBI) and periodic impulse noise (PIN) can still
effectively impact OTFS signal quality. Such targeted jam-
ming can drastically worsen the error performance of affected
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users [159]. In response, a simple yet effective method is to
introduce resource hopping [159], where the system pseudo-
randomly changes the resource bins allocated to different users
from one OTFS block to another. The study of OTFS jamming
and effective counter-measures is still in its infancy. Future
research may investigate OTFS vulnerability under a whole
host of potential jamming sources and the development of
robust anti-jamming strategies.

H. Other Challenges

OTFS has shown great potential in suppressing the in-
terference in doubly-selective fading channels, making it a
promising candidate for next-generation wireless communi-
cation systems, particularly in scenarios with high mobility.
However, its application in specific mobile communication
scenarios presents unique challenges. For example, real-time
vehicle-to-everything (V2X) systems demand low latency and
high reliability, which requires robust and efficient channel
estimation and decoder algorithms to mitigate the effects of
mobility on OTFS performance [160]. Air-to-ground (A2G)
platforms such as UAVs experience high path-loss and severe
Doppler effects due to their high mobility, making wireless
communication unstable. They are also equipped with limited
battery life, so an energy-efficient communication scheme
is needed. In these platforms, OTFS requires sophisticated
trajectory planning and energy optimization to minimize the
BER and power consumption [161]. Furthermore, the low
earth orbit (LEO) satellite moves at a very high speed relative
to the Earth’s surface, causing extreme Doppler spread that
can severely affect the communication quality. Despite OTFS
can effectively overcome such Doppler spread, the severe path-
loss caused by the long distance transmission requires a unique
design in OTFS-based LEO satellite transmission [49], [162].

In addition, millimeter-wave (mmWave) and terahertz (THz)
communications are attracting widespread attention due to
their abundant spectrum resources and higher spectral effi-
ciency. For high-speed mobile communication systems, al-
though OTFS has been applied to mmWave and THz com-
munications [163], [164], some additional challenges need to
be further considered and addressed in the future. Similar to
the UWB radio communications, the large bandwidth offered
by mmWave and THz communications [165] and the high
Doppler effects make the DSE more severe for OTFS. Another
challenge brought by the mmWave and THz communications
is the severe path loss caused by the high spreading loss.
As a result, beam alignment and management are crucial for
mmWave and THz communcations. Therefore, an efficient
beamforming design and tracking scheme are required for
OTFS-based mmWave and THz communications [166]-[168].

Recently, reconfigurable intelligent surfaces (RIS) received
significant attention due to their potential to improve the
capacity and coverage of wireless communication systems
[158], [169], [170]. However, the precise estimation of the
CSI is crucial for the performance enhancement of RIS-
aided systems. In a high mobility scenario, the challenge of
channel estimation is exacerbated due to channel aging and
large Doppler effect. Thus, effective channel estimation in



RIS-aided OTFS systems must jointly involve pilot design,
RIS configuration, and advanced signal processing techniques
to optimize performance and reliability. Several studies have
been explored to integrate OTFS with RIS for performance
enhancement of high-mobility communications. For example,
Li et al. [171] develop a new transmission scheme to activate
part of the hybrid RIS (HRIS) and estimate the CSI with low
pilot overhead. Xu et al. [172] leverage a virtual Doppler
frequency to optimize the configuration of RIS in DD do-
main, and propose an efficient DD-domain channel estimation
algorithm. Li et al. [173] further propose a new transmission
scheme that can reduce the channel training overhead with
desired estimation accuracy, and optimize the configuration of
RIS based on the predicted channel parameters.

VIII. CONCLUSIONS

This survey aims to provide a unified signal model for OTFS
modulation and its many variants under well-known fading
channel models. We provide a detailed overview of OTFS-
related modulation schemes, including their connections to
the conventional OFDM. By presenting a unified signal model
under doubly-selective fading channel models, we demonstrate
the clear relationship among the many OTFS-related modula-
tion schemes, each viewed as a special case of OTFS through
linear transformation and pulse-shaping. Through PSD and
BER comparisons, we further verify the underlying relation-
ship and highlight the robustness of these modulations in high-
mobility scenarios. We offer a broad introduction of various
detection schemes, focusing on their respective fundamental
principles, performance, and complexity. To motivate future re-
search endeavors, we discuss the opportunities and challenges
that OTFS-related systems must overcome to achieve broad
applications. Overall, our comprehensive review dispels the
possible of confusion associated with the many OTFS-related
proposals and lays the groundwork for continued exploration
and development of OTFS-related system designs to address
high speed mobile scenarios in future wireless technologies.

APPENDIX

In this appendix, we introduce another class of OTFS vari-
ants in the form of chirp-based multi-carrier modulations.
These transmission schemes utilize chirp signals to spread the
data symbols to the full domain of the assigned time-frequency
resources and share similar features as ISFFT in OTFS. They
can also be captured by using the same signal model provided
in Section V and TABLE IV.

A. OCDM

OCDM is orthogonally multiplexing a bunch of chirp wave-
forms overlapped temporally and spectrally. Let x € AMX1
denote the transmitted chirp symbols, the discrete time-domain
OCDM signal is then obtained by inverse discrete Fresnel
transform (DFnT) as below

s = ®x, (55)
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Fig. 21. Diagram of OCDM: (a) modulation; (b) demodulation.

where ® € CM*M s the DFnT matrix with the (m,n)-th
entry defined as

M =0 (mod 2),
ejﬁ(””%*")i M =1 (mod 2).

® (m,n)=

Note that the DFnT matrix is unitary, and its specific important
properties can be found in [42], [174] for details. To avoid
inter-block interference, a CP that is at least larger than the
maximum channel delay spread is added before s.

After the transmission over the channel and discarding CP,
the received time domain signal r € CM*! is transformed

back to the chirp symbols via DFnT as described below
y = ®r. (56)

The system diagram of OCDM is shown in Fig. 21 for details.

B. AFDM
X Inverse S
DAFT cep
(a)
— cep d DAFT  [——r
Removal

(b)

Fig. 22. Diagram of AFDM: (a) modulation; (b) demodulation.

AFDM is a new chirp-based multicarrier waveform tailored
for high-mobility communications. The key idea of AFDM is
to modulate the transmitted symbols over the discrete affine
Fourier (DAF) domain in such a way that all the paths are
separated from each other and each symbol experiences full
diversity by adapting the underlying AFDM parameters. As
shown in Fig. 22, let x € AMX1 denote the transmitted
symbols in the DAF domain. Then, the inverse discrete affine
Fourier transform (DAFT) [44], [150] is applied to convert x
into a time domain signal s,

M—-1 2
1 m(%g +eom?+ 2t )
s(t)= = D wme 1T D)
M m=0

where c; and co are the AFDM parameters, which can be
adjusted according to the channel delay and Doppler distribu-



tions for full diversity [44], [175]. By sampling s(¢) with the
interval T = #M’ (57) can be rewritten in a matrix form as
s=AIFAx, (58)

where A, =diag{ e 72 ™ ;=0,1,--- M —1;i=1,2}.
Then, a chirp-periodic prefix (CPP) [44] is added before s
instead of an OFDM CP. The length of CPP Lcpp is larger than
or equal to the maximum channel delay spread. The specific
CPP is given by
M?+42Mn) (59)
Note that CPP is simplified to CP if 2M ¢; is an integer value
and M is even.

After the transmission over the channel and discarding CPP,
the resulted time domain signal r € C**1 s transformed back
to the DAF domain via DAFT as described below

y = A, FyrAg, . (60)

It is worth mentioning that DFT and DFnT are two special
cases of DAFT when c; and ¢y are chosen by zero or ﬁ

—j27mce
Sp = Spr4n€ ? i n = —Lcpp, -+ ,—1.
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