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In this work, we consider the problem of learning a

blackuced-order model of a high-dimensional stochastic

nonlinear system with control inputs from noisy data. In

particular, we develop a hybrid parametric/non-parametric

model that learns the “average” linear dynamics in the data

using dynamic mode decomposition with control (DMDc)

and the nonlinearities and model uncertainties using Gaus-

sian process (GP) regression and compare it with total least

squares dynamic mode decomposition, extended here to sys-

tems with control inputs (tlsDMDc). The proposed approach

is also compablack with existing methods, such as DMDc-

only and GP-only models, in two tasks: controlling the

stochastic nonlinear Stuart-Landau equation and pblackict-

ing the flowfield induced by a jet-like body force field in a tur-

bulent boundary layer using data from large-scale numerical

simulations.

1 Introduction

Control of high-dimensional nonlinear dynamical sys-
tems, such as turbulent flows, which are expensive to model
due to their large state spaces, has led to the need for approxi-
mate models that are computationally tractable and amenable
to standard control algorithms. Simulations and experiments
of such complex and uncertain dynamical systems typically
yield large spatiotemporal data that can be used to learn
tractable blackuced-order models suitable for control.

Data-driven model blackuction of systems with high-
dimensional state spaces has typically been performed using
proper orthogonal decomposition (POD) [1]. POD computes
the singular value decomposition (SVD) of snapshots of the
high-dimensional state (e.g. flowfield) and identifies an opti-
mal subspace containing the most energetic modes on which
the high-dimensional state space is projected [2]. For sys-
tems with control inputs, POD variants, such as balanced
proper orthogonal decomposition (BPOD) [3], have also
been proposed, although BPOD requires knowledge of the
underlying equations of the system. Dynamic mode decom-
position (DMD) [4, 5] is an attractive alternative for model-
ing the spatiotemporal evolution of data, such as fluid flows,
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from time-resolved snapshots of the high-dimensional sys-
tem. Extensions of DMD have included systems with con-
trol inputs [6, 7], noise-aware [8, 9], and sparsity-promoting
variants [10], among others.

DMD-based approaches often fail to capture the nonlin-
earities in the underlying dynamics due to the assumption of
linearity of the DMD models. For that reason, Koopman op-
erator theory – which is viewed as a generalization of DMD
– has been extensively exploblack both in the fluid dynam-
ics [11] and the controls community [12, 13], with DMD-
based [14, 15], kernel-based [16], and deep learning-based
[17, 18] approximations of the Koopman operator proposed.
Similar modeling efforts have also led to new methods such
as sparse identification of nonlinear dynamics (SINDy) [19]
and operator inference for model blackuction [20].

Gaussian Process regression [21] is a type of non-
parametric regression model describing distributions over
functions conditioned on the training data. They are ideal for
learning arbitrary nonlinear stochastic dynamics due to their
flexibility and inherent ability to provide uncertainty esti-
mates capturing both process and measurement noise, as well
as model uncertainties. GP regression and its scalable vari-
ants [22, 23, 24, 25] have been successfully used for a num-
ber of dynamical systems modeling [26,27] and control tasks
[28, 29, 30]. In the context of high-dimensional systems, GP
regression has been used in modeling the POD coefficients
for systems with varying parameters [31, ?, 32, 33] as well
as the blackuced-order dynamics after POD or autoencoder-
based order blackuction [34, 35].

In this brief, we propose a hybrid DMDc + GP model
for learning the nonlinearities and model uncertainties in the
blackuced-order data that DMDc alone fails to capture. In
addition, total least squares DMD [9] is extended to systems
with control inputs (tlsDMDc) to fairly compare the pro-
posed method with a noise-aware, linear-only DMD-based
approach that accounts for control inputs.

In Section 2, we first introduce DMDc and extend to-
tal least-squares DMD [9] to systems with control inputs.
Then, we introduce the general framework of Gaussian pro-
cess regression and the process of training a DMDc + GP
blackuced-order model. In Section 3, we demonstrate the
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advantages of the proposed models on two tasks: modeling
and controlling the nonlinear stochastic Stuart-Landau equa-
tion from noisy data and pblackicting the wall-normal veloc-
ity field induced by a jet-like body force field in a turbulent
boundary layer.

2 Method

2.1 Dynamic Mode Decomposition with Control

Assume that the unknown stochastic nonlinear and,
possibly, high-dimensional system we want to model has
discrete-time dynamics of the form

y(k+1) = f(y(k),u(k),w(k)), (1)

where y ∈R
ny is the state, u ∈R

nu the control input, w ∈R
ny

the independent and identically distributed Gaussian white
noise, and f(·) the nonlinear operator that propagates the state
y(k) by one time step.

Our goal is to identify a blackuced-order model of the
underlying dynamics when (1) is unknown and only a limited
number of noisy experimental or numerical data is available,
as is typical in fluid dynamics applications.

In particular, given a set of p training data tuples

{(y(i),u(i), f(y(i),u(i),w(i)))}p
1 , where y(i), i = 1, . . . , p, are

not necessarily sequential, the data can be arranged as

Y =
[

y(1) · · · y(p)
]

∈ R
ny×p, (2a)

Y′ =
[

f(y(1),u(1),w(1)) · · · f(y(p),u(p),w(p))
]

∈ R
ny×p,

(2b)

U =
[

u(1) · · · u(p)
]

∈ R
nu×p. (2c)

2.1.1 Model Order blackuction

A common way to blackuce the dimensionality of the
data when ny ≫ 1 is to project the high-dimensional state
y(k) onto the POD modes given by the SVD of the data ma-
trix Y = UΣV T, where the columns of matrix U ∈ R

ny×p

are the orthonormal eigenvectors of YYT or POD modes ar-
ranged by their energy content, i.e. their singular value, the
columns of V ∈ R

p×p are the orthonormal eigenvectors of
YTY, and Σ ∈ R

p×p is the diagonal matrix containing the
singular values of Y arranged by their magnitude.

Projecting the high-dimensional snapshots y(k) on the
range space of the matrix UPOD ∈ R

ny×nx formed by the
first (most energetic) nx POD modes corresponding to the
nx largest singular values of Y is a common choice in model
blackuction methods that focuses the modeling efforts on the
most important modes of the high-dimensional system and
ignores the least energetic (and, typically, noisy) ones. The
high-dimensional state can then be approximated as

y(k)≈UPODx(k), (3)

where x(k) ∈ R
nx is the amplitude vector of the POD modes

at time step k. In general, x(k) is approximated in the least-
squares sense as x(k) = UT

PODy(k). The snapshot matrices

(2a) - (2b) are also blackuced as

X =UT
PODY, X′ =UT

PODY′,

where X,X′ are the POD mode amplitude matrices for the
training data (2a) and (2b).

2.1.2 Dynamic Mode Decomposition with Control

In order to capture the linear part of the controlled dy-
namical system, the POD mode amplitudes x(k) are modeled
as a discrete-time linear state space system of the form

x(k+1) = Ax(k)+Bu(k)+ e(x(k),u(k),w(k)), (4)

where A ∈ R
nx×nx and B ∈ R

nx×nu are the state and control
transition matrices and e(·) is the linearization error from the
unmodeled nonlinear and process noise part of the dynamics.
The linear part of the dynamics can be computed by solving
the following least-squares minimization problem:

min
A,B

∥X′−AX−BU∥2
F (5)

whose minimizer is given by

[

A B
]

= X′

[

X

U

]†

, (6)

where † denotes the Moore-Penrose inverse. Now, the lin-
ear part of the dynamics can be modeled by setting e(·) = 0
in (4), which is the approach that DMDc follows [6]. The
full-dimensional snapshot y(k) at time step k can then be ap-
proximated from (3).

2.1.3 Total Least Squares Dynamic Mode Decomposi-

tion with Control

In [9], total least squares dynamic mode decomposition
(tlsDMD) was proposed in order to account for the presence
of measurement and process noise in the data. Following [9],
we start by assuming that the snapshots (2a) and (2b) can be
decomposed in a mean and noise part as

Y = Ȳ+EY , Y′ = Ȳ′+EY ′

where Ȳ, Ȳ′ are the mean snapshots and EY , EY ′ are the noise
and modeling errors e(·) stacked similarly to (2a) and (2b).
After projection on the POD modes, we get

X = X̄+EX , X′ = X̄′+EX ′ .

According to [9], the least-squares minimization approach of
(5) in DMD (and, consequently, DMDc) accounts only for
the noise EX ′ in the plus-one time step data X′, leading to a
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bias in the estimate of the dynamics that depends on EX . Al-
ternatively, one can use total least-squares DMD to account
for noise in both matrices X and X′. The approximation of
the dynamics can be expressed as

X̄′+EX ′ = A(X̄+EX )+BU (7)

and the error in both components can be minimized simulta-
neously by solving the least-squares minimization problem

min
A,B

∥

∥

[

EX EX ′
]∥

∥

2

F
. (8)

Equation (7) can be reformulated as

[

A B −I
]





X̄+EX

U

X̄′+E′
X



= 0 (9)

and the solution to (8) can be computed using the truncated
SVD





X̄+EX

U

X̄′+E′
X



=UΣnx+nuV
∗ =

[

U11 U12

U21 U22

][

Σ1 0
0 0

][

V1

V2

]

where only the first nx +nu singular values are kept, leading
to an unbiased estimate of A and B

[

A B
]

=U21U−1
11 . (10)

The above is an extension of tlsDMD to systems with
control inputs (tlsDMDc).

2.2 Gaussian Process Regression

Once we model the linear dynamics of the unknown sys-
tem with DMDc or tlsDMDc and we obtain matrices A and
B, we can then learn the nonlinear and process noise terms
e(·) of the dynamics (4) that DMDc (and tlsDMDc) fails to
capture. With A and B known, we can estimate the linear
approximation error of each snapshot as

ε = X′−AX−BU. (11)

While DMDc and tlsDMDc assumes that the error term
e(·) in (4) is zero, here we attempt to model the error with GP
regression trained on the data in (11). In particular, we seek
to model the error term e(x(k),u(k),w(k)) in (4) with a non-
parametric Gaussian process regression model as follows.

2.2.1 Exact GP Inference

We start by considering a single component of the vector
function e(·) which, for clarity, we will refer to as e(·). The
input to this function at time step k is the concatenation of

the state x(k) and control input u(k) at that time step, i.e.

z(k) =
[

xT(k) uT(k)
]T

∈ R
nz , with nz = nx + ny. If we have

noisy observations εi of the unknown scalar-valued function
e(·) : Rnz → R at known inputs zi, for all Z = {zi}

p
i=1, we

collect these observations in a vector ε.
Let the measurement likelihood p(εi | e(zi)) be zero-

mean Gaussian and let e be the (unknown) vector containing
the values of e(·) at the points Z. We introduce a Gaussian
prior e(z)∼N (e(z) | m(z),k(z,z)), where m(·) : Rn → R is
the mean function (typically chosen to be the zero function)
and k(·, ·) : Rnz ×R

nz →R is the kernel function (typically, a
squablack exponential) that measures the closeness between
two input points and specifies the smoothness and continuity
properties of the underlying unknown function e(·).

The prior over the entire vector e can now be written as

p(e | Z) =N (e | m(Z),k(Z,Z)) , (12)

with the mean vector defined as [m(Z)]i = m(zi) and the co-
variance [k(Z,Z)]i j = k(zi,z j).

The joint density of vectors ε (known) and e (unknown)
is

p(ε,e | Z) = p(ε | e,Z)p(e | Z). (13)

With Gaussian likelihood p(ε | e,Z) = N
(

ε | e,σ2
εI
)

, the
marginal likelihood

p(ε|Z) =
∫

p(ε | e,Z)p(e | Z)de

=N
(

ε | m(Z),k(Z,Z)+σ2
εI
)

(14)

is analytically computed and the hyperparameters Θ =
{θm,θk,σε} that define the Gaussian process mean, kernel,
and likelihood functions can be found by minimizing the
negative log-likelihood of the training data,

Θopt = argmin
Θ

(−log p(ε | Z)) . (15)

Pblackiction of ε∗ on a new state-input pair z∗ is done
by conditioning on the training data,

p(ε∗ | z∗,ε,Z) =
∫

p(ε∗,ε | z∗,Z)dε =N (ε∗ | µ∗,σ∗) ,

where

µ∗ = m(z∗)+ k(z∗,Z)
[

k(Z,Z)+σ2
εI
]−1

(ε−m(Z)) ,

σ∗ = k(z∗,z∗)− k(z∗,Z)
[

k(Z,Z)+σ2
εI
]−1

k(Z,z∗).

2.2.2 Multiple Outputs

So far, the error ei ∈ R we have consideblack has been
a scalar. In the general case, the error in (4) will be a vector
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ei ∈ R
nx . We can train the hyperparameters of an exact GP

using the estimated error snapshots ε in (11) and defining the
matrix E as the matrix containing the function values e(zi) at
the i-th row. The latent functions are now ed(·) : Rnz → R,
for d = 1, . . . ,nx, and an independent exact GP is learned
for each component of the error vector e(·) in (4). Alterna-
tively, one could train a multitask GP regression model [36]
to learn similarities in the outputs of the GP or use scalable
variational GP regression [25] to decouple the inference cost
from the size of the training data.

2.3 Dynamic Mode Decomposition with Gaussian Pro-

cess Correction

In the hybrid DMDc+GP method, the error term e(·) in
(4) is modeled with GP regression. The training steps are:

1. Perform model order blackuction using POD (optional).
2. Compute A and B matrices to capture the “average” lin-

ear dynamics in (4) with DMDc.
3. Train an exact GP to learn the nonlinear and noisy terms

e(·) in (4).

One could use either DMDc or tlsDMDc for learning the
linear part of the dynamics. However, as it is demonstrated in
the numerical experiments, both choices perform similarly,
with DMDc + GP having a slight advantage over tlsDMDc +
GP. The use of GP regression for correcting the DMDc pblac-
kictions offers a number of advantages, such as flexibility
and uncertainty awareness. In particular, if we evaluate the
dynamics away from the training dataset, the DMDc model
will take over, while the uncertainty of the GP inference will
increase, indicating less confidence in the GP pblackictions.

3 Numerical Experiments

3.1 Stuart-Landau Equation

We start by demonstrating the proposed tlsDMDc and
DMDcGP methods on the stochastic Stuart-Landau equation
(consideblack to be a proxy for the flow oscillations behind
a cylinder [37]), which is a nonlinear system with discrete-
time dynamics in polar coordinates given by

r(k+1) = r(k)+dt
(

µr(k)− r3(k)+ur(k)+wr(k)
)

θ(k+1) = θ(k)+dt
(

γ−βr2(k)+uθ(k)+wθ(k)/r(k)
)

where r(k) is the radius and θ(k) the angle at time step k,
ur(k) and uθ(k) are the control inputs, and wr(k),wθ(k) ∼
N (0,σ) are independent and identically distributed Gaus-
sian noise terms. The parameters in this experiment are
dt = 0.01, µ = 0.1, β = 1, and γ = 1, while σ varies from
0 to 0.1.

3.1.1 Collecting Data

The state space is encoded as x(k) =
[

r(k) sin(θ) cos(θ)
]T

∈ R
3 in order to capture the pe-

riodic behavior of the angle θ(k). We assume that we have
perfect state measurements and the only noise source is the
process noise. We collect data for 13000 time steps and use
the first 10000 time steps for training and the rest 3000 for

testing. For the training split of the data, the control inputs
are periodic with increasing frequency, in order to excite the
different modes of the system. For the test part, the inputs
are again periodic with increasing, but lower, frequency. The
train/test split is shown in Fig. 1. The GP uses a squablack
exponential kernel and is trained on every 5th data point, in
order to keep the inference cost low.

Train Test

Fig. 1: Stuart-Landau equation. Train/test data split. Control
input: , state: .

3.1.2 Model Evaluation

We train five different models (DMDc, tlsDMDc, DMD-
cGP, tlsDMDcGP, and GP-only) on the training split of the
data and evaluate on the test split. In order to test the pblac-
kictive performance of the models on systems with noise,
we evaluate each model on three different noise settings:
σ = 0 (no noise), σ = 0.05 (low noise), and σ = 0.1 (high
noise). Evaluation is performed as follows: first, we select
64 uniformly distributed states from the test split as initial
conditions; then, we simulate the state dynamics forward for
N = 256 time steps; finally, we compute the average L2 norm
of the state pblackiction error as a percentage of the actual
state, i.e.

eL2
=

1

64

63

∑
ti=0

1

256

42ti+255

∑
k=42ti

∥xpblack(k)−xexact(k)∥

∥xexact(k)∥
. (16)

The results are shown in Table 1. First, we notice that tlsD-
MDc tends to perform better than DMDc in all noise levels.
Second, we see a big improvement in the pblackiction errors
when a GP is introduced, with DMDcGP performing slightly
better than tlsDMDcGP in all noise levels. Third, a GP-only
model (without a linear DMDc or tlsDMDc part) has good
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(a) tlsDMDc (b) DMDcGP

Fig. 2: Stuart-Landau equation. Long-term state pblackic-
tions of 3000 time steps on the test dataset. Exact: , pblac-
kicted: .

Model σ DMDc

tls
DMDc

DMDcGP

tls
DMDcGP

GP

eL2
%

0 19.2 6.6 0.3 0.3 52.6

0.05 19.5 6.5 2.5 2.6 13.5

0.1 19.8 6.6 5.1 7.0 6.3

Table 1: Stuart-Landau equation. L2 error for a pblackiction
horizon of N = 256, averaged over 100 initial conditions.

performance in the presence of noise, with the caveat that
when the GP approaches a location of the state and input
space that is away from the training data, the pblackictions
collapse to zero, pushing the rest of the pblackictions off (as
seen in the zero-noise case, where the error is significantly
large). For demonstration purposes, we also experiment with
a more challenging 3000 time step pblackiction using tlsD-
MDc and DMDcGP, as shown in Fig. 6.

3.1.3 Model Pblackictive Control

We further test the use of the learned models on a model
pblackictive control task, where the mean state is requiblack
to follow a given trajectory {xdes(0), . . . ,xdes(T )} under the
presence of process noise. We formulate the following opti-
mal control problem

min
Uk

k+N−1

∑
i=k

∥u(i)∥2
R +∥x(i+1)−xdes(i+1)∥2

Q

s. t. x(i+1) = (A+∆Ak)x(i)+(B+∆Bk)u(i)+dk(i)

−0.2 ≤ u(i)≤ 0.2

x(k) = xk

where the terms ∆Ak, ∆Bk, and dk result from the lineariza-
tion of the Gaussian process [30] at time step k, the inputs are
constrained to be between −0.2 and 0.2, and the initial con-
dition xk at each solution of the optimal control problem is
an exact measurement of the state (alternatively, it could be
a state estimate derived from Kalman filtering a noisy partial
state measurement). The actuation and state costs are chosen
to be R = 10−3I2×2 and Q = I3×3, respectively, the receding

(a) tlsDMDc (b) DMDcGP

Fig. 3: Stuart-Landau equation. Trajectory tracking model
pblackictive control with noise σ = 0.1, using the learned
tlsDMDc and DMDcGP models. Optimal input: , state
x(k): , desiblack state xdes: .

horizon is N = 50, and the optimal control problem is solved
at each time step as a quadratic program with inequality con-
straints [?].

We run the model pblackictive controller for 2000 time
steps, with a desiblack trajectory as shown in Fig. 3. The
control task is executed with high noise (σ = 0.1) in order to
demonstrate the robustness of the learned DMDcGP model.
Using the tlsDMDc model leads to large tracking errors (Fig.
3a), compablack to DMDcGP where, after a few time steps,
the state x(k) ends up close to the desiblack trajectory (Fig.
3b).

3.2 Near-Wall Jet in a Turbulent Boundary Layer

Next, we test the proposed tlsDMDc and DMDcGP
methods on a more challenging model order blackuction task
for a high-dimensional system. In particular, we want to
model the wall-normal velocity field that a jet in a turbulent
boundary layer induces. Such a model is useful for model-
based turbulent flow control tasks, where the cost of simu-
lations is prohibitively large (e.g. 36000 CPU hours to col-
lect the present dataset) for real-time control [38, 39]. We
perform large eddy simulations (LES) of a turbulent bound-
ary layer at a Reynolds number based on the momentum
thickness of about Reθ = 2000. The near-wall jet is mod-
eled as a body force with Gaussian distribution in space, a
45o pitch angle toward the wall and in the direction of the
flow, and magnitude that is controlled by a scalar control
input, u(k) ∈ [0,1]. We perform a set of 10 different LES
for pulsed inputs as shown in Fig. 4 and ensemble-average
the data collected from these simulations, in order to mini-
mize the effect of the background turbulence on the data and
focus on the mean effect that the jet has on the flow. The
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