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Abstract
Many physicalphenomena are modeled as stochastic searchers looking for
targets. In these models, the probability that a searcher finds a particular tar-
get, its so-called hitting probability,is often of considerable interesin this
work we determine hitting probabilities for stochastic search processes condi-
tioned on being faster than a random short tirfuch times have been used
to model stochastic resetting or stochastic inactivatiomhese results apply
to any search process, diffusive or otherwise, whose unconditional short-time
behavior can be adequately approximatedhich we characterize for broad
classes of stochastic search. We illustrate these results in several examples and
show thatthe conditionalhitting probabilities depend predominantly on the
relative geodesic lengths between the initial position of the searcher and the
targets Finally, we apply these results to a canonical evidence accumulation
model for decision making.

Keywords: stochastic search, hitting probabilities, first passage time,
stochastic resetting, stochastic inactivation

1. Introduction

Various physical phenomena are often modeled as stochastic ‘searchers’ looking for ‘targets’.
When there is more than one target, the probability that a searcher finds a particular target, its
so-called hitting probability, is typically of interest. In recent years there has been significant
progress in characterizing hitting probabilities associated with stochastic search processes [1-
5]. Here, we study the hitting probabilities associated with stochastic search conditioned on
being faster than a random short time. Given the generality of its construction, the results herein
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are useful in numerous areas of applied mathematics and statistical physics research including
search under stochastic resetting or stochastic inactivation.

Stochastic resetting describes the random repositioning of a searcher according to a given
distribution. The utility of stochastic resetting often lies in reducing the mean first passage
time (FPT) of search processes or otherwise optimizing search processes [6-13]. Consider, for
example, the work of Mercado-Vasquez and Boyer [14], which models predator dynamics as
Lévy flights that stochastically reset to regions of prey. Instead of assessing strategy optimality
in terms of search times, the authors use predator population as a proxy. Their analysis reveals
an interesting relationship between mobility, resetting, birth, death, and total population.

Stochastic inactivation, which is used to assign a lifespan to a searcher according to a given
distribution, can also be used to tune, or sharpen, search process statistics [15-19]. In the work
of Ma et al[20] on the role of inactivation in intracellular signalling, inactivation can model
degradation, (de)phosphorylation, or other mechanisms that immobilize signal propagation.
The authors use soft x-ray tomography images of human B cells to study the stochastic search
process of a stochastically inactivating intracellular signal from cell membrane to nucleus.

By numerically solving the Fokker—Planck equation associated with the propagation of the
signal, they determine the full distribution of the arrival time of the signal to the nucleus and
quantify how stochastic inactivation can compensate for the delay in signal arrival times due
to organelle barriers.

Much of the current literature involving stochastic resetting orinactivation, like the
examples described above, considers only exponentially distributed random times. While often
suitable,especially in memoryless systemisy no means does this choice exhaust all such
conditional search processes [21-23]. For example, stochastic inactivation is a one-time event
and thus agnostic to system memory. Moreover, it is typical that memory plays a critical role
in population-level search processes. For these reasons, and also to emphasize the ease with
which our methods can be adapted, we consider a variety of distributions for this time.

In particular, we consider an evidence accumulation model for fast decision making before a
short, deterministic time. By equating evidence with the log-likelihood ratio of possible hypo-
theses, or choices, experimental data suggests that models of evidence accumulation accur-
ately capture decision-making and, moreover, that this process evolves according to a biased
Brownian motion [24-30]. Such models have thus been widely used to study how humans and
other animals make choices [31-38].

In the fast search limit, only an approximation of the short-time behavior of the uncondi-
tional search process is needed to compute the conditional hitting probabilities. To be precise,
consider an unconditional search process and ¥t)} ..o denote the path of the stochastic
searcher in a domain D eRwith K = 2 targets denoted by, V4, . .. Vk-1 € D. Then the
first hitting time to a target is

T:= inf{t>0:X(t) EUﬁJVkGD}-

Letk €{0, 1, .. .K— 1} denote the index of the target hit by the searcher. Then the hitting
probability of targeVj is

P(k= k) forke{0,1,...K-1}.

Analytically computing the hitting probabilities for a purely diffusive search requires solving
an elliptic partial differential equation with mixed boundary conditions andepending on

the domain, can be quite involved [39]. A similarly involved procedure applies to computing
statistics of first hitting times [40].
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While these results are useful in numerous settings, it has been emphasized that other times-
cales are often more relevant. For instance, the term ‘redundancy principle’ has recently been
coined to convey the utility of seemingly wasteful copies of biological entities in accelerat-
ing time-sensitive processes [41, 42]. In this case, the relevant time scale is that of the fastest
searcher, called the extreme FPT, and the corresponding hitting probabilities are called extreme
hitting probabilities [43].

In another instance, that of interest in this work, there may be a time limit before which
an event must occur. Such a time limit may occur naturally or can serve as an external force
aiming to filter out certain perhaps undesirable behaviors and provide some amount of reli-
ability, or predictability, to the system. For example, it was recently shown that early arrivers
to targets encode information about search initial condition [44]. Throughout, we refer to this
time limit in relation to stochastic resetting but we emphasize that these results hold much
more generally. Moreover, we remark that while first hitiimgsare not agnostic to whether
the time constraint indicates inactivation or resetting, hifirapabilitiesare.

As a motivating example, consider a driftless diffusive search process with diffusity
in one dimension. Assume the searcher starbg at (0, #/2) where V= (-, 0] and V4 =
[¢, ) are targets. Let o > 0 andL > 0 be the distances t&y and V4 from xg, respectively.

In the case that there is no condition on the search time, one can show [45] that the probability
of the searcher reaching beforeV, is

Now suppose the searcher stochastically resets to its initial pagiibrandom independent
and identically-distributed times governed by o > 0. If g > 0 is exponentially distributed with
rater > 0, we show in section 3.1 that the hitting probabilitytpdecays to zero like

(v )
P(k=1t<o)~exp ~ (L1~ Lo)’/D  asr — . (1)

In words, equation (1) says thathe hitting probability to the further targetdecays to zero
exponentially fast with respect to the square root of the resetting rate. This decay is especially
fast when the relative distances to the nearest target and furthest targets is large. Hence, while
previous studies often focus on using resetting to accelerate search times, equation (1) shows
how resetting can be used to ensure that a particular target is found. We illustrate this beha-
vior in figure 1. The remainder of this paper concerns this problem in more general settings
with various stochastic search processes, various spatial domains of different dimensions, and
various resetting distributions.

Throughout,we write the hitting probability of target Vi associated with a resetting
searcher by

Pk = klt<a) forke{0,1,...K-1}. (2)
Let k= 0 be the index of the target nearest the initial position of the searcher. In equation (
we show how a hitting probability depends on the geodesic lengths to the nearest target and the
target of interest from the searcher initial position. We verify in this work that this exponential

decay holds in much more general scenarios of diffusive search and, more broadly, that

P(k =0|tr<0g) - 1 inthe frequent resetting limit. (3)
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Figure 1Hitting probabilities for diffusion with unit diffusivity, initial position xo €
(0, £). Solid colored curves illustrate case of exponentially distributed resetting times
o > 0 with rater > 0; dashed black curve denotes no conditioning.

That is, a frequently resetting searcher will necessarily find the nearest target. Though (3) may
seem intuitive, we derive quantitative estimates of the convergence in (3) for a wide variety of
search scenarios. Moreover, we show that (3) does not hold for every search process of interest.
The rest of the paper is organized as follows. We detail the results section 2. In section 3,
we apply these results to several examples and compare to numerical solutions. In section 4,
we apply our results to an evidence accumulation model for decision making. We conclude by
discussing our results in the context of recent related work. Proofs and numerical details are
collected in the appendix.

2. Conditional hitting probability asymptotics

In this section, we present results on hitting probabilities for searchers conditioned on being
faster than a random shortime. This section and the results herein make no reference to

the underlying search process, instead assuming properties of the short-time behavior of the
unconditional hitting probabilities. Mild conditions are placed on the resetting distribution. In
section 3 we apply our results to diffusive search and other stochastic search processes.

2.1. Probabilistic setup and integral representation

Let t > 0 be a strictly positive random variable and let k be a random variable taking values
from the set {0, 1, . K 1}. In the applications of this text, 7 > 0 denotes the hitting time of
an unconditional search process to a target and k indexes whiclKef thiargets is hit. For
each index {0, 1, . . .K— 1}, let T (¥ be the hitting time to targé;,

T K=k
+o KE  k

'[(k) =

and define

( )
FRh@)=P ™M<t =Pt< tnk=k), teR.
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Let Fr (t) denote the cumulative distribution function of 7 > 0,
£ K
Fr()=P@=<t= FRP@), teR

Further, let o > 0 be a strictly positive random variable defined by
o:=VYr

where we call the parametar> 0 the resetting rate and’> 0 is a strictly positive random
variable with unit mean and a finite moment generating function in a neighborhood of the
origin. That is, there exists n > 0 such that

ENM =1,

E[e-Z <wforall ze[-n,n]. “)

Applying the second condition in (4) and Chebyshev’s inequality (see, for example, theorem
1.6.4 in [46]), we obtain tha®(y) := P(Y> y) decays at least exponentially fast,

S/(y)< Ce"Y forallyeR,

where n >0 is as in (4) andC = E[e""] < . Since 1 and o are independent random vari-
ables, we can write the probability of the search process ending prior to a resetting event as a
Riemann-Stieltjes integral,

[

p=p(r)=P(T<0)=E[S(T)]= ) So (1) dFe (D), ()

where S (t) = P(g > 1) is the survival probability of g > 0. Similarly, since ¥ and o are
independent random variables, the probability of the search process hitting targgbror
to a resetting event is

[

[ ()
pc=p(r)=P(k=knt1<0)=E & THW = SO dRP (). (6)
0

To avoid trivial cases, we assume 0 andp > 0 for all r > 0. Hence, by definition of con-
ditional probability,

Pk = klt<0o) ~ asr - ® (7)

o

where p= p(r) is any function of r>0suchthat p~ p asr - o and likewise of p.
Throughout this workf ~ g meansf’ g — 1. The results in section 2.2 allow us to determ-
ine explicit expressions for (7) in a wide variety of stochastic search processes.

5
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2.2. Exact hitting probability asymptotics

Applying (7) to a specific search process requires specifying a resetting distribution. We con-
sider four such distributions: exponential, gamma, uniform, and sharp (or deterministic). The

following proposition, previously stated and proved in [43], states the asymptotic behavior of

an integral representative of those in (5) and (6) in typical scenarios of diffusive search under
exponential and gamma distributed resetting.

Proposition 14ssume € 0,9 >0 and be R. Then
" N
5

. v___
e "te Yidt~ T i e T gsro . (8)
0

Theorem 2 below uses proposition 1 to compute the asymptotic behavior of (2) in the large
r limit assuming information about the short-time behavidFoandF¥ on a linear scale in
the case that resetting is gamma distributed. Its corollary (corollary 3) concerns the specific
case that resetting is exponentially distributed.

Theorem 2Under the assumptions of secti@, assume further tha® > 0 is gamma dis-
tributed with shapdél > 0 and rate 7 0 and that for some &{1, . . . K- 1},

Fr () ~ At"e 9t ast. 0, 9)
FR (f) ~ Bt"e %t ast- 0, (10)

where &~ 0, B> 0, G, C>0, and mn eR. Then

v__
Pk= Kr<o) ~& rmn/2g 2 G C) T a5p w, (11)

where

2m 20— 1)/ 4
f = §Cf<7_ > 0.

AC2m 21— 1/ 4
Corollary 3Under the assumptions of theor@nassume further that= 1. That is@ > 0 is
exponentially distributed with rater 0. Then {(1) holds with

2n+ 1)/ 4
E = ch(i > 0.
AC(2m /4

We remark on the exclusion bf 0 from theorem 2 above: Information about the nearest
targetdetermines the constants in (9)Hence if k= 0 the expressions in (9) and (10) are
identical and the asymptotic hitting probability is trivial. For this reaserg is also omitted
from the remaining results that follow.

Moreover,we note that in both theorem 2 and corollary 3 the dominant behavior of the
asymptotic hitting probabilities depends only o@ and Cx. We show in section 3 that this
dependence is in fact only on the geodesic lengths to the nearest target and to tarfmt
diffusive search. Also observe thatrascreases in theorem 2 and corollary 3, the asymptotic
hitting probabilities behave progressively more like decaying exponential functions. The same
qualitative behavior is true in the following theorem, which is relevant to typical scenarios of
diffusive search under uniformly distributed resetting.

6
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Theorem 4.Under the assumptions of sectio®.1, assume further tha€ > 0 is uniformly
distributed or0, 2/r] and for some k{1, .. . K- 1},

Fr () ~ A" 9t ast_ 0,
FR (f) ~ Bi'e ¥t ast- 0,

where &2 0, B> 0, G, C>0, and mn eR. Then

B C(i)m’ne_( Ck—C)r/2

- asr— .
AC, 2

Pk = klt<o) ~
In addition to instances of diffusive searchwe consider superdiffusive searckjscrete
stochastic search on a networknd run-and-tumble searciRespite vast differences in the
nature of these three search processes, the short-time behavior of their unconditional search
times is similar. The following theorem describes the asymptotic behavior of the conditional
hitting probabilities under exponential and gamma distributed resetting.

Theorem 5Under the assumptions of secti@m, assume further tha® > 0 is gamma dis-
tributed with shapdé > 0 and rate P 0 and that for some &{1, . . . K- 1},

Fr(t) ~ A" ast- 0", (12)
FR(t) - B" ast— 0", (13)

where A 0, B> 0, and0 < m=< n. Then

BL(+N) oo

-, 00,
AT (m+n) asft

Pk = klt<o) ~
The following corollary, while immediately clear from theorem 5, applies to superdiffusive
search [47] and fundamentally differs from instances of diffusive search. In particular, these
probabilities are neither zero nor one for every target in the asymptotic limit, hence, the nearest
target may not be found.

Corollary 6Under the assumptions of theor&rassume further that mn= 1. Then
B
Pk = klt<o) ~ a asr— .

The final theorem, stated below, holds for any short-time beh&tibandF: specified in
the aforementioned results and any other instance not specified herein. In particular, it conveys
that hitting probabilities conditioned on a deterministic reset time behave like the ratio of these
functions of T > 0 evaluated at that time.

Theorem 7Under the assumptions of sectidrl, assume further th&f = 0 is deterministic
and equal tag := 1/r. Then

_ A FR s
Fc(1/r)  Ec(1/1)

— 00

Pk = Kt <0)

whereF: andF¥ denote the short-time behavior of Bnd F‘rk), respectively,

Fe(t)~ Fe(f) ast- 0,
AR () ~ F9(t) ast- 0"
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Figure 2.Conditional hitting probabilities for diffusion with diffusivity D= 1, drift

U R, initial positionxg € (0, #2), and exponentially distributed o > 0 with rate 0.
Curves illustrate analytical asymptotic estimates; markers denote numerical solutions.
See sections 3.1 and 3.2 for details.

3. Examples and numerical solutions

The results stated in section 2 provide the exact asymptotic behavior of conditional hitting
probabilities in the larger limit in terms of the short-time behavior ofFr and FY In this

section we illustrate these results in several specific examples and compare our analytical res-
ults to numerical solutions.

3.1. Pure diffusion in one dimension

Consider a diffusive search process with diffusivitp > 0 in one dimension. Assume the
searcher starts afy € (0, #/2) where V= (-, 0] and V; = [¢, ») are targets. For ease of
notation, define the distances frogto each target by

O0<Llg:= Xo<€_X0=Z L4

It has been shown in numerous works, for example [4&; thad " satisfy (9) and (10)
where
N N

4D _ 4D L2 L2

mz BT T 9T

A mz T ap

. m=n=12. (14

Hence, Corollary 3 implies that for exponentially distributed o > 0 with rateé) the condi-
tional hitting probabilities behave like

N N
() (= 2%
P(k=1t<o0)-~e b =g D asr » .

That is, the probability of the searcher finding the further target decays exponentially fast with
respect to the square root of the resetting rate. In particular, notice that even if the searcher
starts only slighter closer to one target, resetting can guarantee that the nearer target is found.

The asymptotic behavior of the conditional hitting probabilities for pure diffusion in the
interval with numerous distributions for o are catalogued in table 1. Figure 2 illustrates these
probabilities and compares them to numerical solutions.

8
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Table 1Conditional hitting probabilities on the interval for types of diffusive search and various resetting

distributions. Subscripts ‘e’, ‘g’, ‘u’, and ‘s’ on g > 0 denote exponential, gamma, uniform, and sharp
distributions. See sections 3.1-3.3 for details.

Pure diffusion With drift With partially absorbing targets
v v v
= 2027D - = 20%/D - = 20%/D
Pk = 1lt<0 o) ? (e) 2x0) 21/ \E/) ? (l’) 2x0) 2/ D+(ut/  2D) %? (f) 2x0)2r/ D
Pk= 11T<0 g) [’)EXU " 1g (& 202D 4”);;0 N"lg (= 202/ DHuy  20) % t’f);;o "~y = 207D
- ~(t- 2)rt/ 8D) At~ 2)rt( 8Dy(ut/  2D) y - 2x)ref 8D)
Plk= 11T<00)  Gogee™ * s Té(ffxzxwe ’
Pk= 1lT<0 4 *XUXO (= 20)rt( 4D) 7x0X° e (= 20)rt( 4Dy 2D) % ( _‘;0)26—(@— 2x) rt/( 4D)

3.2. Diffusion with constant drift

Assuming the details of section 3.1, consider in addition that the searcher experiences a con-
stant drift 4 € R. That is, suppose that prior to a resetting event at time g > 0 the searcher
position {X(t)} .0 evolves according to a stochastic drift-diffusion process,
v__
dxX(f)=udt+ 2DdW(1),

where {Wt)} .o denotes a standard one-dimensioriownian motion.It has again been
previously shown [43] thatr andFt" satisfy (9) and (10) where
N N

_otiym 4D _ht/2o 4D
A=e 7TL%' B=¢e 7TL%'

andC, C1, m, andnin (14) are left unchanged.
Thus by corollary 3 where o > 0 is exponentially distributed with rafe the conditional
hitting probabilities behave like

g
pe  — (g- ZXO)Z’
PK=1T<0)~eve 5 asr— ®.

Qualitatively, we observe exponential decay of the hitting probability to the further target akin
to the case of pure diffusion in section 3.1The sole difference in this case is a prefactor
exhibiting the influence of drift, which increases the hitting probability of the targeh its
direction. Still, this influence is limited: in the limit ag- - o the hitting probability to the
nearest target goes to one independent of drift directionality.

The asymptotic conditional hitting probabilities for diffusion with drift in the interval with
numerous distributions for g are catalogued in table 1. Figure 2 illustrates these probabilities
and compares them to numerical solutions.

3.3. Diffusion with partially absorbing targets

In the previous two examples, we assumed that the target was ‘found’ by the searcher instant-
aneously upon arrival. That is, the so-called trapping rate was infinite. Alternatively, one may
be interested in search processes wherein targets are found only after the searcher has spent
sufficient time nearby. That is, for the unconditional search process with partially absorbing
targets, the FPT is given by

Toartial := INF{ 1> 0 : A > &Y (for somek €0, . .. K- 1}}

9
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where {& ﬁ__(} are unit rate exponential random variableg} ﬁ_/g are non-negative trapping
rates, and Ais the local time o¥(t) on targetv [49].

Now in addition to the details of section 3.1, suppose the trapping rate of the terg@t at
is given by y5 € (0, ») and that of x=£is y 1 € (0, ). To be precise, suppose the survival
probability for the search process, whose backward Kolmogorov equation is given by the one-
dimensional heat equation,

0,5= D0, S xe(0,9),
with initial condition§x t = 0) = 1, has Robin boundary conditions,

D0,S=yS x=0,
-D0,S=y.S x=L

Solving this system and taking the limits as right and left boundaries of the interval extend

out to infinity yield the short time behavior ofr and FY, respectively. These expressions
have been shown [48] to satisfy (9) and (10) with
V v

_ 2y0 4D _ 2)/1 4D
A= Lo 72 B Ly m?

2

with C andC4 unchanged from (14).
Corollary 3 thus implies that, for exponentially distributed o > 0 with rate0, the con-

ditional hitting probabilities behave like
\/

(- 2)%r

P(k=1|r<0) ~ ée_ D asr - .
0

Qualitatively, we observe exponential decay of the hitting probability to the further target again
akin to the case of pure diffusion in section 3.1. The prefactor in this case illustrates the rela-
tionship between the trapping rates at each target: a relatively high trapping rate at the further
target increases its corresponding hitting probability but this influence is always exceeded by
the exponential decay in the limit as» .

The asymptotic conditional hitting probabilities for pure diffusion with partially absorbing
targets in the interval with numerous distributions for g are catalogued in table 1.

3.4. Diffusion between concentric spheres

Consider a diffusive search process with diffusdity0 in three spatial dimensions between

two perfectly absorbing concentric spheres of radti > Ry > 0. Let the initial position of

the searcher bgy := 7 X(0)/ € ( Ry, (Ro+ R41)/2) where 7 - 7 denotes the Euclidean norm. In
words, suppose the searcher starts closer to the inner sphere. For ease of notation, define the
distances fronxg to each target by

O<Llog=X " Ro< Ry~ Xxo=: L1

It has been derived in numerous worksor example [43], that Fr and FY satisfy (9)
and (10) where

N N
Ry 4D Ry 4D L2 L?

B= C= ) C1=4D

A= — —, — = ;. m=n=1/2.
X0 nL% X0 nl_% 4D

10
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Figure 3.Left: Conditional hitting probabilities for diffusion with diffusivity D> 0
between concentric spheres of radiy and Ry and exponentially distributed g > 0

with rater > 0. Above,ys := (X0~ Ro)/( Ri ~ Ro). Curves illustrate analytical asymp-
totic estimates; markers denote numerical solutions. See section 3.4 for details. Right:
Conditional hitting probabilities for an RTP with veloaity 0, tumble rate A > 0, and
exponentially distributed o > 0 with rate> 0. Curves illustrate analytical asymptotic
estimates; markers denote simulations. See section 3.7 for details.

Hence, by corollary 3 wherein g > 0 is assumed to be exponentially distributed withOrate
the conditional hitting probabilities behave like

N
Ro* Ry~ 2x) 2r
(Ro* R~ 200)

D

P(k=1r<0) ~ Rig asr - .

Ro
The asymptotic conditional hitting probabilities for diffusion between concentric 3D

spheres with numerous distributions for o are catalogued in table 2. Figure 3 illustrates these

probabilities and compares them to numerical solutions.

3.5. Random walk on a network

Now consider the spatially discrete stochastic search process of a random walk on a discrete
network. To be precise, leX{t)} ..o be a continuous-time Markov chain on a finite or count-
ably infinite state spacé, We assume the jump rates are bounded to preclude the possibility
of infinitely many jumps occurring in a short time on a countably infinite networRenote
by ig € I the initial position of X(t) and denote target nodes (or sets of nodes that constitute
targets) by € | whereig /€ g___ 01 Vi

Previous work on stochastic search processes on networks impliesRhatnd FY sat-
isfy (12) and (13) where

= /\0, B: &
m! n!

A

with Ag and /¥ denoting the products of the jump rate@ along the shortest path fram
to the nearest target and fregrto targetVy, respectively [50]. Furthen,= 1 is the minimum
number of jumps between, and Vi and similarlym= 1 is the minimum number of jumps
betweeny and the nearest target. If there are multiple shortest paths M are the sums of
the products of the jump rates along these paths.

11
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Table 2.Conditional hitting probabilities for various types of stochastic search and resetting distribu-
tions. Subscripts ‘e’, ‘g’, ‘U’, and ‘s’ on ¢ > 0 denote exponential, gamma, uniform, and sharp distribu-
tions. See sections 3.4-3.7 for details.

Diffusion between concentric spheres RW on a network  RTP in an interval

B P 9v 27 R R Li- Lo
Pk= 11T<0 ) (%e' ;Rﬂ" R~ 2j°>2’/D papmn re o )’)( w o)
n- 1 e — n-1 _ L1 Lo
- < R~ X " (Rt Ry~ 20)2r/ D r(n+tn) mA 4, m n 1-qg Liw @A+ 00707 50
Pk= 1l1<0 g) X~ Ro € T TCmen) Aol 7 Low € S
- Ri(X0~ Ro)® o~ r(Ro* Ry~ 2x0)( Ry~ Ro)( 8D me o n
Pk = 1lt<0 W) R;;i%*Xg;3e r(Ro+ Ry~ 2X0)( Ry~ Ro)/( 8D) ((n+ 1))!/\01 5
_ Ri(X0~ Ro) o~ r(Ro* Ri= 20)( Ri~ Ro) 4D) mA 4 i n
P(K— 1|T<0‘S) Ro(R1‘Xu)e 0+ Ry 0)( R~ Ro n!/\01r
1 —
Vv e a=0.1
s e =105
<08 e a=10
g 50 a=15
] s e a=19
173 = 0.6 a=1.99
2 RS
= 3 -0-99-90-009 0000000 og0 0000
T F-1
= [=] se%sse i .
s\:nrﬂ iJfNL a0.4 .......“ e
= $88°8g222
5] ) i s s s
175! g 8,
E02 8
. = T 83
Vo .._..-'
0 .7.
t 100 10°

Figure 4L eft: Path of an unconditional a = 1 Lévy flight search. Markers denote reset-
ting. Right: Conditional hitting probabilities for Lévy flights with a < (0, 2) and expo-
nentially distributed o > 0 with rate> 0. Lines illustrate analytical asymptotic estim-
ates; markers denote simulations. See section 3.6 for details.

Theorem 5 thus implies that, for exponentially distributed o > 0 withrrat@, the condi-
tional hitting probabilities behave like

Pk = kt<o) ~ %r”"” asr - .
0

The asymptotic conditional hitting probabilities for random walks on networks with numer-
ous distributions for g are catalogued in table 2.

3.6. Superdiffusive Lévy flight in one dimension

Suppose now the stochastic search process is a superdiffusive Lévy flight startinggffom
(0, &/2) where Vg = (-, 0] and V4 = [¢, «) are targets.

A useful characterization of a superdiffusive Lévy flight in this setting is a subordinated
Brownian motion,which is a random time change of a standard Brownian motidn.par-
ticular, if { B(s)} <o is a standard Brownian motion with unit diffusivity and(t)} .0 is a
non-decreasing Lévy process wiitD) = 0. Denote the path of the search process by

X() = B(S(t) + xp  t>0.
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In a particular scaling limit, the probability densityp(x t) of the position of the search
process satisfies

Op=-D(-4) “?p >0,

whereD > 0 is the generalized diffusivity and (—AS’/ 2 is the fractional Laplacian with a
(0, 2) [51]. Assumingg £ V, Y V4, one can show th&k andrt" satisfy (12) and (13) with

_ T (a) Dsin (art/2) L@ Dsin (art/2) g F@ Dsin (art/2)
(- xo)" Tixg LT %)

andm= n=1[47, 52]. Hence, by corollary 6 with gamma distributed o > 0 with shape n >0
and rate’ > 0, the conditional hitting probabilities behave like

X

— 00,
Xg+(€—X0) asr

P(k=1t<o0)~

This result differs substantially from the previously considered examples; not only is the
asymptotic hitting probability independent of the (generalized) diffusivity but it is also inde-
pendent of the resetting rate. That is, regardless of the search speed, there is strictly positive
probability that the search finds a far target in lieu of the nearest one. We illustrate this behavior
in the right panel of figure 4.

3.7. Run and tumble in one dimension

We conclude our examples with an application to a stochastically resetting run and tumble
particle (RTP). Recent studies on this process concern steady-state behavior in the absence of
targets [53, 54] and FPTs in the presence of targets [10]. Here we consider the hitting prob-
abilities of an RTP in one dimension between targets\gt= (-, 0] and V4 = [{, ) and

initial positionxg € (0, £). We definelg := xg andL4 := € — Xp. The searcher has probability

g €[0, 1] of initially moving in the negatieairection and switches between velocitigs 0

and - < 0 at Poissonian rate A > 0. Moreover, we asdigmg < L/ v4. Ultimately by way

of theorem 5, we determine that, for exponentially distributed o > 0 withnmaté, the con-

ditional hitting probabilities behave like

Pk=1r<ao)~ 1;"76—(A+ (L vi~ Lo/ wo)

asr - .

The details of this calculation are contained in section A.2 of the appendix. Moreover, the
asymptotic conditional hitting probabilities for one-dimensional RTPs with numerous distri-
butions for g are catalogued in table 2. Figure 3 illustrates these probabilities and compares
them to numerical solutions.

4. Application to a decision-making model

In this section, we apply theorem 7 to an evidence accumulation model for decision making,

which is a model type that is widely used to describe how individuals gather information to

make decisions [34, 35, 37, 55, 56]. In particular, it has been shown that the log-likelihood ratio

describing the belief state of an individual can be approximated by a drift—diffusion process

[27, 31, 57]. Within this framework we determine the asymptotic behavior of an individual

who makes a decision before a fast deterministic deadline. In the fast decision limit, we show
13
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that the individual decides in agreement with her initial bias. How this limit depends on the
‘tightness’ of the deadline is detailed below.
Consider an individual gathering information according to
v

dX(t) = udt+ 2DdW(t),

where the drift parameter, u € R, represents bias toward a particular decision and the diffus-
ivity, D> 0, denotes the magnitude of the Brownian motioW/{)} .o , which describes the
noisiness in the information gathering proces&uppose first that the individual is deciding
between two choices and that a choice is made when the drift—diffusion process reaches one
of two thresholds, -6 or 9, for fixed 8 > 0. Suppose further that the individual has an initial
bias ofxg € (0, 6).

Under these assumptions, we inquire about the decision made by the individual before a
sharp (deterministic) deadling;& 1/ r for fixed r > 0. We emphasize that in this setting the
individual has no knowledge of the deadline but nevertheless decides quickly. By theorem 7,
whereF: andF? given in section 3.2 withg = 6 — xp, Ly = 0 + Xo,

N N
A:e‘NLo/ZD ‘B BzeuL,Jzo 4D _ Lg _ Ly

1 H 1 k 1
L2 L2 4D 4D

andm= n= 1/2, we determine that the probability of the individual deciding against its initial
bias is

0-xy - _
PX()=-0]1=1/1) ~ ——2g® Dg?x/D ggr - o, (15)
0+ xg
Qualitatively, we infer that quick decisions are biased decisions. That is, the individual will
always decide in agreement with her initial bias in the tight deadline limit, even in the presence
of an external bias ‘pushing’ the agent toward the alternative. That is, regardless of external
bias,

PX(t)=0|t=1/r) -1 asr - .

While such hasty decisions may not be made frequently by a single agent, first deciders
among groups of agents are reliably quick and similarly biased [56]. The influence of these
early decisions on agents still deliberating can be substantial; recent work suggests that having
many fast deciders can sway the group to the same hasty decision, but having only a few fast
deciders can caution remaining agents against biased decision-making [34].

Unsurprisingly,the presence of a disagreeable extermift does slow the convergence
to zero of the probability in (15).We illustrate this behavior in the left panel of figure 5 to
emphasize its limited influence. Relatively weak initial biases also slow the convergence to
zero of the probability in (15) but its influence is similarly limited. We illustrate this behavior
in the right panel of figure 5. Finally we remark that these results extend to higher dimensional
landscapes for decision making. In these settings, the lerigftesd L, denote the geodesic
lengths to the nearest decision threshold and another decision threshold of interest.

5. Discussion

In this work, we determine hitting probabilities for fast stochastic sear@ur results yield
the exact asymptotics of these hitting probabilities in terms of the short-time behavior of the

14
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Figure 5.1 eft: The probability that an individual decides in agreement with her initial
bias converges to unity in the tight deadline limit independent of an external bias. In this
panel,xo = 6/2. Right: The probability that an individual decides in agreement with

her initial bias converges to unity in the tight deadline limit independent of initial bias
strength. In this panel, u = 0.

stochastic search process without a time constrainttypical scenarios of diffusive search

the limit of these asymptotic quantities reveals that the nearest target is always found. In par-
ticular, hitting probabilities to far targets exhibits exponential decalhis behavior readily

breaks down for certain non-diffusive search processes including random walks on networks
and superdiffusive search. In the random walk case, hitting probabilities to far targets exhibit
polynomial decay. Superdiffusive search, however, can always find far targets quickly. That

is, all limiting hitting probabilities associated with superdiffusive search are strictly positive.
Hence, with sufficiently frequent resetting, modulation of the search process and various sys-
tem parameters are an effective means of ‘sharpening’ hitting probabilities to achieve a specific
goal.

This work adds a new piece to the vast and growing body of work on stochastic search pro-
cesses and, in particular, fast stochastic search. Until recently, the remarkable acuity of timing
and directionality in biological processes was poorly understood. The so-called redundancy
principle has since provided an explanation for processes in which many nearly identical cop-
ies of bio-entities,though effectively independentyork together to increase the likelihood
of fast, precise,and accurate action [41]In the case of N » 1 independentsearchersthe
moments of the fastest FPT for typical scenarios of diffusive search are given by [42]

( 2)m

LO -
EON~ 2oy 3N— ™

whereD > 0 is the diffusivity and_y > 0 is a geodesic length to the nearest target. The asso-
ciated hitting probabilities to far targets are [43]

P (ky = K) ~ B (In N)((L/ Lo W 2\I=(L/L)? - ggpy — oo

where 3 > 0 is a constant dependent on system parametets arillis a geodesic length to
a far target. In the case of evidence accumulation models for decision making, the analogous
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hitting probability result indicates that the fastest decider is she who had the strongest initial
bias [56].

Where redundancy is noét play, or perhaps working simultaneously with redundancy,
stochastic inactivation or resetting serves a similar biological purpose. Recent work in this area
characterizes when infrequent stochastic resetting increases the hitting probability or decreases
the mean FPT to particular targets [3]. For typical scenarios of diffusive search, the moments
of the FPT under frequent exponentially distributed resetting wittr raté.2/4 D is [23]

I m

( v
o ' D
E [Masel ~ — asr - .

Moreover, the same quantity for an inactivating searcher is [58]

( L%)m'Z

E [T, ~ 1Dr asr - .

The associated hitting probabilities to far targets, as derived in this work, are
\/

P (k=K ~ne Lt 7D agr - o

where n > 0 is a constantlepending on system parametets.terms of the decision mak-

ing model discussed in section 4he analogous hitting probability results indicate that fast
decisions agree with an individual’s initiabias. There have been numerous recestudies
quantifying the ‘cost’ associated with redundancy, resetting, and inactivation and analyzing
its effects [59-62]. While we do not consider such a cost in this work, we acknowledge the
potential influence on system behavior and hence its importance for certain biological and
decision-making applications.

To conclude, we have shown that the hitting probabilities of fast stochastic search can differ
tremendously from those free of time constraints. These results build on the growing body of
work seeking to understand the nature of stochastic search in bioleggiology,and other
scientific disciplines. In particular, we show that while hitting probabilities for typical scen-
arios of diffusive search decay exponentially fast in the frequent resetting limit, other search
processes exhibit notable quantitative and qualitative differences. It is also the case, as high-
lighted in this work, that while hitting probabilities for unconstrained stochastic search can
prove challenging to compute, especially in complicated domains, hitting probabilities for fast
stochastic search rely on very few details of the system and can often be easily determined.
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Appendix

This appendix contains proofs of the propositions and theorems stated in section 2 as well as
details of the numerical methods used in section 3.

A.1. Proofs

proof of proposition The proof of this proposition is in the appendix of [23]. We repeat it
here for readability: The exponential term in the integrand of (8) achieves its maximum at

\/
t= dr

Let r > 0 be sufficiently large so that” € (0, 8). Under the change of variables #/t°, the
integral in (8) becomes

T () e gy ( v_g )
e e 9ot = - Pexp - Crs+s V' dt (16)
0 0

Applying Laplace’s method to (16) where= 1 ¢ (0, d/t") corresponds to the maximum of
the exponential term in the integrand completes the proof. O

proof of theorem 2£t € > 0 and define

b
lap = S (t) dF: (t) . (17)

a

By the assumption in (9), there exists d > 0 so that
(1-e)A"e Yt< F () <(1+€) At"e 9t forallt e (0, 8).

Under this assumption, we can integrate by parts and bigurfcom above,

o o
los = S (O) Fr (0) — Fr(t)dSs (t) = S (O) Fr (O) + Fr (t) fo () dt
0 0
L verd
rn)

I
Fr () + “F(Er)nA'n X ¢ g (OO gy, (18)

where y(s x) := Oxts" e tdt denotes the lower incomplete gamma functiéfhe first term
on the right-hand side of (18) decays exponentially fastras «. To control /5. , we use
integration by parts to write
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150 == & (0) Fr (0) + 600 Fr (t) dFo ()

[

<-SEFE+  dr(y
=S (0) (1-F(9),

which decays at least exponentially fast as» «. We emphasize that this bound holds in
general so long as 1 and o satisfy the assumptions in section 2.1. Hence, recalling the definition
of pin (5) and applying proposition 1 yields

Vi P Ni

lim sup Vv —=<1+e€
reo  (AM(n))  TIC(2m 1 4) p(41- 20 3) 4™ 4Cr

An analogous argument gives the lower bound
lim in V. d ——

a f(A/I' () TIC\@m+ 1V 4 41 207 3y 4g- ACr

Repeating this procedure fpf as defined in (6) yields similar relations,

Px ,

lim su Y Y <1+e¢
oo p(B/I'(n)) ﬁc;(z’”' WA (an-2n- 3y 4g” TCir
. Px
A / 1 —
II’nJJ’nf(B/I'(n)) / ﬁcf(z'“ D pyrervyas 1-e€
Since € € (0, 1) is arbitrary, recalling that
" S (t) dFt (t
Pi= Kr<o)= Pe= 0, Z (0T
p o () dFr (1)
completes the proof. O

proof of theorem 4et € > 0. From (9), there exists 6 > 0 so that
(1 -6)A"e Yt< Fr(f)<(1+€) At"e 9t forallt (0, 5).

Letr > 0 be sufficiently large so that 2< § and let/, , be as defined in (17). Integrating by
parts to boundy, o/, from above, we have

oAr 2r
loo/r=— Fr (1) dS (1) = Fr () fo () dt
0 . 0
(1+eAr 27 (1+€)Ar (19)
< t"e Otdt = Tc'"”r(— m-1,Cr/2)
0

where (s x) := X°° t 'e tdt denotes the upper incomplete gamma function. Applying the
asymptotic relation [§ x) ~ xX* 'e X asx — o to the rightmost side of (19) and observing
from the proof of theorem 2 tha} .~ decays exponentially fast, we infer that

p

- <s1+e
p(A/ C)(r/2) ™ Tecr2

lim su
r—®

18
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An analogous argument gives the lower bound

o p
lim inf — =
ree (A C)(r/2) ™ Tercr2

1-e€

Repeating this procedure fpg yields similar relations,

. Pk
lim su —— <1
rew p(B/Ck) (r72) """ e a2
T Pk

lim inf —— =
ree (B G (r/2) " e a2

+€,

1-¢€

Since € € (0, 1) is arbitrary, recalling that

[

_ _ P o SR
Pl Kr<a) = = =g (0 dr (0

completes the proof. O

proof of theorem %t € > 0. From (9), there exists > 0 so that
(1-€)Af"< Fr (f) < (1 +€) A" forallt (0, d).

Under this assumption and with;, as defined in (17), we can integrate by parts and bound
lo,5 from above,

N ve (1+ A7

> r(n) rm o

where y6 x) = S(F 'e” tdt denotes the lower incomplete gamma function. The first term on
the right-hand side of (18) decays exponentially fast-ase and the same is true &« , as
shown in the proof of theorem 2. Further, the largeshavior of the integral in (20) is given

by

)
™ e ", (20)

Fr (0) +

)
- e dt~ r ™ (m+n) asr - .
0

Hence,

lim sup p <1+e

r-w Ar-mC (m+n) /T (n)

An analogous argument gives the lower bound

. p
A e )

1-¢€

Repeating this procedure fpg yields similar relations,

i Pk <1+
e e
lim inf Pr -1-¢

re= " Br " (n+n) /" (n)
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Since € €(0, 1) is arbitrary, recalling that

_ C b o S ar(p
Plk= Kr<o)= P, S dF(f)

completes the proof. O

proof of theorem et € > 0. From (9), there exists 6 > 0 so that
A-eF ()< Fr(t)<(1+€) F (t) forallte(0,d).

Letr > 0 be sufficiently large so that #4< & and let/,;, be as defined in (17). Integrating by
parts to bound,, 1/, from above,

1r
lovr<(1+6€) Fr()dSs(t)=(1+€) F (1/1).
0

We achieve a similar result for the lower bound:

Vr
lovr=(1-¢€) Fe()dSs(t)=(1-€) F (1/r).
0

Sincely,,» is identically zero, we infer that

p

1 - €<liminf—P— <lim sup= <1+e
r== Fr(1/r) r-o  Fr(1/r)
Since € > 0 is arbitrary, repeating this procedurefaompletes the proof. O

A.2. Calculations for run-and-tumble in one dimension

In the right panel of figure 3 we illustrate conditional hitting probabilities corresponding to
RTP search in one dimension between targets 8tandx = £. The searcher has probability
q €10, 1] of initially moving in the negativedirection and switches between velocitigs>
0 and —V; < 0 at Poissonian rate A > 0We assumexy Vo < (£ — xo)/ V4 and compare the
asymptotic hitting probabilities far » 1 to the hitting probabilities for any > 0, which we
approximate numerically. Below we compute the asymptotic hitting probabilities. The details
of the numerical approximation in the case that g > 0 is exponentially distributed with rate
r> 0 are in the following section.

DefineLg:= xg and L4 := £ — Xp. Integrating by parts the expression fqo:= P(1 < 0)
in (5) yields

00

p= fo(to+ t)Fr (to+ t) dt
0

wherety = L/ Vp since we assumiy/ Vo < L4/ V4 andfs ;= d/d t Ry is the density of g > 0.
The cumulative distribution function of 7 is given by

20
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Fr(tp+ ) =P(t< tot+ )
=P(T< to) +P(1= to) +Pto<T=< tp+tt)+P(T= th+ 1)

= qe_’\ D+ P(to<T=< to+ ).

Hence,

[

p=qe’ S (to) +  folto+ H)Plo<T=< to+ 1)t (21)
0

From previous work on the short-time behavior of RTPs [63], it is known that

( )

Plo<t< to+8)~ 1-ge” " (ayto)t ast— O (22)

where

ALo(ALog 7 qVo+ Vo)
= ( ). 23
T Vo(Vot Vi) @/ g @3)

At this point, we consider separately the resetting distributions of interest. To start, suppose
o > 0 is exponentially distributed with rate 0. By the proof of theorem 5, we determine the
larger behavior ofp> 0,

(

p-qete Mov ot —ge? ) ay (1t - e MY asr - e
Similarly, by lettingt; = L+/ V4, we find that

pr~(1-g) e NL/Vi ggr - o,
Hence,

P(=1r<o0)~ 1-9 C_’qe"("+ ML/ VImLI V) ggr — o,

Now suppose g > 0 is gamma distributed with shape n > 0 and ¥dfle Equations (21)-
(23) hold with

r () P e
rm o POt e

From the proof of theorem 5,

S(t) =

- -A tUr(n!rtO) + _”0(
-1

Y
Vo r(n)

Similarly, by lettingt; = L+/ V4, we find that

1—mﬂ@%umf”

asr - .

()
rL 4 ! 1(1 _Q)e—(/\+ L Vi

— asr - .
Vi r(m

p1~
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Hence,

n- 1
P(k=1r<0) ~ 179" L% g ML/ VTl Vo) ggp - oo,
q LoV

Setting n = 1 reduces these results to the exponential o > 0 case, as expected.
We omit the cases of uniformly distributed and sharp g > 0 since for sufficienthy>drge
the search process will never complete.

A.3. Numerical methods

A.3.1 Diffusion with drift in one dimension.  |n figure 2 we illustrate conditional hitting prob-
abilities corresponding to diffusive search in one dimension between taxget atdx = ¢
with xo € (0, #2). The searcher has diffusivityp > 0 and experiences a drift of magnitude
U €R, and g > 0 is exponentially distributed with rate 0. We compare the asymptotic hit-
ting probabilities for > 1 to the hitting probabilities for any> 0. The details of quadrature
are as follows:

First suppose u = 0. In this case, the exact conditional hitting probability for exponentially
distributed o > 0 with rate > 0 is known [64],

\/
( sir\1h X0 fﬁD \
Pk=1r<o)= —~— { Np— (24)
sinh xo /D +sinh ((-x) /D

Thus, the circular markers in figure 2 are given precisely by equation (24).
Now suppose i/~ 0 and consider the unconstrained search process. The probability density
for hitting the left boundary is [65]

10()= SFO @ =exp -0~ ;‘f;‘) n (L,?;,X;) (25)
where
5o { ?i - TSl sin ), (26)
s e (WF 2k) e w27 4s,

The expressions for ¢ in (26) are equivalent, but the top expression converges quickly for large
swhile the bottom expression converges quickly for small
By symmetry, the probability density for hitting the right boundary is

( Ul -xo) _ Nzt) D¢( Dt xo)

d
A1 = 1 -
T)(l') = —tFP(t)—exp an 72 72 | -5

?

The density for hitting either boundary is thus % + AV and so
Fr= A9+ AN,

With these formulae, we use quadrature to approximate the conditional hitting probabilities
from the integral representation in (5) and (6), which we plot with triangular and square mark-
ers in figure 2. We use the short-time expansion of ¢ $or 1 and the long-time expansion
of ¢ for s> 1. We use 1Dterms in each sum for ¢ and“4frms each in the log-spaced time
intervals fors< 1 ands> 1. We takéd = 1 and £ = 1. The same procedure is used to produce
figure 5.
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A.3.2. Diffusion between concentric spheres in three dimensions.  Similar to the case of dif-
fusion in one dimension, here we use quadrature to approximate the conditional hitting prob-
abilities from the integral representation in (5) and (6) where g > 0 is exponentially distrib-
uted with rate’ > 0. We determing: andFt" by numerically solving the partial differential
equations that they satisfy.

In particular, the cumulative distribution function of Brownian motion between concentric
spheres of radiRy > 0 and Ry > 0 with Ry < Ry and initial positionxg € (Ry: Ry) satisfies

( )
0 0 02
%= aaet o ¢ re<(RuR) @)
with initial conditionFr = 0 att= 0 and boundary conditiorf& =1 atxy = Ry andxp = R;.

The functionFt" similarly satisfies (27) with the same initial condition and boundary con-
ditionsFr = 0 at xg = Ry andxg = Ry. We numerically solve these boundary value problems
using the MATLAB solverpdepewith 2000 linearly spaced radial mesh points betwdgn
andR; and 5000 log-spaced time points betweer®dhd 10 [66]. In the left panel of figure 3
we takeD=1, Ry=1, andRy = 2.

A.3.3. Run-and-tumble in one dimension.  |n the right panel of figure 3 we illustrate condi-
tional hitting probabilities corresponding to an RTP in one dimension with parameter choices
as described in section 3.7mhe circular markers in the figure correspond to simulations of

the process wheregp= 1/2, £=1,A = 2, and V, = V4 = 2. Each markers corresponds to the
average of 8000 ftrials.

A.3.4. Superdiffusive Lévy flight in one dimension.  |n figure 4 we illustrate conditional hit-
ting probabilities corresponding to a superdiffusive Lévy flight in one dimension as detailed
in section 3.6. We now describe the stochastic simulation algorithm used here@iven a
discrete time step A& > 0, we generate a statistically exagath of the (a/2)-subordinator
U={ U(t)} o on the discrete time grid{ ,en with t, = nAt via

2/a

U(tis1) = U(t)) + (A" Op n=0,

whereU(tp) = U(0) = 0 and {O,} ,e\ is an independent and identically-distributed sequence
of realizations

sin ((a/2) (V+ 11/2)) ( cos /- (a/2) ( V+ 1/2)) ) (2-aya

O=
(cosV)?® E

i

whereV is uniformly distributed on (-71/2, 11/2) and E is an independent unit mean expo-
nential random variable [67]. From this we can generate a statistically exact path of Brownian
motion {B(s)} =0 on the discrete time grid{(t,)} nen via
N
2a
B(U(tw 1)) = B(U(t) + 2DAD 048y n=0,

where {&/} hen is an independent and identically-distributed sequence of standard Gaussian
random variables. Finally one obtains a statistically exact path of a Lévy flight with generalized
diffusivity Ds > 0 via the following random time change of the Brownian mof)n

X(t) = DY B(U(t)), t=0.
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To determine the conditional hitting probabilities, we generate an exponentially distributed
resetting time and simulate a Lévy flight path until the reset time. If the path reaches a target
prior to the resetting time, the process ends and we note which target was found. Otherwise
we reset the search to its initial position and start the process arf@@peating this process
for a given resetting rate allows us to compute the corresponding conditional hitting probab-
ility. Each data point in figure 4 is computed from 12 000 independent trialsDy#h1 and
At=10"4.
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