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WHILE PHYSICAL EXPERIMENTATION
is a necessary aspect of characterizing the life
cycle of additively manufactured components—
from feedstock material to eventual retirement
or failure of the built components—physical
experiments, on their own, are insufficient in
tackling this challenge. Due to the expansive
design space for additive manufacturing (AM)
and the cost and time associated with interro-
gating both the design space and resulting
mechanical behavior of parts produced by
AM, models of varying degrees of fidelity
can be used to provide virtual observations that
serve to complement physical experimentation.
Such models not only help to populate process-
structure-property test matrices but can offer
valuable scientific insight into the physics gov-
erning various aspects of the process-structure-
property relationships for AM.

This article focuses specifically on material
modeling applied to structure-property predic-
tions. In this context, structure is intended to
represent intrinsic material attributes of the
solidified part, as opposed to the structural
geometry of the designed part. Process model-
ing and process-structure predictions, includ-
ing predictions of part-scale distortion and
residual stresses, are described elsewhere in
this Volume, including “Process-Structure Re-
lationships in Fusion Metals Additive Manu-
facturing,” “Structure-Properties Relationships
in Metal Additive Manufacturing,” and “Part-
Scale Process Modeling for Metal Additive
Manufacturing.” Rather than provide an exhaus-
tive review of structure-property modeling for
all AM processes, this article provides general
guidelines and considerations in terms of mod-
eling the salient material features that ulti-
mately impact the mechanical performance of
parts produced by AM.

Microstructure Modeling

Microstructural features of additively manu-
factured materials can vary dramatically in com-
parison to those of conventionally manufactured
materials. Such microstructural features include

grain and subgrain structures as well as pore or
void defects. The degree to which each type of
feature influences the mechanical behavior of
additively manufactured materials depends on
the mechanical property of interest and the
prominence of the features relative to one
another. For example, certain mechanical
properties, such as fracture and fatigue, tend
to be more sensitive than other properties, such
as elastic modulus and yield strength, to pore
or void defects. At the same time, the relative
influence of such defects may depend on the
amount of residual stress in a built part, which
can manifest in the development of complex
subgrain structures. In terms of modeling the
impact of such microstructural attributes on
the mechanical behavior of additively manu-
factured materials, it is important to strike a
balance between representing the relevant
microstructural features with sufficient fidelity
to capture the physics or mechanics at hand
and maintaining computational tractability.

Two of the primary ingredients needed to
predict structure-property relationships via
material modeling include a geometrical repre-
sentation of the microstructural features of
interest (e.g., grain structure and void defects)
and a suitable constitutive model describing
the material behavior, both of which can be
scale and resource dependent.

Effect of Grain and Subgrain Structure
on Mechanical Properties

The manner in which material solidifies dur-
ing any manufacturing process significantly
impacts the resulting intrinsic microstructure,
including grain and subgrain structures (e.g.,
twins, dislocations, and second-phase precipi-
tates). For AM processes, the characteristics
of intrinsic material microstructures can
deviate significantly from those formed during
conventional manufacturing processes. This
deviation is largely attributed to steep thermal
gradients and unique thermal cycles that occur
during AM processing. As with any material
(including non-additively manufactured materials),
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the grain and subgrain structures can have a
significant impact on the mechanical behavior
of the material.

There are two common approaches to model
the effect of grain or subgrain structures on the
mechanical behavior of additively manufac-
tured materials. In one approach, the simula-
tion domain is treated as a homogeneous
material, and the process-induced microstruc-
tural features that contribute to the overall
material response are accounted for implicitly
within a phenomenological constitutive model.
Typically, the phenomenological constitutive
model comprises an anisotropic yield criterion,
associated flow rule, and hardening rule. All of
the rules embedded within the constitutive
model contain parameters that must be cali-
brated. The process-induced microstructural
features (e.g., crystallographic texture with
respect to the AM build coordinate directions)
enter into the model implicitly via calibration
of the constitutive parameters. The Johnson-
Cook model (Ref 1), or modifications thereof,
is one common example of a phenomenologi-
cal constitutive model that has been used to
estimate the mechanical or thermomechanical
response of AM metals. See Ref 2 to 4 for
details and further comparisons among phe-
nomenological constitutive models applied
to AM.

A second approach is to resolve the grain or
subgrain features explicitly within the geome-
try of the model and to invoke a constitutive
model that represents their deformation
mechanisms. The microstructure in such mod-
els can be instantiated in several ways. For
example, a microstructure model can be
instantiated using results from physics-based
simulations of microstructure evolution during
AM processing (Ref 5, 6), as shown in Fig. 1.
Alternatively, synthetic microstructures can be
instantiated using algorithms that generate
realistic-looking grain structures but do not
actually incorporate the physics of process-
driven grain evolution (Fig. 2).

A third approach is to instantiate a model
directly from experimental measurements of



AM grain structure, a recent demonstration of
which was carried out as part of the Air Force
Research Laboratory (AFRL) AM Modeling
Challenge Series (Ref 8-10) (Fig. 3). Once
the simulation domain is instantiated with the
microstructural geometry of interest, a consti-
tutive model that accounts for the fundamental
deformation mechanisms of the additively
manufactured material can be invoked. One
common choice is to use a crystal-plasticity
model that computes evolution of plastic strain
as a function of crystal orientation for each
grain in the microstructure.

There are advantages and disadvantages to
both the homogenized-microstructure and
explicit-microstructure modeling approaches.
The former approach tends to be much
more computationally efficient than the latter
approach, requires fewer fitting parameters,
and has been demonstrated over the decades
to be tunable to many different materials and
manufacturing processes. On the other hand,
models in which microstructural features are
explicitly resolved and fundamental deforma-
tion mechanisms are represented can produce
heterogeneous micromechanical fields (Fig. 3)
that cannot be produced using the homogenized-
microstructure modeling approach. While
explicit-microstructure models can offer valu-
able scientific insight into relationships between
grain (or subgrain) structures and mechanical
behavior of additively manufactured materials,
they often are not used at the engineering-
component scale due to their computational
expense.

Effect of Pore or Void Defects on
Mechanical Properties

Microstructural pores or voids are generally
regarded as defect structures because they are
formed unintentionally and can have a delete-
rious effect on certain mechanical properties.
Technically, pores and voids that are formed
during the AM process are distinguished based
on the shape of the empty space they comprise
within an otherwise fully dense part; pores
are spherical and voids are nonspherical and
irregular (although, as pointed out by Sola
and Nouri in Ref 12, the distinction is rarely
made in the literature). The following is a
summary of sources of pore or void defects
in AM (Ref 12): feedstock-related pores
(including pores entrapped in feedstock mate-
rial), pores from powder compaction, metal-
lurgical pores, and processing-related pores/
voids (including those caused by lack of
fusion and keyholing). Further details regard-
ing processing defects, including pore or void
formation, are covered in “Process Defects in
Metal Additive Manufacturing” in this
Volume.

The influence of pore or void defects on
mechanical properties depends on the specific
mechanical property of interest, the character-
istics of the pore or void defects, and the
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F|g 1 Physics-based simulation of grain structure used to instantiate a micromechanical crystal-plasticity model.
(a) Simulated molten pool temperature profile for selective electron beam melting of Ti-6Al-4V. (b—d)
Subsequent solidification grain structure at three sequential time steps. Source: Ref 5

F|g 2 Synthetic additive manufacturing grain structures instantiated using the Stochastic Parallel PARticle Kinetic

Simulator (SPPARKS). Source: Ref 7

Fig. 3

relative impact of other features at play, for
example, surface roughness and residual stress.
A recent survey of the literature by du Plessis
et al. (Ref 13) concluded that, in general, pores
below a certain size or porosity below a certain
limit has negligible influence on properties
such as strength and ductility for static loading
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Experimentally measured grain structure of additively manufactured Inconel 625 and simulated strain fields
from crystal-plasticity modeling. Source: Ref 11

conditions; however, they note that the pore
size that is considered small can be material
dependent and that exceptions to this trend
can exist depending on the distribution of
pores (e.g., small pores distributed in a cluster
or in locations where their effect could be crit-
ical). However, with increasing pore size and
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porosity content, both strength and ductility
are reduced. Additionally, irregularly shaped
voids resulting from lack of fusion, for exam-
ple, can have a more significant and detrimen-
tal impact on mechanical properties than
spherical pores. In general, fatigue-related
properties are shown to be more sensitive than
static mechanical properties to pore and void
defects. Given the propensity of pores and
voids to form during AM processes and the
impact that such defect structures can have
on mechanical behavior of parts produced by
AM, incorporating pore and void defects into
structure-property models is critical in many
cases to achieve accurate predictions of
mechanical behavior of additively manufac-
tured materials.

Two common approaches to account for the
presence of pore or void structures in computa-
tional models is by implicitly representing the
effects of porosity via porous constitutive
models or by explicitly representing void space
within the geometry of the simulated solid
domain (or a combination of the two). In the
former approach, phenomenological models
are embedded within a material constitutive
formulation to represent damage evolution
based on nucleation and/or evolution of voids
via internal state variables.

As an example, Johnson et al. (Ref 14) used
finite-element analysis to predict failure in an
additively manufactured stainless steel part
using a constitutive model that incorporated a
damage formulation that implicitly accounted
for growth of existing voids and nucleation of
new voids in the simulation domain. Preexist-
ing voids (i.e., process induced) and newly
nucleated voids (i.e., mechanically induced)
were represented by an element-wise void-
volume fraction, where preexisting voids were
input to the constitutive model to initialize the
damage internal-state variables. The initial
void-volume fraction was assigned to each
element in the finite-element mesh by sam-
pling from a probability distribution function
describing pore size based on x-ray microcom-
puted tomography (micro-CT) measurements.
The predictions were made in the context of
the Third Sandia Fracture Challenge, which is
discussed later in this article.

In the latter approach, explicit pore or void
structures are instantiated within the model
geometry via a number of different methods,
including direct replication from x-ray micro-
CT measurements or by synthetic generation
of random or strategically placed pores/voids.
Recently, Erickson et al. (Ref 15) used experi-
mental data from 17-4 PH stainless steel ten-
sile specimens manufactured by laser powder-
bed fusion (L-PBF) (Ref 16) to generate
probability distribution functions of pore
count and pore diameter (Fig. 4). Drawing
from the probability distributions, 120 idea-
lized tensile specimen geometries were
instantiated with geometrically explicit pore
structures statistically similar to those from
experiment. The pore-instantiated geometries

Define pore network by
sampling from distribution
functions

Instantiate pore

network in finite-
element model

Characterize
pore network

Simulate tensile
loading to fracture

—

Correlate pore

characterization descriptors
to mechanical behavior

F|g 4 Example of workflow to represent pores
explicitly within  the geometry of an
additively manufactured part. In this case, pores were
instantiated by drawing from probability distribution
functions fit to experimental test data of additively
manufactured 17-4 PH stainless steel. Source: Ref 15

were then discretized with a finite-element mesh
for numerical analysis. As with any modeling
approach, model discretization increases as the
size of the smallest geometrical feature of inter-
est decreases. To balance computational tracta-
bility with feature resolution, modelers must
decide the smallest feature size of interest for a
given simulation domain. In the work by Erick-
son et al. (Ref 15), the smallest pore diameter
considered for explicitly modeling a pore net-
work was 30 pm (0.00118 in.). This threshold
exponentially reduced the number of elements
needed to represent a pore network in a given
finite-element model in comparison to including
all pores below this threshold, while retaining
the majority of pores resolvable by most lab-
scale x-ray micro-CT systems.

Subsequently, an element-deletion approach
was employed, whereby fracture was simulated
using a ductile-damage constitutive model
(Ref 17) analogous to that used by Johnson
et al. (Ref 14). Based on the simulation results
and geometrically explicit representation of pore
structures, Erickson et al. (Ref 15) derived a void
descriptor function to uniquely characterize pore
networks, which has since been evaluated
against additively manufactured mesoscale ten-
sile specimens of L-PBF Inconel 718 (Ref 18).

Effect of Surface Roughness on
Mechanical Properties

Similar to internal pore and void structures,
surface roughness, which is generally intended
to include all micronotches and protrusions
present on the component surface(s), is consid-
ered a defect because it occurs unintentionally
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and can have a deleterious effect on mechani-
cal properties of the built component. The pri-
mary length scale of surface roughness
depends on the specific AM process used.
Sources of surface roughness in AM include
balling, partially melted powder particles, par-
tial wicking of melt pools into the powder bed,
melt pool instabilities, gravity-driven varia-
tions (i.e., surface variations between so-called
upskin and downskin surfaces), inconsistent
powder feed rates, variation in powder size,
and variation in cooling rates, among others.
Although there are certain postbuild procedures
that can be performed to reduce the surface
roughness of the built part (e.g., mechanical or
electrochemical polishing), there are occasions
when it is either too costly or intractable to per-
form such procedures. Depending on the sever-
ity of the surface roughness and its actual or
anticipated impact on mechanical properties of
interest, it may be of interest to account for sur-
face roughness in computational models of addi-
tively manufactured parts.

Considering surface roughness as a geomet-
rical defect rather than an intrinsic material
defect of a built part, the most common
approach for modeling surface roughness is
by explicitly representing the surface topogra-
phy within the geometry of the simulation
domain. As an illustrative example, Kantzos
et al. (Ref 19) instantiated three-dimensional
(3D) models of L-PBF Ti-6Al-4V with explic-
itly resolved surface topography based on x-
ray micro-CT measurements with an approxi-
mate minimum feature resolution of 1.5 pm
(5.9 x 107° in.). Micromechanical fields were
calculated using a massively parallelized fast
Fourier transform (FFT) code with an elasto-
viscoplastic constitutive model. The FFT
solver required a 3D rectilinear array (grid)
as input. Thus, voxelized data from the x-ray
micro-CT reconstructions could be input
directly upon binarizing the reconstructed vol-
ume to distinguish solid material from void
space. Voxels within the rectilinear array
corresponding to void space were assigned as
so-called buffer regions with zero stress in
the FFT model. The solid domain was treated
as an isotropic homogeneous material. To
assess the formation of stress concentrations
due to surface topography, the von Mises
stress fields were computed under simulated
tensile loading for two samples having differ-
ent powder particle sizes (Fig. 5). Results from
the simulations showed that unmelted particles
that adhered to the surface contributed to the
overall surface roughness but had negligible
effect on the development of stress concentra-
tions, whereas surface notches were more sig-
nificant than powder particle protrusions in
terms of developing stress concentrations. Fur-
ther, the adhered powder particles tended to
obscure some of the surface notches, suggest-
ing that 3D experimental imaging techniques
that allow seeing beneath the adhered particles
are important in resolving the relevant surface
features that could lead to crack nucleation.
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Fig. 5 Representative two-dimensional slices from three-dimensional micromechanical simulations showing the effect of surface roughness on stress distribution near free
surfaces. The models were instantiated directly from x-ray microcomputed tomography measurements of laser powder-bed fusion Ti-6Al-4V. Source: Ref 19

In a similar example, Vayssette et al. (Ref 20)
assessed the effect of surface roughness on
fatigue behavior of additively manufactured Ti-
6Al-4V using 3D finite-element models in which
surface topography was explicitly represented in
the model geometry. The surface topography
was instantiated from experimental measure-
ments using two different imaging techniques:
3D optical profilometry of the surface and x-
ray micro-CT of the entire volume (Fig. 6). The
solid domain of the model was treated as an iso-
tropic homogeneous material. Cyclic loading for
a limited number of loading cycles was
simulated using finite-element analysis, and a
nonlocal fatigue indicator parameter (FIP) was
computed. Similar to the findings from Kantzos
et al. (Ref 19), Vayssette et al. (Ref 20) found
that the 3D imaging technique (x-ray CT) does
a better job of characterizing the surface notches
than the surface profilometry technique. Based (a) 0.4 mm
on extreme value statistics of the nonlocal FIP,
Vayssette et al. (Ref 20) proposed a methodol-
ogy to account for the effect of surface roughness
on the high-cycle fatigue life of the AM material.

While these examples investigated the effect
of surface roughness using 3D image data, the
studies treated the solid domain as a homoge-
neous isotropic material and thus did not explic-
itly resolve the grain features. Recently, Stopka
et al. (Ref 21) studied the effect of surface
roughness profiles and various notch geometries
in synthetic microstructures representing alumi-
num 7075-T6 (Fig. 7). Each synthetic micro-
structure was subjected to simulated cyclic
loading using finite-element analysis and a
crystal-plasticity constitutive model, and an
averaged grain-sensitive FIP was computed.
In their numerical experiments, the authors 3 £ Ny
found that for a single notch, the notch depth (b) 0.170 mm
had a greater effect on the maximum volume-

averaged FIP compared to the notch radius. F|g 6 Meshed volume of additively manufactured Ti-6Al-4V from two types of experimental measurements.
Furthermore, the authors found that for both (a) Surface profilometry scan. (b) Tomographic volume scan. Source: Ref 20
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their synthetic and single-notch models, the
effect of surface roughness on the extreme-
value FIPs is felt for multiple layers of grains.
However, Stopka et al. (Ref 21) postulated that
the effect of surface roughness is not primarily
influenced by the number of grains but by the
distance from the notch surface.

Blind Modeling Challenges

Since approximately 2016, formal modeling
challenges have been designed and released
broadly to the international modeling commu-
nity to test the ability of both models and mode-
lers to predict various aspects of (process-)
structure-property relationships in AM. In such
challenges, a limited set of experimental data
is provided to the participants, who are then
asked to submit blind predictions of specific
metrics of interest. The challenges are conducted
on a relatively short timeline (typically 8 to
12 weeks), requiring that modelers make judi-
cious assumptions and idealizations to meet the
challenge deadline while leveraging the avail-
able experimental data. The challenge hosts then
assess the blind predictions against the known
experimental results and typically release the
results to participants shortly thereafter.

Examples of such modeling challenges
include the National Institute for Standards and
Technology (NIST) Additive Manufacturing
Benchmark Test Series (AM-Bench) (Ref 22,
23), the Third Sandia Fracture Challenge
(Ref 24), and the AFRL. AM Modeling Challenge
hosted jointly with America Makes (Ref 8).
Technical publications stemming from the differ-
ent challenges highlight the state of the art in AM
modeling capabilities at the time that the chal-
lenges took place. Some key takeaways from
these modeling challenges include:

® Inthe absence of complete experimental data,
modelers must make assumptions and ideali-
zations that can influence their predictions.

® There is often a wide range of predictions
submitted, highlighting which modeling
approaches and modeling assumptions are
most effective for a given AM process.

® Regardless of the type of model used for a
given challenge, careful model parameter
calibration is perhaps the most critical
aspect of achieving successful predictions.

® Modelers should identify and, to the extent
possible, account for various sources of
uncertainty in their models.

® Access to experimental benchmark data is
critical to continue advancing the state of
materials modeling for AM.

Physics-Driven versus Data-Driven
Models

In the context of physics-driven versus
data-driven modeling, all of the modeling
approaches previously described can be classi-
fied as the former. However, in the pursuit of
optimizing structure-property relationships for

AM, there is an obvious need for data-driven
modeling. This need is motivated simulta-
neously by the expansive AM design spaces
and high computational costs of physics-driven
models. At the highest level and in the context
of structure-property predictions, both physics-
driven and data-driven models share a similar
aim, which is to predict the mechanical behavior
of interest given (micro)structure information
for a given set of AM build conditions. However,
the manner in which each type of model achieves
that aim is fundamentally different.

As described in a recent review article by
Kouraytem et al. (Ref 25), physics-driven
modeling approaches (including the ones dis-
cussed in this article) require a set of govern-
ing constitutive equations that represent the
physical phenomena underpinning structure-
property relationships. The governing equa-
tions are then solved over some finite domain
using numerical solvers. Such computations
can be cost-prohibitive in terms of exploring
a high-dimensional AM design space.

Alternatively, data-driven models, which
include machine learning models, incorporate
training algorithms that are designed to handle

390 350 400 450

N
-~
z
‘—

(a) (b)

Fig.

Fig. 8

N AN

Convolutional neural network

problems for which the governing equations
relating inputs to outputs need not be known a
priori. Often, such governing equations are
inferred through correlative  relationships
between the control (input) variables and the
response (output) variables. More recently, there
have been efforts to develop physics-informed
machine learning models that incorporate gov-
erning physics equations into fitness functions
evaluated during training to ensure that predic-
tions from the machine learning models are con-
sistent with the relevant physics (Ref 26).
Whether physics-based or not, data-driven mod-
els that are properly trained with a sufficient
amount of training data can make structure-
property predictions in orders of magnitude less
time than that required for physics-driven mod-
els. Figure 8 provides an illustrative example of
the difference (and similarity) between physics-
driven and data-driven modeling in the context
of structure-property predictions for AM. Some
of the key advantages and disadvantages of
physics-driven and data-driven models are
provided in Table 1. More information about
data-driven modeling and its applications can
be found in Ref 25 and 28 to 30.

Equivalent stress at max applied tensile strain, MPa
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i
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(c)

7 Synthetic microstructure representing (a) aluminum 7075-T6 investigated with (b) an overlayed surface
roughness profile and (c) ideal notch geometries. Source: Ref 21

Physics-driven modeling

Effective property map

EVPFFT
modeling

stress-strain
response

Data-driven modeling Effective property map

Example illustrating the difference between (a) physics-driven modeling using an elasto-viscoplastic fast
Fourier transform (EVPFFT) model and (b) data-driven modeling using a convolutional neural network to

predict maps of effective mechanical properties given grain structure for an additively manufactured type 316L

stainless steel. Source: Ref 27
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Table 1
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Advantages and disadvantages of physics-driven and data-driven approaches in

the prediction of process-structure-property relationships in additive manufacturing

Physics-driven models

Data-driven models

Advantages e Simulate complex multiphase phenomena
e High-fidelity representation of the
underlying physics
e Results are generally interpretable

Disadvantages e Need for input parameter calibration
e Need for simplifications
e High computational cost precludes
exploration of the complete design space
e Valid within the limitations and context of
their original formulations

Adapted from Ref 25

Low computational cost enables the exploration of
high-dimensional design space

Predictions of complex phenomena when physics are
implicitly embedded within training data

Formalized calibration via model training

Lack of interpretability

Complicated validation

Potential for model bias and brittleness (easy to fool)
Required amount of training data

Valid within the limitations and context of their
original formulations

ACKNOWLEDGMENT

The author gratefully acknowledges Dr. Jacob
Hochhalter for providing valuable feedback on
the contents of this article, and Dr. Brian Phung
for assisting with reviewing and editing. This
article was also supported by the National Sci-
ence Foundation under Grant No. 2119671.

REFERENCES

1. G.R. Johnson and W.H. Cook, A Constitu-
tive Model and Data for Metals Subjected
to Large Strains, High Strain Rates, and
High Temperatures, Proc. Seventh Int.
Symposium on Ballistics, Vol 21, 1983,
p 541-547

2. P. Promoppatum and A.D. Rollett, Physics-
Based and Phenomenological Plasticity
Models for Thermomechanical Simulation
in Laser Powder Bed Fusion Additive
Manufacturing: A Comprehensive Numeri-
cal Comparison, Mater. Des., Vol 204,
2021, p 109658

3. P. Promoppatum and A.D. Rollett,
Influence of Material Constitutive Mod-
els on Thermomechanical Behaviors in
the Laser Powder Bed Fusion of Ti-
6A1-4V, Addit. Manuf., Vol 37, 2021,
p 101680

4. R. Motallebi, Z. Savaedi, and H. Mirza-
deh, Additive Manufacturing—A Review
of Hot Deformation Behavior and Consti-
tutive Modeling of Flow Stress, Curr.
Opin. Solid State Mater. Sci., Vol 26
(No. 3), 2022, p 100992

5. W. Yan, Y. Lian, C. Yu, O.L. Kafka, Z.
Liu, WK. Liu, and G.J. Wagner, An
Integrated Process-Structure-Property Mod-
eling Framework for Additive Manu-
facturing, Comput. Meth. Appl. Mech.
Eng., Vol 339,2018, p 184-204

6. C.Herriott, X. Li, N. Kouraytem, V. Tari, W.
Tan, B. Anglin, A.D. Rollett, and A.D. Spear,
A Multi-Scale, Multi-Physics Modeling
Framework to Predict Spatial Variation of
Properties in Additive-Manufactured Metals,
Model. Simul. Mater. Sci. Eng., Vol 27 (No.
2), 2019, p 025009

10.

11.

12.

13.

14.

. T.M. Rodgers, H. Lim, and J.A. Brown,

Three-Dimensional Additively Manufac-
tured Microstructures and Their Mechani-
cal Properties, JOM, Vol 72 (No. 1),
2020, p 75-82

. MLE. Cox, E.J. Schwalbach, B.J. Blaiszik,

and M.A. Groeber, AFRL Additive Manu-
facturing Modeling Challenge Series:
Overview, Integr. Mater. Manuf. Innov.,
Vol 10 (No. 2), 2021, p 125-128

. D.B. Menasche, W.D. Musinski, M. Obsta-

lecki, M.N. Shah, S.P. Donegan, J.V. Ber-
nier, P. Kenesei, J.S. Park, and P.A. Shade,
AFRL Additive Manufacturing Modeling
Series: Challenge 4, In Situ Mechanical Test
of an IN625 Sample with Concurrent High-
Energy Diffraction Microscopy Characteri-
zation, Integr. Mater. Manuf. Innov., Vol
10 (No. 3), 2021, p 338-347

M.G. Chapman, M.N. Shah, S.P. Donegan, J.
M. Scott, P.A. Shade, D. Menasche, and M.
D. Uchic, AFRL Additive Manufacturing
Modeling Series: Challenge 4, 3D Recon-
struction of an IN625 High-Energy Diffrac-
tion Microscopy Sample Using Multi-
Modal Serial Sectioning, Integr. Mater.
Manuf. Innov., Vol 10 (No. 2), 2021, p 129—
141

C.K. Cocke, A.D. Rollett, R.A. Leben-
sohn, and A.D. Spear, The AFRL Additive
Manufacturing Modeling Challenge: Pre-
dicting Micromechanical Fields in AM
IN625 Using an FFT-Based Method with
Direct Input from a 3D Microstructural
Image, Integr. Mater. Manuf. Innov., Vol
10 (No. 2), 2021, p 157-176

A. Sola and A. Nouri, Microstructural
Porosity in Additive Manufacturing: The
Formation and Detection of Pores in Metal
Parts Fabricated by Powder Bed Fusion, J.
Adv. Manuf. Process., Vol 1 (No. 3), 2019,
p €10021

A. du Plessis, I. Yadroitsava, and I.
Yadroitsev, Effects of Defects on Mechan-
ical Properties in Metal Additive Manu-
facturing: A Review Focusing on X-Ray
Tomography Insights, Mater. Des., Vol
187, 2020, p 108385

K.L. Johnson, J.M. Emery, C.I. Hammet-
ter, J.A. Brown, S.J. Grange, K.R. Ford,

Downloaded from http://dl.asminternational.org/handbooks/edited-volume/chapter-pdf/667277/a0006988.pdf

bv Universitv of Utah user

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

and J.E. Bishop, Predicting the Reliability
of an Additively-Manufactured Metal Part
for the Third Sandia Fracture Challenge
by Accounting for Random Material
Defects, Int. J. Fracture, Vol 218 (No.
1), 2019, p 231-243

JM. Erickson, A. Rahman, and A.D.
Spear, A Void Descriptor Function to
Uniquely Characterize Pore Networks
and Predict Ductile-Metal Failure Proper-
ties, Int. J. Fracture, Vol 225 (No. 1),
2020, p 47-67

B.L. Boyce, B.C. Salzbrenner, J.M. Rode-
las, L.P. Swiler, J.D. Madison, B.H. Jared,
and Y.L. Shen, Extreme-Value Statistics
Reveal Rare Failure-Critical Defects in
Additive Manufacturing, Adv. Eng. Mater.,
Vol 19 (No. 8), 2017, p 1700102

M. Smith, “ABAQUS/Standard User’s
Manual,” Version 6.14-1, Simulia, Provi-
dence, RI, 2014

D.S. Watring, J.T. Benzing, O.L. Kafka,
L.A. Liew, N.H. Moser, J. Erickson, N.
Hrabe, and A.D. Spear, Evaluation of a
Modified Void Descriptor Function to
Uniquely Characterize Pore Networks
and Predict Fracture-Related Properties in
Additively Manufactured Metals, Acta
Mater., Vol 223, 2022, p 117464

C.A. Kantzos, R.W. Cunningham, V. Tari,
and A.D. Rollett, Characterization of
Metal Additive Manufacturing Surfaces
Using Synchrotron X-Ray CT and Micro-
mechanical Modeling, Comput. Mech.,
Vol 61 (No. 5), 2018, p 575-580

B. Vayssette, N. Saintier, C. Brugger, M.
El May, and E. Pessard, Numerical Mod-
elling of Surface Roughness Effect on the
Fatigue Behavior of Ti-6Al-4V Obtained
by Additive Manufacturing, Int. J. Fatigue,
Vol 123,2019, p 180-195

K.S. Stopka, M. Yaghoobi, J.E. Allison, and
D.L. McDowell, Microstructure-Sensitive
Modeling of Surface Roughness and Notch
Effects on Extreme Value Fatigue Response,
Int. J. Fatigue, Vol 166, 2023, p 107295

L. Levine, B. Lane, J. Heigel, K. Migler,
M. Stoudt, T. Phan, R. Ricker, M.
Strantza, M. Hill, F. Zhang, and J. Sep-
pala, Outcomes and Conclusions from the
2018 AM-Bench Measurements, Chal-
lenge Problems, Modeling Submissions,
and Conference, Integr. Mater. Manuf.
Innov., Vol 9 (No. 1), 2020, p 1-15

B.M. Lane, B.J. Simonds, J.E. Seppala,
and L.E. Levine, Don’t Miss the 2022
Additive Manufacturing Benchmark Test
Series and Conference, JOM, Vol 74
(No. 4), 2022, p 1274-1276

S.L. Kramer, A. Jones, A. Mostafa, B.
Ravaji, T. Tancogne-Dejean, C.C. Roth,
M.G. Bandpay, K. Pack, J.T. Foster, M.
Behzadinasab, and J.C. Sobotka, The
Third Sandia Fracture Challenge: Predic-
tions of Ductile Fracture in Additively
Manufactured Metal, Int. J. Fracture, Vol
218 (No. 1), 2019, p 5-61



66 / Materials/Process Development

25.

26.

N. Kouraytem, X. Li, W. Tan, B.
Kappes, and A.D. Spear, Modeling
Process-Structure-Property Relationships
in Metal Additive Manufacturing: A
Review on Physics-Driven versus Data-
Driven Approaches, J. Phys.: Mater.,
Vol 4 (No. 3), 2021, p 032002

F. Masi, 1. Stefanou, P. Vannucci, and V.
Maffi-Berthier, —Thermodynamics-Based
Artificial Neural Networks for Constitu-
tive Modeling, J. Mech. Phys. Solids, Vol
147, 2021, p 104277

217.

28.

C. Herriott and A.D. Spear, Predicting
Microstructure-Dependent Mechanical Prop-
erties in Additively Manufactured Metals
with Machine- and Deep-Learning Meth-
ods, Comput. Mater. Sci., Vol 175, 2020,
p 109599

S.S. Razvi, S. Feng, A. Narayanan, Y.T.T.
Lee, and P. Witherell, A Review of Machine
Learning Applications in Additive Manu-
facturing, Int. Design Engineering Techni-
cal Conferences and Computers and
Information in Engineering Conference,

Downloaded from http://dl.asminternational.org/handbooks/edited-volume/chapter-pdf/667277/a0006988.pdf
bv Universitv of Utah user

29.

30.

Vol 59179, American Society of Mechani-
cal Engineers, Aug 2019, p VOO1T02A040
C. Wang, X.P. Tan, S.B. Tor, and C.S. Lim,
Machine Learning in Additive Man-
ufacturing: State-of-the-Art and Perspec-
tives, Addit. Manuf., Vol 36,2020, p 101538
Z.Wang, W. Yang, Q. Liu, Y. Zhao, P. Liu,
D. Wu, M. Banu, and L. Chen, Data-Driven
Modeling of Process, Structure and Property
in Additive Manufacturing: A Review and
Future Directions, J. Manuf. Process., Vol
77,2022, p 13-31





