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Fig. 1: We present a web-based shape recommendation tool based on our empirical studies. Users can input their target category
number and preferred shape, and the tool will provide a shape palette based on a pairwise distance model between shapes generated
using our experimental results. The output shape palette can also be modified by swapping out certain shapes, which the system will
replace using data-driven recommendations.

Abstract— Shape is commonly used to distinguish between categories in multi-class scatterplots. However, existing guidelines for
choosing effective shape palettes rely largely on intuition and do not consider how these needs may change as the number of categories
increases. Unlike color, shapes can not be represented by a numerical space, making it difficult to propose general guidelines or design
heuristics for using shape effectively. This paper presents a series of four experiments evaluating the efficiency of 39 shapes across
three tasks: relative mean judgment tasks, expert preference, and correlation estimation. Our results show that conventional means for
reasoning about shapes, such as filled versus unfilled, are insufficient to inform effective palette design. Further, even expert palettes
vary significantly in their use of shape and corresponding effectiveness. To support effective shape palette design, we developed a
model based on pairwise relations between shapes in our experiments and the number of shapes required for a given design. We
embed this model in a palette design tool to give designers agency over shape selection while incorporating empirical elements of
perceptual performance captured in our study. Our model advances understanding of shape perception in visualization contexts and
provides practical design guidelines that can help improve categorical data encodings.

Index Terms—Categorical perception, shape perception, multiclass scatterplots, visualization effectiveness, quantitative study

1 INTRODUCTION

Multiclass scatterplots allow people to compare patterns between dif-
ferent categories of data. Scatterplots typically use either shape or color
to encode these categories. While color is a popular and well-studied
method for representing categorical data [18, 22, 31, 61], it can be inac-
cessible for people with color vision deficiencies [14]. Many systems
instead default to using shape to encode categories in multiclass scat-
terplots [8, 11, 65]. However, relatively little attention has been paid to
how to use shapes to encode categorical data, especially with respect to
guidelines for selecting sets of shapes that support effective multiclass
analysis and for understanding the robustness of shapes as the number
of categories grows.
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Unlike colors, which can be mapped to continuous numerical color
spaces, we do not have an accepted mathematical space for comparing
shapes, and building such a model remains an open research ques-
tion [34]. Instead, past work in visualization typically characterizes
shapes according to their broad features (e.g., open versus closed [8],
filled versus unfilled [55], perceived order [65]). Shape descriptors [24]
characterize differences in shapes based on target features. However,
we do not yet know the role shape features play in assembling effective
palettes. Most tools rely on shape palettes preassembled by designers.
The composition of these palettes tends to lean more on personal prefer-
ence and experience rather than empirical evidence. We lack actionable,
empirically grounded insight into what dimensions of shape lead to
effective shape palettes for visualization. In this paper, we conduct
a series of studies examining the effectiveness of shape palettes for
encoding categorical data.

We explore shape palette design from three perspectives: perceptual
type (i.e., open, filled, and unfilled [8,55]), expert palettes, and distance
modeling [11]. Perceptual type characterizes the general visual struc-
ture of a set of shapes [8, 55]. For example, Burlinson et al. [8] found
that shapes with a closed contour (e.g., triangles or squares) tended
to be more effective than shapes with open contours (e.g., crosses or
asterisks) and that mixing shape types reduced performance. However,
their studies focused on two-class scatterplots. Visualization tools like
D3 [4], Tableau [60], Excel [38], and Matlab [28] provide predefined
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shape palettes; however, these palettes are largely built on heuristics
and designer preferences rather than on empirically grounded or action-
able principles for shape palette composition beyond shapes needing to
be “simple” and “discriminable” [9, 12]. Demiralp et al. [11] instead
leverages an empirical approach to modeling shape similarity, charac-
terizing ten shapes according to different similarity measures. However,
as with color [18, 51, 56], shape similarity alone may be insufficient to
characterize what shapes compose effective palettes. We analyze these
perspectives on shape palette effectiveness in a series of scatterplot
estimation tasks. We use the results of these experiments to collectively
inform a preliminary model to support effective shape palette design.

We conducted four experiments to analyze how shapes impact peo-
ple’s abilities to distinguish between categories. These studies first
explored how well people compared the relative means of different
categories using different shape types (Experiment One) and designer
palettes (Experiment Two). The results of these experiments indicated
that effective shape palette design is complex and not predicted by any
intuitive set of shape features. To more closely examine palette design,
we examined subjective palette preferences from 21 visualization ex-
perts (Experiment Three) and expanded our objective data to support a
computational model for palette design guidance by asking people to
compare correlations across categories (Experiment Four). Across all
studies, we found that shape is complex: no obvious feature or set of
features defined an “effective palette.” To offer actionable support for
palette design, we used our data to construct a preliminary model that
guides palette generation for up to ten categories. We implemented this
model in an interactive palette design tool, enabling users to input their
preferred shapes and required number of categories, thus providing
agency for designers creating effective shape palettes.
Contribution: We investigated how shape types and designer-crafted
shape palettes influence people’s perception of multiclass scatterplots
across varying category numbers. We constructed a model evaluating
the perceptual distances for each pair from 39 shapes based on the
results from four experiments. We implement this model in a web-
based palette recommendation tool providing insights into effective
shape palettes based on empirical studies.

2 RELATED WORK

Empirically grounded guidelines support more effective data visual-
ization [15, 46]. Understanding shape palette design for categorical
data encoding can improve multiclass scatterplot design. However, we
lack insight into how different shape design choices impact perceptual
effectiveness in multiclass scatterplots. We briefly review related lit-
erature on perception studies in scatterplots, categorical perception in
visualization, and shape palette design to ground our approach.

2.1 Graphical Perception in Scatterplots
Scatterplots are both widely studied and often used to encode categor-
ical data [40, 44, 50]. Rensink [49] notes that scatterplots serve as a
sort of visualization “fruit fly,” providing a simple, comprehensible
paradigm for studying how a range of design choices influence visu-
alization perception. Recent studies have used scatterplots to explore
the impact of various visual channels such as color [18, 61, 62], point
size [25], shape categories [8], and opacity [37], as well their com-
bined effects across multiple visual channels [11, 16, 42, 43, 55, 57]
on perceptual performance. These studies highlight how effective vi-
sual design decisions can significantly improve perceptual efficiency in
different tasks, including correlation estimation [21, 30, 48], mean esti-
mation [16, 61, 62], cluster identification [1, 29, 64], and other complex
data patterns [45, 58, 63].

Scatterplots also serve as a primary visualization idiom for generat-
ing many actionable design models. Several statistical models and vi-
sual quality measures characterize specific visual patterns in scatterplots
to help users conduct different tasks [1, 29, 67]. For example, Scagnos-
tics [67] summarizes common patterns in scatterplots’ visual structure.
However, these techniques leverage specialized measurements with
high learning costs and may not always be grounded in empirical stud-
ies of visualization perception [64]. Metrics like ClustMe [1] use data
from empirical studies to generate actionable measures of scatterplot

properties grounded in human perception. We build on these traditions
to understand effective shape palette design, with a focus on palette
design in multiclass scatterplots. We draw on approaches for generating
empirically grounded models to use our experimental data to provide
actionable guidance for effective palettes.

2.2 Categorical Perception in Visualization
Categorical data represents differences in groups and lacks magnitude
or order (e.g., “cats” and “dogs”) [40]. Many visualization idioms, such
as bar charts, often rely on color or texture differentiation to commu-
nicate categories. Scatterplot marks can use both color and shape to
enhance categorical distinction [2, 44, 45]. In scatterplots, the specific
choice of shape and color to represent different categories can affect
people’s abilities to reason across categories [8, 11, 55, 61, 66]. For
example, Burlinson et al. [8] found that using pairs of closed shapes
supported more effective analysis in two-class scatterplots compared to
pairs of open shapes or mixed closed-open pairs. Understanding cate-
gorical encoding perception helps designers understand and predict how
viewers discern and process visual categories in estimating statistical
quantities but is still underexplored in graphical perception [17, 58].

Factors such as the number of categories may directly influence our
abilities to reason across categorical data [61]. Most existing design
guidance for encoding categorical data describes how to use color to
encode categories. Our abilities to reason across categorical colors
is closely tied to the discriminability of the color encoding [19, 61],
with more distinct colors typically providing greater discriminability.
Distinct color hues, rather than colors of different lightness or satura-
tion, allow for more accurate visual mean comparison [61, 62]. Using
distinctly nameable colors may also enhance our abilities to distinguish
different color categories [23]. However, factors beyond color differ-
ence also influence the effectiveness of categorical color palettes. For
example, colors in categorical data are more effective when they align
with the semantic concepts associated with categories [35, 39, 51, 53].

Similarly, shapes can encode categorical data. Shapes often are
differentiated across a range of features [11, 12, 66]. While general
guidelines suggest that shapes should be selected based on their distinc-
tiveness and the ease with which they can be effectively processed [11],
we lack systematic ways for reasoning about these factors in prac-
tice. Past studies investigated coarse-grained distinctions between
shapes in categorical data encoding [8] and introduced methods for
generating shapes based on fractal geometries [13, 54] or generative
polygons [6]. However, these approaches rely on broad intuitions about
potential features in shape that may matter for categorical encodings.
The ways people process shapes are complicated and still not fully un-
derstood [3, 36, 41]. A range of potential visual features may influence
shape perception [10, 34], and the role of these features in categorical
encoding specifically is not well understood. In this paper, we aim
to understand how shapes impact categorical perception in multiclass
scatterplots. We approach this problem using existing research and
practice in visualization as a basis for understanding palette design.

2.3 Shape Palettes Design and Perception
While color palettes have been extensively studied, shape palettes pose
unique challenges in part due to the lack of a grounded numeric space
for defining and reasoning about relationships between shapes. The
perceptual effectiveness of shapes in visualization is influenced by
various factors, including visual channels like mark size and color,
the context of the visualization, and the inherent properties of the
shapes themselves [11, 55, 57, 66]. Designing effective shape palettes is
challenging because it requires selecting shapes that are both distinct
from one another and capable of effectively and robustly conveying data
in categorical and statistical quantities. However, shapes may interact
in different ways [8], and factors that influence color palettes, like
semantics or aesthetics, likely play a role in shape palette effectiveness
but are not well understood in this context.

Common shapes in visualization palettes include circles, squares,
and triangles, though visualizations may use more complex or procedu-
rally generated shapes such as superquadric glyphs [54] and diatoms [6].
While palettes like Q-Tons [65] are designed to communicate order,
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most shape palettes simply aim to present a set of distinct shapes.
Past research typically categorizes shapes into three types: filled, un-
filled, and open shapes [8, 55, 65, 66] (see Figure 3 for examples).
While geometric shape descriptors can characterize specific features of
shapes [24], these descriptors often focus on more complex geometries
than the simple and often nameable glyphs used in most shape palettes.

Designing a shape palette requires careful consideration of the visu-
alization’s context and data. Many visualization tools offer predefined
designer-crafted shape palettes that are hand-tuned for clarity and dis-
criminability. Similar to color palettes, the goal of these palettes is
typically to create a set of shapes that are easily distinguishable yet
harmonious. Strategies include using a mix of geometric and organic
shapes catering to different data types or employing a consistent shape
style that aligns with the visualization’s overall aesthetic and data’s
natural hierarchies [33]. Most visualization tools adopt their own
palette design (see Figure 5 for examples). For example, Excel [38]
has a palette of nine filled and open shapes. Tableau [60], R [47], and
Matlab [28] have ten unfilled and open shapes, but only half of those
shapes are shared across the three palettes. These tools often follow
designer-suggested practices in shape palette design, such as offering a
variety of shapes with distinct silhouettes and avoiding overly complex
designs that can be difficult to discern at a glance [5]. However, these
heuristics only provide rough guidelines with significant subjectivity
in their implementation, as seen in the diversity of designer palettes.
We instead aim to better understand how we can help people more
actionably create effective shape palettes for data visualization. We do
so using a series of experiments measuring how well different shape
palettes support categorical data encoding.

3 EXPERIMENT ONE: SHAPE TYPES

Our first study analyzed how the choice of shape types (filled, unfilled,
and open [8, 55]) used to differentiate categories impacts people’s abili-
ties to analyze multiclass scatterplots. We performed a crowdsourced
study measuring how well people were able to compare category means
over varying category numbers (N = 2–10). We hypothesized that:
H1: (a) choices of shape types would impact performance, and
(b) palettes using shapes from multiple types would outperform
palettes using shapes from a single type. Shapes can be categorized
by their features, and different types of shapes can influence how people
perceive data. While Burlinson et al. [8] found that mixing shape types
may impair performance for two-shape palettes, we expect people
may benefit from enlarging the discriminability between shapes, which
likely requires integrating multiple shape types when analyzing larger
numbers of categories.

3.1 Experiment Design
3.1.1 Task
We employed a relative mean judgment task as used in previous studies
of multiclass scatterplot design [16, 25, 32, 61]. This task asked partic-
ipants to estimate the category with the highest average y-value. We
selected this task because it requires participants to locate data points
across various categories and subsequently calculate statistical values
across all points within each category. Confusion between points from
different categories is reflected in participants’ responses, as this task is
subjected to both overinclusion (i.e., including points that are not from
certain categories) and underinclusion (i.e., failing to include points
from certain categories).

3.1.2 Stimuli Generation
Participants estimated category means using a series of black-and-
white scatterplots using shape to differentiate categories. As shown in
Figure 2 (a), we generated each scatterplot as a 400x400 pixel graph
using D3. Each scatterplot was rendered to a white background and
two orthogonal black axes with 13 unlabeled ticks.

Categories were encoded using a subset of 27 shapes collected
from previous studies [8, 55, 65], popular programming libraries (Mat-
plotlib [26], Matlab [28], R [47], D3 [4], and Plotly [27]), and commer-
cial visualization tools (Tableau [60] and Excel [38]). We assembled
this corpus by collating all predefined shapes used to encode data in

these 10 sources. We removed duplicates, identified common shapes
(i.e., those occurring in more than one palette), and then excluded any
shapes that were rotations of other shapes in the set. Finally, we catego-
rized these shapes into three groups consistent with prior work [8, 55]:
filled shapes, unfilled shapes, and open shapes. Our final shape set is
shown in Figure 3.

Shapes were rendered in a 6×6-pixel window, with window size
chosen in piloting and reflecting prior studies [61]. For shapes that
were intentionally smaller on the x- or y-dimension, like the diamond
from D3’s default palette, or smaller than other shapes in our palette,
like the dot from Matlab or the half line from Excel, we preserved their
aspect ratio and size relative to the original shape.

Each dataset used in the study contained between N = 2−10 cate-
gories, with each category mapped to a unique shape. Datasets drew
from 2D Gaussian normal distribution ranging in [0, 1] with random
x-axis and y-axis means ranging between [0.1, 0.9] with overlapping
points jittered to avoid confounds from spatial overlap. Each category
contained 20 datapoints and the mean difference between categories
with the highest y-mean and second-highest y-mean was in [0.2, 0.25],
corresponding to moderate hardness in prior studies [61].

We compare performance both between three shape types individu-
ally and across combinations of types. We created three groups—single-
type (filled, unfilled, open), two-type (filled + unfilled, filled + open,
unfilled + open), and three-type (filled + unfilled + open)—that repre-
sent all combinations of categories. As testing all possible combinations
of 27 shapes and 9 category numbers is intractable, we generated ten
shape combinations for each type group and category number (N=2–
10). The shape sets were randomly selected with replacement based
on the type group and category numbers. The number of shapes was
equally distributed from each type and randomly picked within a type.
This generation method created 750 total shape combinations.

3.1.3 Procedure
Our experiment consisted of three phases: (1) informed consent, (2)
task description and tutorial, and (3) formal study. Participants first
provided informed consent under our IRB protocol and then asked to
provide demographics. Participants were then introduced to the mean
judgment task description and led to the tutorial section, where they
completed three tutorial questions, asking them to complete the target
task with 2-3 categories with filled circle, unfilled circle, and open
asterisk. They were required to successfully answer all the tutorial
questions before proceeding to reduce possible ambiguities in task
understanding.

During the formal study, participants completed our target task
(“identify the category with the highest average y-value”) for 53 stimuli
presented sequentially (50 formal trials and three engagement checks).
To balance the number of both shape types and category numbers for
each participant, we used a stratified sampling of our pre-generated
shape combinations (shape types × category number) to create 15 task
groups, with each group containing at least five tasks per category num-
ber and seven tasks per shape type. One group was randomly assigned
to each participant at the beginning of the study, with stimuli within
each group presented in a random sequential order. Participants had 20
seconds to respond to each stimuli, after which time the answer was
marked as incorrect and the study advanced to the next trial.

To ensure valid participation, we employed three engagement checks.
These engagement checks were stimuli with two or three classes that
had at least a 0.35 difference in their means. We randomly placed the
engagement checks throughout the 50 formal trials.

3.1.4 Participants
We recruited 165 participants on Amazon Mechanical Turk (MTurk)
with at least a 95% approval rating and located within the US and
Canada. 15 participants who failed more than one engagement check
were excluded. We analyzed data from the remaining 150 participants
(115 male, 35 female; 24–62 years of age), with 10 participants in each
task group. All participants reported normal or corrected to normal vi-
sion. Our experiment took 10 minutes on average, and each participant
was compensated $1.60 for their time.
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Fig. 2: (a) Two examples of stimuli used in Experiment 1, both with six categories encoded with single-type (unfilled) and two-type (filled + open). (b)
Two scatterplots used in Experiment 2, encoded with different shape palettes from Matlab and Tableau, both with six categories. (c) Two scatterplots
with different category numbers (3 and 6) used in Experiment 4 for measuring pairwise distances. Both (a) and (b) employed relative mean judgment
tasks while (c) applied correlation judgment tasks.
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Fig. 3: We collected shapes from multiple sources and categorized them
into three shape types: filled, unfilled, and open. Both filled and unfilled
have 10 shapes and open type has 7 shapes.

3.1.5 Analysis
We used accuracy as our primary dependent measure. To compare the
performance between different shape types (filled, unfilled, open) and
using shapes from different types (single-type, two-type, three-type),
we analyzed the resulting data using a generalized linear model (GLM)
with shape type groups and category numbers as independent variables.
We used a GLM as the open types have a smaller number of shapes than
others, and this model is better suited to the corresponding differences
in the response distribution. Table 1 summarizes our results. The
anonymized data and results for our study can be found on OSF.

Table 1: GLM results for category number and shape types. Significant
effects are indicated by bold text.

DF Chi-Square p-value

1 281.78 <.0001

6 18.28 0.006

Experiment 1

Category number

Shape types

category number * shape types 6 16.3 0.012

3.2 Results
Our analysis revealed a significant effect of shape type on judgment
performance (χ2(6,N = 7500) = 18.28, p = 0.006). Figure 4 illus-
trates the overall accuracy results from Experiment 1 per shape type.
Open shapes achieved the best performance (avg. 83.1%, see Fig-
ure 4(c)); however, this is in part due to only having 7 open shapes
(see below for further analysis). Combining all three shape types to-
gether resulted in the next-highest accuracy at 82.0% (95% CI: [80.4%,
83.5%]) (Figure 4(g)). The mix of filled+open shapes achieved the
worst performance (avg. 78.9%, CI: [76.2%, 81/6%], see Figure 4(e)).
However, this poor performance was largely a function of performance
for larger category numbers: for fewer than six categories, filled+open
shapes achieved the best performance (91.3%, CI: [88.5%, 94.1%]),
while unfilled shapes were best for larger category numbers (76.5%,
CI: [72.3%, 80.7%]). The contrast between filled+open for small and
large category numbers suggests that such palettes are effective in some
cases, but not robust as the number of categories increases.

As open shapes supported only up to seven categories based on our
sample of shapes from commercial tools and combining all three types

requires at least three categories, we also conducted an exploratory
analysis of the data containing between three and seven categories.
Combining all three shape types achieved the highest accuracy (avg.
87.7%, CI: [86.0%, 89.3%]), while open shapes achieved the worst
performance (avg. 81%, CI: [77.6%, 84.4%]). Using a combination
of all three shape types outperformed both open (accuracy difference:
6.7%, CI: [1.3%, 12.1%]) and unfilled shapes (accuracy difference:
5.5%, CI: [0.05%, 10.9%]).

We also found a significant interaction between category number
and shape type group (χ2(6,N = 7500) = 16.3, p = 0.012). As shown
in Figure 4, filled, unfilled, and open shapes are less robust for fewer
categories, while filled+unfilled and filled+open shapes are less robust
for larger category numbers.

Our results support H1a: we found shape types significantly impact
performance. However, we failed to find significant performance
differences between one-type conditions, which means no single shape
type (filled, unfilled, or open) significantly outperformed the other. Our
results partially supported H1b, encodings combining three shape
types outperformed both unfilled shapes alone and open shapes
alone. However, we found little other evidence that using shapes from
multiple types outperforms using shapes from fewer shape types (e.g.
using two-type compared to single-type).

4 EXPERIMENT TWO: SHAPE PALETTE

While Experiment 1 found that shape type features can, in part, predict
encoding effectiveness, shape type alone only provided limited insight
into shape encoding design. Professional designers have created a
range of shape palettes that provide sets of shapes used to encode
categorical data. However, we lack empirical guidance for effective
shape palette design. Experiment 2 focused on how existing shape
palettes from popular visualization tools influence the performance of
relative mean judgment tasks in multiclass scatterplots to understand
designer intuition about palette composition. We hypothesized that:
H2: choices of shape palettes would impact participants’ mean esti-
mation accuracy. Different existing shape palettes contain a range of
shapes without necessarily following any unified heuristics or guidance.
Some palettes use orientation to distinguish shapes (e.g., a triangle
pointing up and a triangle pointing down). Some palettes combine
different shape types (e.g., unfilled + open), while some only use single
shape type. We expect different design strategies for constructing shape
palettes will impact people’s abilities to distinguish between categories.

4.1 Experiment Design
4.1.1 Task & Stimuli Generation

We employed the same task, point distribution, point numbers, and
difficulty levels as Experiment 1. As shown in Figure 5, we selected five
shape palettes from popular visualization tools: D3 [4], Tableau [60],
Excel [38], R [47], and Matlab [28]. Tableau, Matlab, and R have
10 shapes in their palettes, Excel has 9 shapes, and D3 has 7 shapes.
Example stimuli are shown in Figure 2(b).

Some tools define a fixed order of shapes when users apply the shape
encodings, but some only provide shapes and require users to select
their target shapes manually. Given the inconsistency in these practices,
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Fig. 4: The average accuracy of mean judgment task separated by different shape types and type group combinations in Experiment 1. Overall
group means are indicated in red, with category number on the x-axis. We used the scale from 30%-100% as the slope of the graph (i.e., how robust
each group is to increasing numbers of categories) is the key signal in the data. Error bars represent 95% confidence intervals. Note that open
shapes only supported 2–7 categories.
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Shape Palettes

Fig. 5: We selected five shape palettes from common visualization tools,
including Tableau, Matlab, R, Excel, and D3. Tableau, Matlab, and R
have 10 shapes, Excel has 9 shapes and D3 has 7 shapes.

we assigned shapes to categories at random, with each stimulus drawing
N shapes at random, where N ∈ [2,10]. We generated ten random shape
combination sets for each shape palette × category number, resulting
in 410 sets in total. We divided the sets into 8 task groups with 52 sets
each. Each task group consists of at least five tasks for each category
number and seven tasks for each shape palette.

4.1.2 Procedure & Participants
We followed the same general procedure as Experiment 1. Each partici-
pant completed 55 trials (52 formal trials and three engagement checks)
again presented serially and in a random order. 89 participants were
recruited using the same constraints as Experiment 1. Nine participants
who did not pass the engagement checks were excluded, resulting in
data from 80 participants (63 male, 17 female; 24–62 years of age) with
10 participants in each task group. Our experiment took 10 minutes on
average, and each participant was compensated $1.60 for their time.

Table 2: GLM results for category number and shape palettes. Significant
effects are indicated by bold text.

Experiment 2

Category number

Chi-Square p-value

1 52.59 <.0001

Shape palettes 4 4.64 <.0001

4 5.09category number * shape palettes <.0001

DF

4.2 Results
We again compared response accuracy using a generalized linear model
(GLM), as partial palettes support a lower number of shapes, similar to
Experiment 1. Table 2 summarizes our results.

As in Experiment 1, response accuracy was significantly lower as the
number of categories increased (χ2(1,N = 4160) = 52.59, p < .0001).
Our analysis also showed a significant effect of shape palettes on mean
judgment accuracy (χ2(4,N = 4160) = 4.64, p < .0001). Figure 6

illustrates the overall results. The palettes from D3 (avg. 91.39%,
CI:[89.15%, 93.63%], Figure 6(e)), Excel (avg. 88.23%, CI: [86.03%,
90.43%], Figure 6(d)), and Matlab (avg. 85.06%, CI: [82.71% 97.4%],
Figure 6(b)) outperformed the other two palettes.

However, similar to open shapes in Section 3.2, D3 only has 7 shapes
which may artificially increase its performance. We further evaluated
the accuracy of only trials with 2–7 categories, and found Matlab,
which leverages open and unfilled shapes, achieved the highest average
accuracy rate of 92.41% (CI: [90.30%, 94.52%]). Further, we found
accuracy still varied significantly across palettes, from around 75% to
higher than 90%, even though the palettes are all expert-crafted.

We also found a significant interaction between palette type and
category number (χ2(4,N = 4160) = 5.09, p < .0001). D3 and Excel
tended to remain robust across categories; however, they were also the
only palettes that did not have ten shapes. Excel’s mix of filled and
open shapes mimicked the robust performance of that combination for
smaller numbers of categories in Experiment 1; however, unlike Exper-
iment 1, the palette remained relatively robust through nine categories.

The results support H2: we found different shape palettes, even
provided in professional tools, still perform significantly differently
in comparing means. We also found no predictable patterns in palette
effectiveness based on their constituent shape features. For example,
Matlab and Tableau both use a mix of open and unfilled shapes, yet
Matlab’s palette exhibited significantly higher performance overall.

5 EXPERIMENT THREE: EXPERTS’ PREFERENCE

Based on Experiments 1 and 2, shape selection has a significant impact
on categorical perception. However, we found no discernible pattern in
terms of shape features as to which shape combinations are likely to
be more accurate or more robust to increasing numbers of categories.
Even professional palettes had high variability in performance and
robustness. To better understand potential patterns or implicit heuristics
in palette design, we conducted an exploratory study that asked 21
visualization experts to design ten-shape palettes and analyzed patterns
in their responses. We hypothesized that: H3: experts tend to exhibit
consistent patterns in designing color palettes. We lack concrete,
actionable guidance for shape palette design, as evidenced by the diver-
sity of shapes in the palettes in Experiment 2. However, we also see
consistent use of some shapes in most tools. For example, all Exper-
iment 2 palettes contained a square, circle, cross, and triangle (either
filled or unfilled). Looking at larger patterns in expert design may help
to elucidate basic principles or heuristics.

5.1 Experiment Design

5.1.1 Task & Stimuli Generation

Participants were asked to select ten shapes to form a palette for en-
coding ten categories in a scatterplot using a web interface. Available
shapes consisted of the shapes from both Experiments 1 and 2, shown
in the Figure 1 shape pool. Shapes were displayed in random order and
rendered in black on a white background. Participants clicked on the
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Fig. 6: The average mean judgment task accuracy of different shape palettes (top) from professional tools in Experiment 2, with category number on
the x-axis. Each chart presents the average accuracy broken down by category numbers (aggregate accuracy is presented in red). The accuracy
drops as the category number increases. The average accuracy ranges from 78% to 92%. Error bars represent 95% confidence intervals. Note that
Excel (d) and D3 (e) have 9 and 7 shapes respectively.
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Fig. 7: (a) Five instances of expert-chosen shape palettes. (b) Pairwise
cosine similarity between 21 experts. Some prefer using single-type
(A selected all filled shapes. E selected mostly open shapes), while
some prefer multiple types (B, C, and D selected filled + unfilled, filled
+ unfilled + open, and filled + open respectively). For all the experts’
choices, please refer here.

desired shapes, which were then outlined, and selected shapes were
displayed in a line at the top of the webpage to preview the palette.

5.1.2 Procedure & Participants
21 visualization experts voluntarily participated in our study in-person
during a workshop at a visualization conference. We collected no data
other than a selection of 10 shapes. Our experiment was deployed on a
website. Participants submitted their responses anonymously.

5.2 Results
We visually examined differences between expert choices in Experi-
ment 3 when designing their own shape palettes. Figure 7(a) illustrates
five examples of expert-crafted shape palettes embodying different
selection strategies. All expert-chosen palettes are available here.

In this analysis, we did not find any noteable patterns in similarity
in shapes among expert-chosen palettes. Some experts focused on one
specific shape type: for example, Expert A (i.e., A in Figure 7(a)) chose
all filled shapes; Expert E mostly chose open shapes; and Expert C
chose an almost uniform distribution of filled, unfilled, and open shapes.
Other experts preferred shapes with similar geometric features. For
example, Experts B, C, and D chose shapes that have similar skeletons
across different shape types, reminiscent of Q-ton sequences [65].

We performed pairwise cosine similarity on 21 selection sequences
(Figure 7(b)), finding an average similarity of 0.35 (σ = 0.28). The
diversity of these results indicates that shape is a sufficiently com-
plex visual channel that even visualization experts do not display
consistent strategies in shape palette design, failing to support H3.

6 EXPERIMENT FOUR: SHAPE AND CORRELATION

Given the lack of consistent palette design guidelines, performance, and
practices and based on results from past work and Experiments 1–3, we
analyzed how different combinations of shapes influence people’s abili-
ties to reason about correlations within scatterplots to better understand

overall palette performance. We hypothesized that: H4: The relation-
ships between shapes will influence people’s abilities to compare
correlations. Since people need to identify a category by shape and
compare statistics to categories of another shape, we expect that the
perceptual distance between shapes will impact people’s performance,
as seen in the robustness of three-type palettes in Experiment 1. While
we lack a specific model for perceptual difference in shape encodings,
Demiralp et al. [11] and Ware [65] both demonstrate that shapes can be
“ranked” by similarity. More similar shapes may cause elements from
one category to be computed as part of a second category. We draw on
the pairwise approach of Demiralp et al. [11] to model relationships
between shapes and use a second task—correlation—to complement
the data from Experiments 1 and 2.

6.1 Experiment Design

6.1.1 Task

We asked people to compare the correlation of different categories,
similar to previous studies [21, 30, 48]. While this task likely uses
similar perceptual mechanisms to averaging [59], it reflects a second
common task people use scatterplots for where estimates are affected
by people’s abilities to distinguish different categories. Participants
were asked to estimate which category was the most correlated.

6.1.2 Stimuli Generation

The scatterplots, shape sizes, and point numbers were generated using
the same approaches as Experiments 1 and 2, as shown in Figure 2(c).
We drew shape palettes from the set of 39 shapes in Experiment 3.

Point locations were generated by the random multivariate method
from NumPy [20], which takes mean, covariance, and point number
and returns random samples from a multivariate normal distribution.
We start with randomly chosen x and y means from the range [0.1,
0.9], 0.95 covariance for target category and 0.6 covariance for the rest
categories. The target category that has the highest Pearson correlation
coefficient ranges from 0.8 to 0.95, and the second-highest category
has at least a 0.2 correlation difference from the target category. We
jittered points to avoid overlapping and resampled points until each
fell in the range [0, 1] and correlation coefficient values satisfied the
criteria. While previous studies [21, 30, 48] indicate the just-noticeable
difference (JND) for r = 0.8 ranges from 0.05-0.15, these studies focus
on single class and pairwise comparison only. In piloting, we found
that greater category numbers significantly reduced performance at
these thresholds, with ∆r = 0.2 offering approximately 75% mean
performance.

To understand relationships between shapes, we focus on the perfor-
mance difference between pairs of shapes, forming a proxy distance
metric. To generate a pairwise distance matrix with a comparable
sampling distribution, we applied a progressive selection strategy for
generating the tested shape combinations. We started by randomly
picking ten shape combinations for 2 categories. For each set of pro-
gressively larger categories, we sorted the shape pairs by the number of

https://select-shapes.web.app/result.html
https://select-shapes.web.app/result.html


entries that test that pair so far and construct candidate combinations
that create the most entries for lower-ranking pairs. We randomly select
ten combinations from these candidates. We then increment the number
of categories and repeat the process. To evaluate our selection method,
we generated one shape combination dataset with using random selec-
tion and compared it with one with our progressive selection strategy.
The number of pairs for the random selection strategy ranged from 7
to 35 (σ = 4.3), while our approach ranged from 18 to 27 (σ = 1.7),
suggesting the progressive method provides a more balanced sampling.

We generated 810 shape combination sets using this strategy (90
shape combinations × 9 category numbers). We divided these sets into
15 task groups, with each category number equally distributed (6 tasks
× 9 category numbers = 54 tasks per group).

6.1.3 Procedure

We applied the same general procedure as Experiments 1 and 2. Each
participant completed 54 formal trials and 3 engagement checks with
the target task (“identify which category is the most correlated”). Trials
were displayed randomly and sequentially. One of the 15 task groups
was randomly assigned to each participant at the beginning of the study,
with ten valid responses collected for each group.

6.1.4 Participants

We recruited 168 participants via MTurk. 18 participants who did not
pass the engagement checks were excluded. We analyzed the data from
150 participants (99 male, 51 female; 20–65 years of age), with 10
participants in each task group. The recruiting criteria remained the
same as in the first two experiments. The study took an average of 15
minutes to complete, and each participant was compensated $2.50.

6.1.5 Analysis

We used pairwise accuracy as the main dependent measure. The pair-
wise accuracy was calculated based on the accuracy of every scatterplot
in which each pair combination appeared. For instance, if a scatterplot
with circle, triangle, and square was answered correctly, the pairs circle-
triangle, circle-square and triangle-square will get a correct count. We
calculate the pairwise accuracy by taking each certain pair’s correct
count divided by how many trials the pair appeared in. We analyzed
the resulting data using an ANOVA with category number and shape
pair as independent variables. Table 3 summarizes our results.

Table 3: ANOVA results for category number and shape pairs. Significant
effects are indicated by bold text.

Experiment 4

Category size

DF1 DF2 F-value p-value

2 148497 4430.1 <.0001

Shape pair 740 147759 1.46 <.0001

category size * shape pair 740 147759 1 0.5

6.2 Results
Our analysis revealed significant effects of both category sizes
(F(2,148497) = 4430.1, p < .0001) and specific shape pairs
(F(740,147759) = 1.46, p < .0001) on correlation comparison. To
better examine these results, we categorize the pairwise accuracy be-
tween shape pairs into low (2-4), middle (5-7), and high (8-10) category
numbers following prior studies [61].

We summarized these results using pairwise heatmaps in Figure 8.
The result reveals that the overall pairwise accuracy decreases with
increasing category numbers (Figure 9). However, performance and
changes in performance significantly differed between different shape
pairs. For example, open shapes with lower densities
(in the green box) achieved relatively high pairwise accuracy at high
category numbers, but accuracy did not noteably increase at lower num-
bers. This robustness may help explain the performance of categorical
palettes from Excel and Matlab in Figure 6(b) and (d), which contain
several of these shapes. The shape (the last one on the heatmap)

achieved a relatively high pairwise accuracy overall robust to increas-
ing category numbers. The accuracy of most filled and unfilled shapes
largely, but not universally, depended on category numbers.

Our results support H4: we found shape pairs significantly impact
the accuracy of correlation comparison. However, aside from some
benefits from low-density open shapes, we found no other notable
geometric features predicting performance or robustness. We also
found that pairwise differences alone were insufficient to fully explain
performance. As the number of categories increased, performance
decreased for most pairs. However, this performance decrease was non-
uniform, suggesting that shapes outside of each pair interact in complex
ways to change task performance. Features like shape similarity, clutter,
and class overlap all likely influence palette performance.

7 MODELING SHAPE DIFFERENCES

7.1 Pairwise Shape Difference Model
Since our experimental results show that shape type (Experiment 1)
and geometric features (Experiment 4) are insufficient to predict palette
performance and failed to find evidence of consistent design heuristics
(Experiments 2 and 3), we made our experimental results actionable
by integrating them into a model for recommending palettes based
on performance. We generated four pairwise accuracy matrices from
14,850 samples from Experiment 4, three matrices separated by cat-
egory number size (Figure 8) and a global pairwise accuracy matrix
(Figure 1). Given a shape set and target category number, the model
first scores a selected palette by considering the accuracy scores of the
pairs in the appropriate distance matrix, as determined by the target
category number and in the global matrix. After retrieving all pairwise
scores for every shape combination palette, the top ten palettes are
further differentiated by their overall mean pairwise accuracy computed
using the data from Experiments 1 and 2, which offer a sparser set
of pairwise scores compared to Experiment 4. The resulting scores
generate a ranked list of shape palettes for a given number of categories,
where higher ranks are likely to support better analyses.

7.2 Cross-Measure Validation using Pairwise Shape Model
Our model can both assist shape palette design (see Section 7.3) and pre-
dict shape palette performance. For instance, our model can compare
performance between several shape palettes, outputting a ranked set of
palettes based on predicted performance. We validate our model’s abil-
ity to rank palettes using the ground truth accuracy data from the tested
palettes in Experiment 4 as a preliminary exploratory cross-measure val-
idation. Specifically, we explored whether the palette rankings within
a given category number consistently corresponded to ground truth
performance across all category numbers.

Experiment 4 tested 90 distinct shape combinations for each cate-
gory number, and each combination received 10 responses. We used
our model to rank the 90 combinations within each category number
and calculated the average accuracy of each combination as ground
truth performance. Figure 10 shows the relationship between the rank
(1–90) within a given category number and the mean ground truth accu-
racy across all numbers of categories. The consistent downward trend
shows that our rank prediction aligns well with actual accuracy: the
lower the within-category performance ranking our model predicted,
the worse the corresponding shape combinations performed across all
tested category numbers. We found a strong correlation between the
predicted ranks and mean performance (r = 0.96, p < .0001). These
results provide preliminary evidence that our model can faithfully pre-
dict performance across palettes; however, it focuses on comparing
ranked predictions within our dataset. Formal model validation across
a broader range of data is important for future work.

7.3 Design Tool for Shape Palettes
We implemented our model in a web-based shape recommendation tool
(see web resource1). Visualization tools commonly provide a set of
shapes for users to encode categorical data in a scatterplot. However,
most tools require users to either use a predefined palette or input their

1https://shape-it-up-eec5e.web.app/

https://shape-it-up-eec5e.web.app/
https://shape-it-up-eec5e.web.app/


Pairwise Accuracy (Category Number 2 - 4) Pairwise Accuracy (Category Number 5 - 7) Pairwise Accuracy (Category Number 8 - 10)
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Fig. 8: The pairwise accuracy matrices separated by low (2-4), middle (5-7), and high (8-10) category numbers. The color maps range from 0-100%
accuracy rate for correlation judgment tasks in Experiment 4. There are 741 entries generated from pairwise combinations from 39 shapes. Each
entry represents the accuracy rate for a certain pair, like the filled plus shape and the unfilled six-pointed star has 80% accuracy in the small
number of categories matrix, and the filled five-point star and the filled six-pointed star has an average of 46% accuracy in the middle number of
categories matrix. For these pairwise matrices with interactive tooltip and accuracy, please refer here.
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Fig. 9: Overall accuracy on correlation judgment tasks separated by
category numbers in Experiment 4. Accuracy consistently drops as the
number of categories increases, ranging from 96% to 40%. The average
accuracy is 66.8%. Error bars represent 95% confidence intervals.

shape selection independently. Both approaches lack grounding in
empirical studies. Further, our results in Experiment 3 suggest that
users exhibit diverse shape preferences that using predefined palettes
cannot account for.

Our shape recommendation tool allows users to choose seed shapes
to start a palette and then suggests an optimally scoring palette for a
specified number of categories that include the selected shapes. As
shown in Figure 1, users can select any number of desired seed shapes
from a predefined shape pool and then select the number of shapes in
the final palette. The tool recommends a high-performing palette based
on these parameters. If the number of preselected shapes is larger than
the target number of categories, the system will design a palette from
the preselected shapes that optimizes predicted performance based on
our model. Otherwise, the tool will use all of the preselected shapes and
add new candidate shapes based on our scoring model. Two previews
of scatterplots using generated shape sets give users a sense of what the
resulting design will look like. The tool provides three main features:

1. Diverse shape types. Users can select from any of the 39 shapes
found in our survey of past research and commercial tools. The set of
possible shapes is shown in a selection window.
2. Allow users to select preferred shapes and swap the output shapes.
Users can select their preferred shapes by clicking them in the shape
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Fig. 10: The cross-measure validation results between our model pre-
dicted ranking and human accuracy results in Experiment 4. We used
our model to predict the ranking within each category number, with output
rankings ranging from 0-90, a higher ranking represented a better perfor-
mance in our model. We calculated the average accuracy of correlation
judgment tasks of categories 2-10 with those having the same ranking
position. 95% CI reported for the accuracy for categories 2-10 at that
rank. The regression line shows an overall descending trend across
categories with lower rankings within a category.

selection window. Once a shape palette is generated, users can remove
the shapes they do not want from the generated palette by selecting
them in the output window, and the tool will replace them with new,
high-scoring shapes. This feature provides flexibility for using the tool
to satisfy preferences and ensure high performance concurrently.

3. Providing a set of shapes to match the required category number.
The underlying selection model is based on 380 participants’ responses
with from 2 to 10 categories collected over two supporting tasks. By
integrating Experiments 1, 2, and 4, we calculate the pair scores based
on six pairwise accuracy matrices from two tasks and sensitive to a
user’s target data needs.

To generate sets of shapes, we compare palette scores based on our
pairwise shape difference model. Since it is computationally prohibitive
to calculate scores for every combination from 39 shapes given the
combinatorial number of considerations, we fixed the calculation time
to return the highest scoring palette found within ∼5 secs. This allows
us to compare around 400 random shape combinations for ten categories
and is similar to the construction process in Colorgorical [18].

https://display-shape-results.web.app/pair.html?group=all


8 DISCUSSION

Our findings offer empirical insight into categorical shape encoding
perception for multiclass scatterplots. These findings contribute to a
growing literature on shape perception in visualization, principles of
effective categorical encoding, and methods for generating visualization
designs grounded in empirical data.

Despite being a common default method for encoding categorical
data, shape palettes are far less studied than color [8, 55]. Understand-
ing shape is important in part because it offers an intuitive means to
represent discrete data points, especially when color cannot be used
either due to technical constraints or to accommodate color vision defi-
ciencies [8, 14, 65]. Systems like diatoms [6] explore how generative
and designerly approaches might create novel shape palettes; however,
while shape features have long been a topic of study within scientific vi-
sualization for comparing complex shapes [24], we lack insight into the
features that support effective shape palette design. Our results indicate
that the features that characterize effective shape palettes are complex.
We found few discernible patterns in what shapes align to create ef-
fective palettes and high performance variance between professional
palettes. While our model aims to make our results actionable, the lack
of discernible patterns suggests the need for more extensive studies to
understand the characteristics of effective shape palette design.

Our results offer additional insight into prior results. For example,
we confirm Burlinson et al.’s finding that open shapes provide worse
averaging performance, but, in contrast to their results, integrating
multiple shape types can increase performance [8]. This difference is
likely due to testing a larger number of categories, as within-category
shapes tend to become more geometrically similar as more shapes are
sampled. Adding type variation can likely increase distinguishability as
the number of categories scales. We also confirm increasing category
numbers decreases performance, further confirming existing heuristics
for palette design that suggests designers must balance the number of
encoded categories and ease of data perception [19, 61, 62].

Unlike prior experiments, however, we found that people struggled
significantly estimating the average value in a set of data points when
using shape palettes for a large number of categories. We used a
comparable stimulus set to Tseng et al. [61], who found that when using
color, people still achieve more than 70% accuracy at 10 categories. We
found some shape palettes and types exhibited less than 50% accuracy
at 10 categories. Similarly, our results indicate a lower performance
in correlation estimation studies of scatterplots [21, 30, 48], suggesting
that visual cues across multiple categories can significantly impact
the accuracy of correlation estimates. These results indicate a further
need to better understand shape palette design in similar ways to color
palettes to help predict when performance will falter and to create
palettes that are more robust to larger numbers of categories.

8.1 Design Implications
While our results do not necessarily illuminate comprehensive heuris-
tics, we did find evidence of promising strategies for shape palette
design. Based on the results, we recommend:

• Filled+open shapes effectively supports fewer than six categories.

• For six or more categories, a mix of different shape types or a
bias towards low-density open shapes may provide more robust
performance.

• Selecting shapes from different types tends to improve perfor-
mance compared to using any single type.

Our results indicate that default palettes may also be problematic: we
found significant variability in the performance of design-crafted shape
palettes with largest accuracy differences exceeding 20% for some
category numbers. Experiments 2 and 3 show that even experts lack
a uniform approach to selecting palette shapes, pointing to significant
variance in individual preferences. This discrepancy highlights the need
for empirical methods to guide shape selection.

To make our results more actionable, we introduce a tool that can
aid in the design of effective shape palettes. Our approach aims to
allow designers to select shapes based on their preferences and specific

needs while providing task-oriented recommendations within those
constraints. Given the diversity of possible shapes and tasks, we hope
to expand this model as new research continues to investigate the role
of shape in categorical data encoding and graphical perception.

8.2 Limitations and Future Work
We employed a series of experiments to investigate the characteristics
of effective shape palettes. Our studies focused on shape types, shape
palettes, and pairwise distances as primary variables. However, future
work should investigate a range of additional factors. For example,
shape encodings often use differing orientations of a certain shape to
represent different categories (e.g., the triangles in the Tableau palette).
Moreover, designers may benefit from understanding the accuracy
of shapes’ orientations on a larger range of tasks, geometries, and
scatterplot types. For example, orientation may operate differently
in an abstract scatterplot compared to one overlaid on a map, where
orientation may imply perceived direction. Future work should explore
how orientation impacts performance across different tasks.

Our experiments employed mean and correlation judgment tasks
to model the perceptual distance between shape pairs. Future work
should investigate how different tasks used in multiclass scatterplots
interplay with shape performance. For example, certain tasks, such as
extrema detection, may require more direct shape comparison. Both
our study and prior work [16, 61] focused on comparing y values, yet
future work should also consider how palettes affect tasks involving the
x-dimension. Integrating data from these tasks into our target model
would further strengthen it to account for a broader range of tasks and
could contribute to a more universal shape space model for palette
design. Preference-based tasks, such as Experiment 3, also may further
strengthen the model by integrating more aesthetic elements into palette
design. Future work should consider how to best weight these factors.

We generated stimuli using a fixed mark size and stroke width for
every shape. Varying sizes can influence mark discriminability [55]. For
example, we found that different mark sizes, like the dot in Matlab or the
shorter line in Excel, have different performance. However, we do not
anticipate the performance differences using varied mark sizes given the
limited effect of size on shape perception in prior visualization studies
[55]. Exploring the interaction between shape and other visual channels,
such as size and color, specifically for palette design is important for
future work to understand the robustness of our model.

We limited our shape pool to the most common shapes from widely
used visualization tools. While this still led to a significantly larger set
of shapes than prior work (39 total), it may not capture all shape features
sufficiently. Unlike colormaps, where designers can use computational
models of hue or lightness to construct a color palette, shapes have a
more diverse range of visual features. While we aimed to capture a
foundational understanding of shape palettes based on existing design
approaches, future work should more extensively explore variation
across a wider range of shape features and how feature models designed
for more complex shapes may help model palette design with simple
shapes, such as those used in multiclass scatterplots.

Our study did not account for some other psychological factors of
shape, such as aesthetics [52], artistic theories [7, 58], and attentional
weight [25]. Other factors like the cognitive load and capacity limit
of categories may also affect users’ ability and capacity to process
categorical visualizations [19, 61]. Future studies should explore how
various psychological factors involving shape affect palette design.

9 CONCLUSION

We investigated key factors involved in constructing effective shape
palettes for multiclass scatterplots. Our findings indicate that shape is a
complex attribute that cannot be adequately assessed by broad types and
that even professional designs exhibited significant performance vari-
ation. We discovered that shape pairs significantly influence people’s
ability to differentiate between classes. Consequently, we developed a
pairwise distance matrix to model the perceptual differences between
shapes. Moreover, we implemented our findings in a palette design
tool, empowering designers to make informed decisions when selecting
shapes. This tool not only offers shape palettes backed by empirical



research but also allows for flexibility in integrating user preferences.
Our research sheds new light on shape encodings for categorical data
and the lack of actionable design guidance for creating such palettes.
We hope our work will inspire future studies aimed at establishing
broader principles for effective categorical visualization.
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