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ABSTRACT: This work tests a methodology for estimating the ocean stratification gradient using remotely sensed, high
temporal and spatial resolution field measurements of internal wave propagation speeds. The internal wave (IW) speeds
were calculated from IW tracks observed using a shore-based, X-band marine radar deployed at a field site on the south-central
coast of California. An inverse model, based on the work of Kar and Guha, utilizes the linear internal wave dispersion relation,
assuming a constant vertical density gradient is the basis for the inverse model. This allows the vertical gradient of density to be
expressed as a function of the internal wave phase speed, local water depth, and a background average density. The inputs to
the algorithm are the known cross-shore bathymetry, the background ocean density, and the remotely sensed cross-shore pro-
files of IW speed. The estimated density gradients are then compared to the synchronously measured vertical density profiles
collected from an in situ instrument array. The results show a very good agreement offshore in deeper water (~50-30 m) but
more significant discrepancies in shallow water (20-10 m) closer to shore. In addition, a sensitivity analysis is conducted that re-
lates errors in measured speeds to errors in the estimated density gradients.

SIGNIFICANCE STATEMENT: The propagation speed of ocean internal waves inherently depends on the vertical
structure of the water density, which is termed stratification. In this work, we evaluate and test with real field observa-
tions a technique to infer the ocean density stratification from internal wave propagation speeds collected from remote
sensing images. Such methods offer a way to monitor ocean stratification without the need for extensive in situ

measurements.
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1. Introduction

Ocean stratification (i.e., the ocean density field) plays a
critical role in underwater acoustic transmission and can sup-
press vertical mixing and the vertical transport of nutrients.
The stratification structure, where generally less dense water
dwells above denser water, is important to ocean dynamics
and global ocean modeling and is also reflective of the ocean
heat budget through its dependence on temperature. Contin-
ual monitoring of stratification (or any water column parame-
ter) at global scale is presently still a significant challenge,
even with all the recent advances in ocean gliders, profiling
floats, and satellite observing systems (Zhao 2016).

Early on, ocean acoustic tomography was proposed by
Munk and Worcester (1976) to monitor the warming of the
global ocean via the relationship between ocean sound speeds
and temperature. Shortly after that, Mollo-Christensen and
Mascarenhas (1979) argued that the then nascent satellite sys-
tems (Landsat) could be used to track internal wave (IW)
speeds, which could then be related to the density field
through inverse models of internal wave dispersion. Since
then, several of these methods for estimating stratification pa-
rameters from observations of internal wave speeds have
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been developed, including some limited testing and verifica-
tion with real data.

The published inverse models for estimating ocean stratifi-
cation properties from remotely sensed observations of inter-
nal waves have been fairly simplified, for the most part. This
is partly a consequence of the results of Jones (1995) who
demonstrated the challenge of estimating unconstrained verti-
cal profiles of the buoyancy frequency from the local IW
speed. To do so, the ambient IW motion needs to be mea-
sured in both time and space. They proposed a Fourier
transform method applied to the two-dimensional spatial
(horizontal) and temporal domains. However, an unrealistic
amount of remote sensing data was required [O(100) km?
for durations of O(10) h] in order to make accurate esti-
mates with this method.

Alternatively, a more simplified approach was taken by
Porter and Thompson (1999) who based their inverse model
on the linearized, two-layer constant density solution for in-
ternal wave dispersion (hereafter referred to as “two-layer
model”). They successfully estimated the density of the upper
mixed layer based on the distance between two IW packets in
a single satellite synthetic aperture radar (SAR) image from
the New York Bight region under the assumption that the
two packets were generated one tidal cycle apart. Similarly,
Li et al. (2000) used a single SAR image (RADARSAT-I)
from the Middle Atlantic Bight and a two-layer model to
estimate the upper-layer thickness. Stratification parameters
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needed in the calculation were from a CTD dataset collected
in the same month of the previous year as the satellite observa-
tions, and for validation, they used climatology data for the
mixed layer depth. Zhao et al. (2004) also used a two-layer
model and a single RADARSAT-1 image to estimate the layer
densities at a site in the northeastern South China Sea with com-
parison to a single vertical density profile measured concurrently
in situ.

All the two-layer inverse models require simplifying as-
sumptions of some kind, some of which are poorly con-
strained. For example, as noted by Liu et al. (2014), it is
difficult to estimate IW phase speed via satellite images with
revisit times on the order of a tidal cycle (or longer). To do so
requires knowing the duration of time between generation
events, which is most frequently simply assumed to be the
semidiurnal tidal period. As such, the observed speeds are in-
herently averaged over the spacing between observed IWs,
which are distances of O(10) km. In addition, the assumption
of one IW per tidal cycle can fail in places, as McSweeney
et al. (2020) demonstrated the presence of two IW packets
per tidal cycle on the south-central coast of California.

The two-layer inverse model of Porter and Thompson
(1999) also assumes that the density of the bottom layer can
be taken from climatology data and that the upper-layer
depth is spatially constant and follows directly from the shore-
ward limit of observed IWs. In their case, they argued that
the IWs dissipate and are no longer visible in the images
where the upper and lower layers have equal thickness. Hence,
the total depth H at the shoreward propagation limit fixes the
upper-layer thickness (H/2) and the inverse model then uses the
observed speed to determine the spatially constant upper-layer
density.

The two-layer inverse method of Zhao et al. (2004) is simi-
lar, though with the assumption of polarity reversal where the
two-layer thicknesses are equal in order to estimate the den-
sity difference between the layers. The assumption of fixed
upper-layer depth (i.e., depth of the mixed layer) is likely rea-
sonable according to field studies (Liu et al. 1998; Orr and
Mignerey 2003); however, identifying the shoreward limit of
IW propagation from a single image is problematic and does not
distinguish between the limit of shoreward propagation versus
the occurrence of poor imaging conditions. In practice, the fixing
of the upper-layer depth solely determines the solution.

In summary, in these previous works on inverse modeling,
the number of estimated IW speeds and the availability of in
situ stratification data for verification of the inverse model es-
timates were rather limited. In many cases, only a single satel-
lite image is used (Porter and Thompson 1999; Li et al. 2000)
or concurrent in situ measurements were not available
(Mollo-Christensen and Mascarenhas 1979; Li et al. 2000; Liu
et al. 2014; Kar and Guha 2020). Remote sensing technologies
that can make more frequent IW observations ought to lead
to improvements in the inverse modeling and will not require
an assumption on the IW period. For example, Liu et al.
(2014) used tandem SAR satellites that capture the same IWs
in two images collected 30 min apart, thus ensuring that the
speed information comes from the same IW packet and re-
ducing the spatial averaging to 3—4 km. In their work, they did
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not conduct inverse modeling, but they presented speeds
from tandem observations of 13 internal waves shoaling from
depths of 4000-100 m and noted good agreement between the
observed IW speeds and predictions from the Taylor—Goldstein
equation. For the calculations, they employed monthly stratifica-
tion profiles from a global database and neglected the effects of
rotation and background currents. Finally, Celona et al. (2021)
demonstrated speed maps of four internal tide bores in depths of
~35-25 m derived from a continuously sampling shore-based
marine radar.

The previous inverse models discussed above stand in con-
trast to the recent work of Kar and Guha (2020), who instead
assume either one-, two-, or three-layer constant density gra-
dient and internal plane waves propagating in the vertical
plane. Those authors used numerical IW simulations from a
linear plane wave IW solver with a Gaussian topography as
well as an idealized version of the topography at the Strait of
Gibraltar. Like Jones (1995), they used a Fourier technique
and extracted frequencies and wavenumbers from the simu-
lated data to estimate one, two, and three continuously strati-
fied layers with some success. However, the question remains
of how to obtain such high-resolution data in practice.

In the present work, we utilize shore-based radar remote
sensing observations of the surface manifestation of IW prop-
agation across the inner shelf of south-central California. Spe-
cifically, we utilize a dataset of cross-shore speed profiles of
seven internal waves that were extracted using a tracking
technique developed and documented in Simpson et al.
(2024). From data collected over several weeks, we have se-
lected a set of seven speed profiles based on imaging quality
and total cross-shore extent. The use of shore-based radar al-
lows continuous tracking of the IW speeds and directions
across the inner shelf at high spatiotemporal resolution [O(1) m
and O(1) min] over a footprint of several kilometers offshore.
Hence, individual waves can be followed as they propagate to-
ward shore. The observations track the IW speeds as they propa-
gated across the inner shelf, over a distance of about 6 km, from
a water depth of 50 m to about 9 m. Each IW has been tracked
in the radar image sequences for several hours.

In addition, we have in situ stratification data that are collo-
cated and synchronous with the radar observations. An analysis
of the in situ dataset was previously published by McSweeney
et al. (2020) and included identification of the arrivals of leading
internal waves at each mooring and a comparison of observed
versus modeled IW speeds.

In section 2, we apply the inverse model of Kar and Guha
(2020) to the observed IW speeds. Specifically, we utilize the
one-layer uniform stratification model, i.e., the vertical den-
sity gradient is assumed locally constant but allowed to vary
in the cross-shore. The choice of a uniform stratification
model for IW dispersion is shown to compare well to the in
situ stratification data. Then, from the inverse model, the
cross-shore varying stratification gradient is estimated from
the observed cross-shore IW speed profiles. We also examine
the sensitivity of this inverse model to errors in the measured
phase speeds. In section 3, we demonstrate the ability of the
inverse modeling methodology to reconstruct the density field
and compare the results to the in situ measurements and
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FIG. 1. Map of mooring deployment during the 2017 ISDE.
Radar was located at GD. Radar color indicates relative backscat-
ter intensity; several IWs can be seen as linear features between
OC50 and OC32.

discuss the increased errors in depths of 20 m and less. Finally,
section 4 summarizes the work.

2. Methodology
a. Dataset

The Inner-Shelf Dynamics Experiment (ISDE; Kumar et al.
2021) was conducted in the fall of 2017 along the south-central
coast of California at Point Sal and aimed to study inner-shelf
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processes and their interconnections using a wide range of in
situ, remote sensing, and modeling techniques. In the present
work, we have utilized a subset of the array of moorings that
was deployed offshore of Oceano, California, as shown in
Fig. 1, and X-band radar observations recorded from a shore-
based tower at Guadalupe Dunes (GD), California, as shown
in Fig. 2. The moorings were located in a range of depths
from 100 to 9 m and recorded the temperature profiles at
1-min intervals from early September to early November. Pre-
vious data analysis demonstrated that at OCS50, the salinity
only varied from 33.25 to 33.58 g kg~ !; therefore, density was
fully determined by the measured temperature and pressure
only, which was subsequently interpolated onto vertical pro-
files (McSweeney et al. 2020). We choose the six moorings
OC50, OC40S, OC32S, OC25SB, OC17S, and STR3B, which
represent the southern axis of the cross-shore array that was
analyzed in McSweeney et al. (2020) and have good overlap
with the X-band radar image footprint. Depth and cross-shore
location of moorings are listed in Table 1.

Radar images of IWs were collected concurrently with the
in situ measurements and were sampled with 3-m resolution
in range and ~1° resolution in azimuth with an overall foot-
print radius of 10 km. The radar scans were collected every
~1.7 s and then averaged over 2 min to create a “wave-
averaged” image, which removes the strong signatures of the
surface gravity waves and enhances the visibility of longer-
dwell features such as internal waves (Haller et al. 2019). The
white line on the radar image in Fig. 2a represents a cross-
shore transect from which the 2-min-averaged backscatter
intensity was extracted to create a space-time diagram, as
shown in Fig. 2b. A filtering technique was then applied to the
space-time diagram to normalize the range-dependent roll-
off of backscatter intensity (Simpson et al. 2024). The bright
curvilinear features in the diagram represent the trajectories
of internal bores as they propagate cross-shore over time. By
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FIG. 2. (a) Single radar image. Circles indicate in situ mooring locations, and white line shows transect extracted for the
space—time diagram. Moorings used for the following analysis are boxed in green. (b) Space-time diagram extracted from
the time-averaged radar images. White line indicates the track of the leading bore. Figures from Simpson et al. (2024).
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TABLE 1. Depth and cross-shore distance of each mooring site. The distance is measured as the along-transect distance to the mean
shoreline identified in the radar imagery.

Mooring 0C50 0C408 0C328 OC25SB OC17S STR3B
Cross-shore distance (m) 6592 4852 3640 2712 1451 694
Depth (m) 49.2 40.8 322 247 16.3 82

calculating the local slopes, the cross-shore variation of IW
propagation speeds are obtained, and we utilize the speeds of
the leading bores from a number of IW packets. To account
for the oblique wave incidence, the transect is chosen to align
roughly with the wave direction, and the calculated speed is
corrected using the wave incidence angle also determined from
the radar observations. Wave incident angles yield up to 3%
offset in speed values and are considered insignificant. The
reader is advised to see Simpson et al. (2024) for further details
on the IW tracking methodology. At each in situ mooring loca-
tion, density profiles were sampled at 1-min intervals. The ob-
served wave arrivals are used to determine the prearrival
stratification conditions. Density profiles were averaged over
the 15-min window before the arrival minute. The IWs are
numbered by their order of arrival (McSweeney et al. 2020).

b. Internal wave dispersion

We consider a continuously stratified, incompressible, and
inviscid fluid. Following McSweeney et al. (2020), we also neglect
the Coriolis acceleration, so the equation of the linear and

hydrostatic internal wave motion (Gerkema and Zimmerman
2008) is given by
972

N?
+c—2w =0, @

where W is the vertical structure function, with the phase
speed c defined by ¢ = o/k; o is the IW angular frequency; k is
the horizontal wavenumber; and N(z) is the buoyancy fre-
quency that reflects the density stratification:

[V(Z) = 473%'9!2£§27
\ Po 9z

where py is the background density that is necessarily taken to
be a constant in the following linear analysis.

It should be noted that the solution of Eq. (1) has multiple
modes, but only the first mode (corresponding to the largest
speed) is considered in the following analysis, since the lowest
mode usually dominates (Phillips 1966) and because McSweeney
et al. (2020) documented that the observations from this site pri-
marily contained mode-one IWs.
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FI1G. 3. (top) NRMSE [Eq. (4)] at each mooring site between the original density and linear fit profiles. Errors are averaged over seven

observed waves passing through each mooring. Vertical bars represent the standard deviation of NRMSE over the set of seven IWs.
(bottom) Comparison of measured density profile (solid line) to that from a linear fit (dash—dotted line) at six mooring sites for wave 18.
Measured density is averaged over the 15-min prearrival time frame.
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To solve for w and c in Eq. (1) with an arbitrary density func-
tion (such as the measured density profiles), a finite difference
method can be applied (Pozrikidis 1998). Alternatively, by as-
suming a uniform stratification, in which the vertical density gra-
dient (dploz, written as p, hereafter) is constant in the vertical, it
follows that the buoyancy frequency N is also constant in the ver-
tical. Thereby, Eq. (1) can be solved analytically yielding the first-
mode dispersion relation for uniform stratification (Gerkema and
Zimmerman 2008; Kar and Guha 2020):

2= g(_pz)hz
P,

3)

s
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where 4 is the total depth. Comparison of the IW speeds cal-
culated by the two methods above is given in section 3a.

To justify the applicability of the uniform stratification
model, first we examine the difference between the best-fit
linear density profiles and the observations. Following Kar
and Guha (2020), we utilize the normalized root-mean-square
error, defined as

4)
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with superscript a denoting the actual data and f as the linear
fit. At each mooring location, the NRMSE is calculated and
averaged over all IW prearrival cases (Fig. 3). The top panel
of Fig. 3 shows the best-fit linear density profiles for an exam-
ple IW (wave 18) at each mooring location compared to the
observed. The bottom panel shows the NRMSE and standard
deviations. The NRMSE:s at the six mooring sites have an av-
erage around 10%, demonstrating that the uniform stratifica-
tion decently approximates the observed density profiles.

c¢. Inverse model

The dispersion relation Eq. (3) shows that the IW phase
speed is determined by three stratification parameters: the to-
tal depth A, vertical density gradient p,, and the background
density po. Inversely, observed values of the phase speed,
water depth, and background density can yield the density
gradient. Rearranging Eq. (3) to get the expression for the
gradient,

czwzpo

= ®)
A sensitivity analysis of this equation with respect to measure-
ment errors is given in section 3b.

3. Results
a. Forward modeling

As a first test of the inverse model using uniform stratifica-
tion, we examine the forward model for IW speed. Specifi-
cally, in Fig. 4, we compare the linear IW speeds predicted by
1) the numerical solution of Eq. (1) with the measured, depth-
varying density profiles, 2) dispersion relation with uniform
stratification given by Eq. (3), and 3) the speeds observed by
radar. Input into the uniform stratification model are the best-
fit vertical gradient to the measured data at each mooring (for
each prearrival window), the water depth from existing ba-
thymetry data, and a constant background density taken from
the average over all of the observed density profiles. Specifi-
cally, we use the measured density profiles of each prearrival
window to integrate density across the domain and then divide
by the cross-sectional domain area to find the representative
background density for each IW. The calculated background
density for each IW arrival does not change significantly
(1024.8-1025.1 kg m~>); hence, we take an average over all
IWs (pp = 1025.0 kg m~>) as the background density value
used in all calculations.

As listed in Fig. 4, root-mean-square errors of the speeds
calculated by the uniform stratification model with respect
to the radar observations are calculated for each observed
wave, and for most cases, the errors are between 0.02 and
0.03 m s™!, which are 7%-10% of the observed speeds
[~0(0.3) m s™'] and considered small. At the shallower
sites, the observed speeds are higher than the speeds calcu-
lated by the uniform stratification dispersion model (e.g.,
wave 2). The present analysis cannot distinguish the cause
of the increased error at the shallowest sites; however, one
possibility is the influence of increased IW nonlinearity (see
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FIG. 5. Sensitivity of the inverse modeled (and normalized) den-
sity gradient magnitude |p,| to the IW speed at four representative
depths. Gradients are calculated by the inverse model equation

-1

[Eq. (5)]. Density gradients are normalized by 0.05 kg m > m ™",
which is the order of magnitude of the measured gradients (Fig. 6).

e.g., Helfrich and Melville 1986), which is not included in
the IW dispersion considered here. Nonetheless, the uni-
form stratification speeds largely agree with the remotely
sensed speeds, and the speeds calculated numerically using
the observed stratification and Eq. (3) are not much differ-
ent. From this, we determine that it is effective to proceed
with the uniform stratification model.

b. Sensitivity analysis

Equation (5) indicates that the calculated p, depends on
three arguments: ¢, A, and p,. To evaluate how the input error
from measurements influences the density gradient estimation
error, we follow the method of Dalrymple et al. (1998). A sim-
ilar approach can be found in Kar and Guha (2020).

Taking the total derivative of p_ in Eq. (6),

2 2 2.2 2.2
TP e 4 (—1)2}% dp, + ZC;TTPO dh. (6)

gh?

dp, = (-1)

We shall take the differential terms as the local absolute error
of the variables. Dividing both sides of Eq. (6) by p, and
rearranging,
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representative py as stated earlier (section 3a). It should be
noted that since the analysis above only considers the first-
order derivative, this relation is only valid when the input er-
ror is small. It should also be noted that in shallow water, the
sensitivity of |p;| to ¢ increases, as illustrated in Fig. 5. This is
evident by the steeper slopes for the shallower water curves,
which indicates the increasing sensitivity of the vertical gra-
dient to changes in speed and, therefore, to any speed mea-
surement errors. Similarly, nonlinear dispersive effects in
the observed speeds will lead to discrepancies in the esti-
mated gradients.

d
&:2@+%+(72)‘2_h.

P, ¢ Po

™)

The terms of form dX/X (X being any of the four variables:
pz» €, po, OT h) represent the dimensionless relative error. Co-
efficients of the terms on the right-hand side imply that the er-
rors transmitted to the gradient estimate will be twice the
respective measurement errors in phase speed and water
depth, while errors in background density transmit at the
same scale. The uncertainty of the background density is gen-
erally very small and therefore neglected; hence, we use the
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c¢. Inverse modeling

Next, we test the inverse model that estimates the spatial
variability of the ocean density gradient across the continental
shelf based on the observed IW speeds. The inputs to the

o
)
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FIG. 8. (top) Estimation error of density gradient characterized
by root-mean-square error. The error at each mooring site is aver-
aged over the arrival events observed in each location. (bottom)
Number of observed arrival events.
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inverse model [Eq. (5)] are the observed IW phase speeds c,
total water depth A, and the background density p,. Figure 6
compares the gradients estimated by the inverse model with
those measured in situ for each IW and all of the data are
shown as a scatterplot in Fig. 7. From these figures, we see
that the inverse model is generally good, at least to water
depths as shallow as 20 m. However, the errors clearly
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increase in shallow regions (e.g., OC17S and STR3B), which
are also regions of higher-density gradients.

In Fig. 8, we quantify the estimation error of the density
gradient at each mooring location by the difference between
the estimation and measurement averaged over the number
of events that have overlapping radar data (this is a different
number of events for each location as shown in the bar plot).
The figure shows a cross-shore trend in the accuracy of the in-
verse model with better results offshore and error increasing
significantly at total depths less than 20 m, this being a result
of both the increase in sensitivity to measurement errors at
the shallowest sites (section 3b) and the impact of increased
nonlinearity as well.

To see how well the inverse algorithm performs in the con-
text of the overall stratification variability, we plot the time se-
ries of the observed and estimated density gradients over the
8-day window in Fig. 9. It is evident that the shallowest moor-
ing sites exhibit the most temporal variability of the local den-
sity gradient. The time variability at the semidiurnal scale is
mainly the result of the passing of the internal tidal bores,
which affect the local stratification more so than the cross-
shore barotropic tidal currents, as shown by McSweeney et al.
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(2020). Also, at the shallowest site (STR3B), where there is
the most time variability, it is evident that the measured gradi-
ent was always less than any of the estimates suggesting that
the chosen linear IW dispersion model is not satisfactory here.
Overall, there are less inversely modeled gradients shown in this
figure because of the limitations of overlap between the esti-
mates and the mooring locations (see Fig. 6).

Finally, we compare the estimated density field and the
buoyancy frequencies to the in situ measurements. First, we
reconstruct the density field from the inverse model results as
shown in Fig. 10. Waves 2 and 5 are chosen as there was good
cross-shore coverage of the radar-estimated IW speeds. Since
it is only the vertical density gradient that is estimated by the
inverse model, in order to reconstruct the vertical density
profile, we assume the density at mid water column at each lo-
cation is equal to the background density value (therefore,
both estimated and measured profiles have the same depth-
averaged value). Figure 10 shows the reconstructed density,
the original profile, and least squares fit data in each mooring
sites.

Figure 11 compares the vertical profiles of in situ buoyancy
frequency N(z), the vertical mean N, and standard deviation
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FIG. 11. Vertical profiles of buoyancy frequency at each mooring location for (top) wave 2 and (bottom) wave 5. The N(z) calculated by
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from the estimated density gradient (V,), respectively.

o all calculated from the observed density gradients [Eq. (2)],
with those calculated from the best-fit p, (Ny) and from the in-
verse estimated p, (N,). These data demonstrate that the in-
verse estimated buoyancy frequency matches the mean in situ
value quite well, for the most part, and generally falls within
the range of measured values in the vertical. Additionally, the
in situ vertical profiles suggest that an assumption of a linearly
varying buoyancy frequency might lead to an improved in-
verse model. This hypothesis is left to be tested in future
work.

4. Conclusions

Through this work, we demonstrate the feasibility of moni-
toring the regional stratification in water depths of 20-50 m
with remotely sensed internal wave speed profiles. Utilizing a
set of existing marine radar measurements of IW speeds, over
a distance of approximately 6 km across the inner shelf region
and with a 2-min time resolution, an inverse model for esti-
mating ocean stratification was tested. The density gradients
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measured in situ were reasonably characterized by a single
layer of constant density gradient with the best-fit linear
density profile errors around 10% on average. The results
of the inverse modeling show that, where vertical density
profiles are reasonably characterized by uniform stratifica-
tion, they can be estimated using the observed IW speeds,
known bathymetry profile, and known background density.
The in situ observed vertical gradients varied from about
0.03 to 0.13 kg m > m~ ', Errors in the estimated gradients
significantly increase in depths less than 15-20 m from
0.005 kg m > m ™! at the 50-m mooring to 0.2 kg m > m™! at
the 8-m mooring. A sensitivity analysis demonstrates the in-
creased sensitivity of the estimated gradient to the local IW
speed (and therefore to errors in observed speed) in depths less
than 20 m. Finally, using the estimated density gradient, we re-
construct the full vertical density profiles and compare to obser-
vations for two IW events. Clearly, the linear IW dispersion
model, based on uniform stratification and neglecting ambient
currents, appears much less appropriate at depths less than
20 m. Estimated buoyancy frequencies from the inverse model
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generally fall within the range of values seen in the in situ verti-
cal profiles and match their vertical means.
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