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Abstract Atmospheric rivers (ARs) are filamentary structures within the atmosphere that account for a
substantial portion of poleward moisture transport and play an important role in Earth's hydroclimate. However,
there is no one quantitative definition for what constitutes an atmospheric river, leading to uncertainty in
quantifying how these systems respond to global change. This study seeks to better understand how different AR
detection tools (ARDTs) respond to changes in climate states utilizing singleTforcing climate model experiments
under the aegis of the Atmospheric River Tracking Method Intercomparison Project (ARTMIP). We compare a
simulation with an early Holocene orbital configuration and another with CO2 levels of the Last Glacial
Maximum to a preindustrial control simulation to test how the ARDTs respond to changes in seasonality and
mean climate state, respectively. We find good agreement among the algorithms in the AR response to the
changing orbital configuration, with a poleward shift in AR frequency that tracks seasonal poleward shifts in
atmospheric water vapor and zonal winds. In the low CO2 simulation, the algorithms generally agree on the sign
of AR changes, but there is substantial spread in their magnitude, indicating that meanTstate changes lead to larger
uncertainty. This disagreement likely arises primarily from differences between algorithms in their thresholds for
water vapor and its transport used for identifying ARs. These findings warrant caution in ARDT selection for
paleoclimate and climate change studies in which there is a change to the mean climate state, as ARDT selection
contributes substantial uncertainty in such cases.

Plain Language Summary Atmospheric rivers are filaments of moisture in the atmosphere that play
an important role in precipitation, but there is no one agreedTupon method to define them. This study compares
multiple definitions of atmospheric rivers in climate models that either change the timing and intensity of
seasons by altering the orbit or make the planet colder by lowering CO2 levels. We found that the various
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definitions of atmospheric rivers tended to agree in the model in which the seasons changed, but there was
substantial disagreement in the model of the colder planet. The most likely reason for this is the definitions are
based on modernTday observations. While the climate for the model with the altered seasons was on average
similar to the modern, the colder model was substantially different, particularly as it relates to the amount of
water in the atmosphere.

1. Introduction
Atmospheric rivers (ARs) are an important component of global moisture transport. Despite making up only a
small fraction of the area of the midlatitudes at any time, they account for a majority of the atmospheric poleward
moisture transport (Ralph & Dettinger, 2011; Ralph et al., 2018; Zhu & Newell, 1998). They play a crucial role in
regional hydroclimates worldwide and are likely to become increasingly significant as the climate continues to
warm (Zhang et al., 2024), particularly for ARs on the west coasts of continents, including Europe, North and
South America, Australia, East Asia, and high latitude regions such as Antarctica (Meneghini et al., 2007; Neiman
et al., 2008; Pan & Lu, 2019, 2020; Pohl et al., 2021; Ralph et al., 2004; Reid et al., 2022; Viale & Nuñez, 2011;
Wille et al., 2021). ARs are also often associated with extreme precipitation events that pose significant hazards
such as flooding and landslides (Corringham et al., 2019; Huang et al., 2020; Lavers & Villarini, 2013; Ralph
et al., 2006; Waliser & Guan, 2017).

ARs are highly variable phenomena that can be affected by a variety of forcings, including greenhouse gases and
aerosols, which have warming and cooling influences on the global climate, respectively (Baek & Lora, 2021;
Bellouin et al., 2020; Deser et al., 2020; Myhre et al., 2013). The impact of the variability of the annular modes on
ARs alone can constitute regional precipitation variations on the scale of 20 mm per month (Baek et al., 2023).
Previous studies on ARs in both past and future warmer worlds suggest an increase in the frequency and size of
ARs and an increase in the intensity of the associated precipitation as a result of thermodynamic changes (Baek &
Lora, 2021; Espinoza et al., 2018; Menemenlis et al., 2021; O’Brien et al., 2022; Payne et al., 2020; Shields
et al., 2021, 2023; Skinner et al., 2023; Zhang et al., 2024). Paleoclimate studies also suggest that the distribution
of AR activity and landfall locations is strongly influenced by dynamical changes, which are subject to changes in
both the mean state and seasonality of the climate (Lora et al., 2017, 2023; Shields et al., 2021; Skinner
et al., 2020).

There is no single agreedTupon quantitative definition as to what constitutes an AR (Ralph et al., 2017; Shields
et al., 2018), which complicates comparisons between results across climate states and using different method-
ologies. The goal of the Atmospheric River Tracking Method Intercomparison Project (ARTMIP) is to under-
stand and quantify the uncertainties associated with the various AR detection tools (ARDTs) that have been
developed to identify ARs (Shields et al., 2018). This is important as the various metrics associated with ARs,
such as their frequency, size, intensity, and location, can vary depending on the detection method used (Lora
et al., 2020; O’Brien et al., 2022; Pan & Lu, 2019; Rutz et al., 2019; Shields et al., 2018). In future climates,
ARDTs generally show increases in frequency and intensity of ARs, but the variation in magnitude of the pre-
dicted changes is more related to ARDT selection than model uncertainties (O’Brien et al., 2022; Shields
et al., 2023). Due to the variability in the detection thresholds between different ARDTs, generally those with
more stringent requirements detect fewer ARs than those with more lenient requirements (Rutz et al., 2019).

This study investigates AR frequency changes in singleTforcing climate model experiments, in which only a
single climate forcing is changed relative to the preindustrial climate. Here, we alter greenhouse gas concen-
trations and the Earth's orbit to assess whether uncertainties in resulting AR detections are sensitive to the
character of climate change, that is, whether there is a robust difference that arises as a result of changes to the
mean climate state versus changes to the seasonality and distribution of insolation. While previous studies have
utilized the same base states across models (O’Brien et al., 2022), or the impacts of additional metrics such as
shape and attributable precipitation in highTresolution models (Shields et al., 2018), this is the first ARTMIP study
to incorporate the varying ARDT responses to orbital changes. As previous studies have shown that ARDT
selection has a greater impact on AR frequency and intensity than model or reanalysis uncertainty, our study
extends analysis of ARDTTassociated uncertainty to different climate states even if there is no change to the mean
state (Collow et al., 2022). This is particularly valuable for paleoclimate studies as forcings often combine, for
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example, when there are greenhouse gasTdriven and orbitally driven changes
occurring simultaneously (Lora et al., 2023; Oster et al., 2023; Shields
et al., 2021; Skinner et al., 2020).

To that end, our paleoclimate simulations are based on two periods with
extensive proxy and model characterization: the early Holocene and the Last
Glacial Maximum (LGM). Correspondingly, we simulate an equilibrium
climate state with altered orbital parameters appropriate for the early Holo-
cene, hereafter referred to as the “10ka” simulation, and another with reduced
greenhouse gas concentrations consistent with those from the LGM, hereafter

referred to as the “low CO2” simulation. As our experiments are singleTforcing simulations, they are not direct
reflections of either the early Holocene or the LGM. This is to say that the “10ka” simulation varies from the
preindustrial only in its orbit, and the “low CO2” varies only in its CO2 levels, that is, there were no changes to the
ice sheets relative to preindustrial. However, we are able to draw some parallels from the proxy characterizations
of these time periods to guide our subsequent analyses.

During the early Holocene, CO2 levels and global temperatures were roughly similar to the preindustrial
(Mayewski et al., 2004). However, there were substantial differences in regional climates driven in large part by
an altered seasonality associated with the changed orbital parameters, including increased temperatures in the
high latitude North Atlantic, and a global reworking of the hydrologic cycle, with some regions wetter and others
drier (Mayewski et al., 2004; Tierney & deMenocal, 2013; Zhang et al., 2020). A notable example is the African
humid period and greening of the Sahara, which saw significant increases in precipitation over the Sahara and
Sahel as evidenced in ocean sediment records, leaf wax isotopes, and lake records (Holmes & Hoelzmann, 2017;
McGee et al., 2013; Tierney & deMenocal, 2013).

By contrast, the LGM was approximately 6°C colder than the preindustrial period in part as a result of much lower
atmospheric greenhouse gas concentrations, although this was also amplified by large increases in ice sheets and
the associated change in global albedo (which is absent in our simulation) (Schneider von Deimling et al., 2006).
Thermodynamic scaling of the hydrologic cycle during the Last Glacial Maximum would broadly entail pre-
cipitation minus evaporation (PTE) decreases in the subtropics and increases in the tropics and high latitudes, but
again, there were large regional exceptions (Boos, 2012; Lora, 2018). As an example, southwestern North
America has been of particular interest as there is copious evidence of increased precipitation and large lakes in
this region during the LGM (Amaya et al., 2022; Lofverstom, 2020; Lora et al., 2017, 2023; Morrill et al., 2018;
Oster et al., 2015). In short, the two simulations represent a change in seasonalities and a change in the mean states
of the climate. The question we seek to answer is when moving to a different climate state, how do these differing
changes impact the detection of ARs among the suite of ARDTs utilized.

2. Materials and Methods
2.1. Model Simulations
We use simulations with the Community Earth System Model version 1.2 (CESM1.2) (Hurrell et al., 2013). Our
CESM configuration includes the Community Atmosphere Model version 5 (CAM5) (Neale et al., 2010), the
Community Land Model version 4.5 (CLM4.5) (Fisher et al., 2015), the Community Ice Code version 4 (CICE4)
(Bailey et al., 2011), and the Parallel Ocean Program version 2 (POP2) (Danabasoglu et al., 2012). The atmo-
sphere and land models were run on a 0.9°→ 1.25° finite volume grid, while the ocean and sea ice models were run
at a nominal 1° resolution. We produced three simulations: a preindustrial control simulation, a simulation with an
early Holocene (10ka) orbital configuration (Table 1) that alters the seasonality of insolation without substantially
changing the annual mean state (and is otherwise identical to the preindustrial case), and a simulation with low
CO2 configuration (same as preindustrial, but with 190 ppm CO2) in which the mean climate cools relative to the
control. The simulations were initialized from the same preindustrial state with an equilibrated ocean. The 10ka
simulation was integrated for 200 years, followed by an additional 100Tyear analysis period. The low CO2
simulation was spun up for 300 years followed by a 100Tyear analysis period. Equilibrium was determined via
global average surface temperatures. All analyses were derived from 6Thourly climatological averages, with
interpolations applied to correct for the calendar effect on the changing timing of seasons when relevant. The
exact calendar date of the equinoxes/solstices will vary due to the changes in orbit. Therefore, to have a more
direct comparison between simulations, time series analysis is plotted in solar longitude, the angular position of

Table 1
CESM Forcing Parameters

Simulation CO2

Solar
forcing Eccentricity Obliquity Precession

Preindustrial 284 ppm 1,365 Wm↑2 0.016724 23.446° 102.04°
10ka 284 ppm 1,365 Wm↑2 0.019419 24.227° 294.82°
Low CO2 190 ppm 1,365 Wm↑2 0.016724 23.446° 102.04°
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the Earth along its orbital plane, rather than the day of a year; this ensures seasonal results are comparable. 0°Ls
corresponds to the boreal vernal equinox, 90°Ls with the boreal summer solstice, 180°Ls with the boreal autumnal
equinox, and 270°Ls with the boreal winter solstice (Bartlein et al., 2019; Chen et al., 2011). For the preindustrial
and low CO2 simulations, seasons as defined by JJA, SON, DJF, and MAM are defined by the days in which they
coincide with the modern calendar. In making adjustments for the 10ka simulation, the start of each season was
adjusted such that it coincided with the same solar longitude as the preindustrial rather than the calendar day.

2.2. ARTMIP Experimental Design and Catalogs
ARTMIP Tier 2 consists of sensitivity experiments, using a subset of AR detection algorithms from the Tier 1
experiments (Rutz et al., 2019; Shields et al., 2018) from participants who elected to take part in the next round of
experiments investigating specific questions. To investigate the sensitivity of AR detection to changes in sea-
sonality versus changes in the meanTstate climate, participants in this Tier 2 ARTMIP experiment were provided
with data from the final 30 years of each of our simulations described in Section 2.1 in order to create catalogs of
AR detections, from which metrics can be directly compared. In total, 14 ARDTs were used in this experiment,
although three participants provided multiple versions of their ARDTs. The ARDTs used in this study are listed in
Table 2. AR detection criteria typically involve instantaneous integrated vapor transport (IVT) and/or integrated
water vapor (IWV), and can be defined either using absolute thresholds, fixed relative thresholds which are held to
a historical reference point, relative thresholds which utilize a timeTvarying reference, or some combination
thereof. Several algorithms (Brands, IDL, and Reid) considered multiple thresholds and thus produced several AR
catalogs each. The Brands methods were run with thresholds calculated from the preindustrial simulation,
generally used as reference here, and additionally with thresholds from its respective “own” experiment, that is,
10ka and low CO2 thresholds were used when analyzing the 10ka and low CO2 experiment, respectively. For
example, the 10ka simulation was tested using the thresholds calculated for the preindustrial simulation and the
low CO2 simulation in addition to its own thresholds, while the Reid algorithm utilized two absolute values for
IVT. In the case of SCAFET, a precipitation threshold is also used. Additionally, ARDTs employ different
geometric requirements to define the shape of the ARs. Finally, some algorithms are global, while some have been
designed specifically for certain regions (Mattingly et al., 2018; O’Brien et al., 2021; Rutz et al., 2019; Wille
et al., 2021).

We investigated AR detection results from the algorithms by analyzing the spatiotemporal changes in AR fre-
quency as detected in each of the simulations. AR frequency for each algorithm was determined by taking the
mean AR detection across all years for each algorithm. As the algorithms exhibited a nonnormal distribution of
frequency, the median of these means was used to calculate the trend among the algorithms. For the purposes of
calculating the median of all algorithms, the median value of each grouping from a specific algorithm was used so
as to avoid biasing the ensemble toward a particular ARDT. The change in frequency of landfalling ARs along
coastlines was analyzed relative to the preindustrial simulation. Regions of interest include Western Europe
(38.16°N–57.96°N), western North America (31.57°N–55.13°N), and Chile (30.62°S–55.13°S). Longitudes
varied, but were manually fitted to coastlines, averaged over 1.25–3.75° depending on coastal morphology at a
given latitude. ARTrelated precipitation was calculated by multiplying the binary AR detection for each ARDT for
each timestep against the total precipitation at the corresponding timestep. For TECATBARD, which generates
probability fields for the presence of an atmospheric river, a threshold probability of 0.667 was used to determine
the binary “likely” ARs. Regional ARDTs were excluded from transects for which they did not have coverage.

3. Results
3.1. Model Characterization
3.1.1. 10ka Orbit Model
Despite the fact that we utilize singleTforcing simulations, as opposed to full paleoclimate simulations, we are able
to draw parallels between our results and paleoclimate records. Previous studies of early Holocene climate show
an increase in seasonality, particularly with higher temperatures at high latitudes in the Northern Hemisphere
during boreal summer associated with the orbital configuration at the time (Jones & Yu, 2010; Zhang et al., 2022).
Consistently, in our 10ka simulation, the change in orbital parameters results in more insolation reaching the
surface during boreal summer in the Northern Hemisphere and less insolation reaching the Southern Hemisphere
during austral summer, relative to preindustrial. These strong seasonality changes nevertheless occur without
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Table 2
Description of the ARDT Algorithms Included in Analyses

Algorithm name Geometry Threshold Region Reference
ARTConnect v2 Object identification 700 kg m↑1 s↑1 (seeding) and

300 kg m↑1 s↑1 (growing) IVT
Global, latitudes

>23.25°
Shearer et al., 2020

Brandsa (1.1, 1.2, 2.1, 2.2,
3.1, 3.2)

>1,500 km length IVT
v1.1 and 1.2: 95th percentile and
250 kg m↑1 s↑1 at detection, 90th

percentile and 250 kg m↑1 s↑1 along
structure

v2.1 and 2.2: 90th percentile and
500 kg m↑1 s↑1 at detection, 85th

percentile and 250 kg m↑1 s↑1 along
structure

v3.1 and 3.2: 90th percentile and
250 kg m↑1 s↑1 at detection, 85th

percentile and 250 kg m↑1 s↑1 along
structure

va.1 uses preindustrial thresholds and
va.2 uses own thresholds of the

respective simulation

150°W to 30°E
30°N to 62°N

Brands et al., 2017 and
https://github.com/
SwenBrands/AR_detector

Guan and Waliser v2 >2,000 km length; >2:1 length to
width; coherent IVT direction within
45° of AR shape orientation and with

poleward component

85th percentile IVT; 100 kg m↑1

s↑1 IVT
Global Guan & Waliser, 2015

IDLa (PI, 10ka, 21ka) >1,500 km length and latitudinal
movement <4.5°N

85th percentile IVT Western Europe and
South Africaa

Ramos et al., 2016

IPART v1 >1,500 km length; area in range
[50a104, 1,800a104 km2]; >2:1 length

to width; isoperimetric quotient
<0.7; and centroid latitude

>20°N, <80°N.

Transient IVT plumes standing out
from a temporal scale of 8 days

Northern
Hemisphere

Xu et al., 2020

Lora v2 >2,000 km length 225 kg m↑1 s↑1 IVT above time/
latitude dependent threshold from

30 days and zonal mean IWV

Global Skinner et al., 2020

Mattingly v2 >1,500 km length; >1.5:1 length to
width

85th percentile IVT relative to 31T
day climatological mean;

150 m↑1 s↑1 IVT; and poleward
vIVT if at <66.56° N/S

Global,
latitudes >10°

Mattingly et al., 2018

Mundhenk v3 >1,400 km length and aspect
ratio 1:4

Temporal and spatial IVT
percentiles/anomalies

Global,
latitudes >15°

Mundhenk et al., 2016

Reida (250, 500) >2,000 km length; >2:1 length to
width; and orientation angle >10°

250 kg m↑1 s↑1 or 500 kg
m↑1 s↑1 IVT

Global Reid et al., 2020

SCAFET v1 Precipitation >1 mm day↑1 Global Nellikkattil et al., 2024
Shields v1 >2:1 length to width Zonal mean moisture; regional 85th

percentile wind; and 850Tmb wind
magnitudes

Western U.S. Iberian
Peninsula, UK;
landfalling only

Shields & Kiehl, 2016a, 2016b

teca_bard v1.0.1 Area dependent upon percentile
threshold exceeded

Spatial percentile with inverted
Gaussian filter applied at the equator

Global O’Brien et al., 2020

TEMPEST (TE v2.1) Cluster size minimum ↓ 40,000 km2 8Tpoint Laplacian of IVT at distance
10° < ↑20000 kg m↑2 s↑1 deg↑2

Global,
latitudes >15°

Ullrich & Zarzycki,
2021, https://github.com/
ClimateGlobalChange/
tempestextremes

Wille v2 >20° (2,000 km) length 98th percentile IWV or vIVT based
on monthly climatological means

Polar: Antarctic
(37.5°–78°S; Arctic

(37.5°–80°N)

Wille et al., 2021

aIndicates multiple iterations of algorithm applied.
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altering the annual average insolation, such that the simulation represents a scenario with a largely (but not
entirely, due to, for example, hemispheric differences in geography) unaltered global meanTstate climate. For
context, while the low CO2 simulation sees a decrease of 20.41% in global IWV and an average global tem-
perature decrease of 3°C, the 10ka simulation sees an increase in global IWV of 2.56% and a negligible tem-
perature decrease.

The increase in boreal summer insolation results in higher temperatures in the Northern Hemisphere at high
latitudes (>60°N), as well as a greater seasonal change in temperature and IWV at midlatitudes to highTlatitudes in
the Horthern Hemisphere (30–60°N) (Figure 1a). Higher temperatures and IWV in the Northern Hemisphere start
during boreal summer and extend until the autumnal equinox, with generally drier and cooler conditions else-
where throughout the year (Figures 1a and 1b). Additionally, the seasonal changes to IWV demonstrate marked
latitudinal shifts. These poleward shifts are associated with the increased insolation driving higher temperatures,
which in turn leads to the increase in IWV. The Southern Hemisphere experiences modestly warmer temperatures
yearTround at 60°S, and an enhanced seasonality in temperature changes between the equator and 60°S
(Figure 1a). Changes in IWV concentrations are less pronounced than in the Northern Hemisphere; nevertheless,
the Southern Hemisphere experiences a significant increase in IWV seasonally centered at 60°S. This increase
begins in late austral winter, concomitant with the Northern Hemisphere's summertime changes, and carries
through until the summer solstice (Figure 1b).

Wind patterns also demonstrate significant shifts in response to the changes in orbit. The most robust signals
occur during JJA in the midlatitudes to highTlatitudes in the North Pacific, wherein higher surface pressure in
much of the basin results in an anticyclonic anomaly leading to enhanced flow impacting the Bering Strait region
(Figure 2c). There is also a significant change during JJA in the pressure gradient over equatorial Africa, leading
to a significant, robust increase in 850 hPa zonal wind strength toward the African continent from the Atlantic
(Figure 2c). In the Southern Hemisphere, during SON, there is a significant increase in the pressure gradient
between midlatitudes and highTlatitudes in the southern Pacific resulting in a similar increase in anticyclonic
winds, at 60°S, as in the North Pacific (Figure 2d). IVT demonstrates a robust increase in JJA in the North Pacific
off the coast of Alaska as well as a concurrent, robust increase over the African continent, and off the eastern coast
of North America (Figure 3c). Likewise, there is a decrease in moisture transport into the South Pacific
Convergence Zone (SPCZ) resulting in localized drying, particularly in JJA and SON (Figures 3c and 3d).

These combined changes in moisture content and wind patterns result in a shift in global precipitation patterns
(Figure 4). There is an 8.09% increase in global precipitation; however, these increases are primarily focused on

Figure 1. Annual cycle changes in temperature (a), (c) and integrated water vapor (b), (d) between the 10ka simulation (a),
(b) and the low CO2 simulations (c), (d) relative to preindustrial. Values plotted relative to solar longitude (Ls), that is, the
angular position of the Earth along its orbital plane. 0°Ls corresponds to the boreal vernal equinox, 90°Ls with the boreal
summer solstice, 180°Ls with the boreal autumnal equinox, and 270°Ls with the boreal winter solstice. Only significant
changes (p < 0.01) are shown. Note differing scales between the 10ka and low CO2 comparisons.
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tropical regions, that is, the Sahara/Sahel regions of Africa, the Arabian Peninsula, and the Indian subcontinent
(Figures 3c and 3d). Excluding the tropics where ARs do not occur, at latitudes greater than 30°, precipitation
increases by only 1.72%.

On the whole, the 10ka simulation results in a change in distribution of precipitation, both temporally and
spatially, relative to the preindustrial. For example, DJF exhibits a decrease in precipitation at the equator in the
Pacific and in subTSaharan Africa, but this is accompanied by the aforementioned increase in tropical precipi-
tation north and south of the equator as well as over the Atlantic and Indian Oceans in the tropics (Figure 4a). In
regions relevant to ARs, JJA precipitation shows an increase at high latitudes in the Pacific and a decrease in the
midlatitudes, mirroring trends seen in wind, surface pressure, and water vapor, that is, precipitation changes
correspond to the sign of changes in IVT (Figure 4c). These precipitation pattern changes, particularly in the
Sahara/Sahel, are consistent with proxy records of the early Holocene (Holmes & Hoelzmann, 2017; McGee
et al., 2013; Tierney & deMenocal, 2013).

3.1.2. Low CO2 Model
Previous studies of LGM climate suggest a cooler world, consistent with lower CO2 levels (e.g., Annan &
Hargreaves, 2013; Tierney & deMenocal, 2013). Global mean precipitation is lower in a cooler climate,
consistent with the ClausiusTClapeyron relation and global energy budget constraints on the hydrologic cycle

Figure 2. Seasonal changes (as defined by solar longitude) in surface pressure and 850 hPa winds in the 10ka (a–d) and low
CO2 simulations (e–h) relative to preindustrial. For surface pressure, values with p < 0.01 are shown, and for 850 hPa winds,
values with p < 0.05 are shown.
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(Allen & Ingram, 2002; Held & Soden, 2006). Decreases in tropospheric humidity also imply decreases in PTE in
the tropics and high latitudes, and increases in PTE in the subtropics (Held & Soden, 2006). There are a number of
studies that suggest localized increases in precipitation, particularly at western boundary sites (Beghin
et al., 2016; Goldsmith et al., 2017; Kirby et al., 2013; Oster et al., 2015; Tabor et al., 2021). These changes are
often attributed to the LGM ice sheets resulting in changes in topography and albedo, which in turn result in
changes in mechanical steering of atmospheric circulation and changes in airTsea interaction (Amaya et al., 2022;
COHMAP Members, 1988; Lora, 2018; Lora et al., 2017; Lora et al., 2023; Manabe & Broccoli, 1985; Oster
et al., 2015; Tabor et al., 2021). Lacking the ice sheet changes, our low CO2 simulations broadly suggest a cooler,
drier world, with significantly lower temperatures relative to preindustrial occurring at all latitudes but partic-
ularly enhanced at high latitudes in the Northern Hemisphere, due to polar amplification (Figures 1c and 1d)
(Cohen et al., 2014). In contrast to the 10ka simulation, these changes represent a substantial meanTstate change to
the climate, but one largely controlled by thermodynamic changes. Consequently, IWV is also significantly lower
at all latitudes, with the largest relative changes occurring at high latitudes in the northern hemisphere (Figure 1d).

Compared to the changes observed in the 10ka simulation relative to the preindustrial, there is relatively little
change in the 850 hPa wind strength or direction in the low CO2 simulation (Figures 2e–2h). There is a shift in
equatorTtoTpole pressure gradients, with an increase in surface pressure at high latitudes in the Northern Hemi-
sphere during SON and DJF and a decrease in pressure at lower latitudes, although these responses are also less
pronounced (Figures 2e–2h).

Figure 3. Seasonal changes (as defined by solar longitude) in integrated vapor transport (IVT, arrows) and precipitation
minus evaporation (PTE, colors) changes in the 10ka simulation (a–d) and low CO2 (e–h) relative to preindustrial.
Insignificant changes (p ≥ 0.05) are masked out.
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There is also a global decrease in poleward moisture transport at subtropical and extratropical latitudes at all
seasons (Figures 3e–3h). Consequently, the PTE reflects a decrease in evaporation rates at midlatitudes and an
associated decrease in precipitation elsewhere, largely reflecting thermodynamic decreases, consistent with the
expectation from Held & Soden, 2006 (Figures 3e–3h).

Precipitation patterns in the low CO2 simulation follow the trends seen in IWV, that is, there is a pronounced,
significant decrease in global precipitation of 7.28% (Figures 4e–4h). Although some regions see increases,
primarily around the ITCZ, the changes observed in this simulation show a stark contrast to those observed in the
10ka simulation, in that they represent not only a reworking of the distribution, but a general decrease in pre-
cipitation, evaporation, and moisture transport.

3.2. ARDT Responses to Changing Climate States
The changes in global moisture transport result in a substantial reworking of AR distribution and frequencies as
detected by our suite of ARDTs. In the 10ka simulation, there is a latitudinal shift in the median AR frequency,
with a decrease in AR frequency at lower latitudes. The largest magnitude of change in AR frequency occurs in
the North Pacific and is marked by a general poleward shift (Figure 5a). The South Pacific contains a similar
poleward shift in AR frequency, although of a smaller magnitude. In the North Atlantic, there are changes in AR
frequency of a smaller magnitude which occur off the East Coast of the United States and the Iberian Peninsula

Figure 4. Seasonal changes (as defined by solar longitude) in precipitation in the 10ka simulation (a–d) and low CO2 (e–h)
relative to preindustrial. Insignificant changes (p ≥ 0.01) are masked out. Of particular note are latitudinal poleward shifts in
JJA in the northern Atlantic and northern Pacific, and in SON in the southern Pacific. Note the general extratropical
precipitation decrease in the low CO2 simulation, particularly at high latitudes.
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(Figure 5a). However, rather than a latitudinal shift, these changes coincide with a decrease over the Atlantic
Basin and a corresponding increase at the margins, and a significant increase in AR frequency in the Northern
Hemisphere from approximately 45–75°N between solar longitudes (Ls) 90–180°, corresponding to boreal
summer (Figure 6a). These high latitude shifts result in an increase in AR frequency in excess of 100% at high
latitudes (Figure 5e). There is also a statistically significant, although smaller magnitude, shift in the Southern
Hemisphere between 35 and 65°S centered around 180° Ls, that is, austral vernal equinox. These Southern
Hemisphere increases in AR frequency are on the order of 50% higher than preindustrial values (Figure 5e). In
total, however, global median AR frequency is only about 1.45% above its preindustrial value.

As expected, these changes in the ARDTs correspond clearly to the trends observed in IWV, IVT, and winds. The
latitudinal shifts in median AR frequency are closely related to the increases in water vapor at high latitudes in the
Northern Hemisphere during boreal summer and in the Southern Hemisphere surrounding the austral vernal
equinox (Figure 1b). The changing pressure gradients resulting in altered atmospheric circulation over the North
Pacific and North Atlantic during JJA and the South Pacific during SON are in line with the regions which
experienced increased AR frequency (Figures 2c and 2d). The confluence of these increases in moisture and wind
speed results in altered IVT in these regions, leading to the shifts in AR frequency (Figures 4c and 4d).

For the low CO2 simulation, there is a significant, nearTglobal decrease in AR frequency (Figures 5b and 6b). The
greatest decreases are seen between 30 and 60° in each hemisphere, principally around the cores of the prein-
dustrial AR tracks. That is, the decreases largely indicate width contractions of the AR tracks accompanied by

Figure 5. Changes in mean AR frequencies taken across medians of all algorithms in 10ka simulation (a) and low CO2
simulation (b) relative to preindustrial. Median of ARDTs for preindustrial indicated by contours in (a) and (b). Note general
latitudinal shifts in AR detection (a) and general decrease in AR detection (b). These changes are consistent with changes in
IWV, wind speed, and moisture transport (Figures 1, 2, and 4). (c) Interquartile range (IQR) of mean AR frequency across
ARDTs in the 10ka simulation relative to the preindustrial (c) and low CO2 simulation relative to the preindustrial (d). Note
greater spread in frequency across ARDTs in the low CO2 simulation. Percentage change in median AR detection in the 10ka
simulation relative to the preindustrial (e) and low CO2 simulation relative to the preindustrial (f). Note increase in AR
detection at high latitudes in Northern Hemisphere in 10ka simulation (e), and general decrease in AR activity in low CO2
simulation (f).
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equatorward shifts in the Southern Hemisphere and North Atlantic (specifically, the decrease in AR frequency is
larger on the poleward flanks of these tracks); in the North Pacific, the signal suggests an overall decrease in AR
frequency. Global median AR frequency in the low CO2 simulation is 22.2% below its preindustrial value, with
the largest decreases occurring at high latitudes in the Northern Hemisphere, on the order of 80%–90% (Figure 5f).
Compared to the 10ka simulation, there is no shift in the timing of the decreases in AR counts, and the decreases
are generally distributed evenly throughout the year (Figure 6). As discussed above, this is consistent with the
characterization of the low CO2 simulation, which exhibits a decrease in global mean precipitation, evaporation,
and moisture transport (Figures 1d, 3e–3h and 4e–4h).

In both simulations, changes in ARTrelated precipitation are strongly linked to the changes in AR frequency. In the
10ka simulation, there is a marked increase in ARTrelated precipitation at high latitudes in the North Pacific,
coincident with a decrease in ARTrelated precipitation at lower latitudes and consistent with a poleward shift
(Figure 7a). Likewise, there is also a decrease in ARTrelated precipitation in the central North Atlantic as well as
an increase near the Iberian Peninsula. ARTrelated precipitation also decreases in the southern Pacific, coincident
with the decrease in AR frequency in the same region. In the low CO2 simulation, ARTrelated precipitation
decreases in the core of the AR tracks, coincident with the decrease in AR frequency (Figure 7b).

In looking at the impacts of ARs along coastlines in regions with high AR activity, the 10ka simulation shows an
increase in AR activity in southern Europe (approximately 25%), with relatively little change at higher latitudes
(Figure 8a). In western North America, there is a decrease in AR activity at lower latitudes (approximately 25%)
and a slight increase at higher latitudes (Figure 8c). Along the Chilean coast, there is a decrease at higher latitudes
(approximately 40%) with little change elsewhere (Figure 8e). The low CO2 simulation generally shows a
decrease in AR activity along all of these regions. However, there is a substantial spread among the ARDTs
(Figures 8b– 8d and 8f).

Figure 6. Median annual cycle AR frequency (wherein 1 would indicate a constant state of AR detection) in 10ka (a) and low
CO2 (b) simulations relative to preindustrial. Values plotted relative to solar longitude (Ls), that is, the angular position of the
Earth along its orbital plane. 0°Ls corresponds to the boreal vernal equinox, 90°Ls with the boreal summer solstice, 180°Ls
with the boreal autumnal equinox, and 270°Ls with the boreal winter solstice. In 10ka simulation (a), note latitudinal shifts in
AR activity beginning in boreal summer in both hemispheres. In 21ka model (b), note general decrease in AR activity.

Figure 7. Changes in ARTrelated precipitation in the 10ka simulation (a) and low CO2 simulation (b) relative to preindustrial.
Stippling indicates where fewer than 90% of ARDTs agree on change in sign.
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To characterize the spread among the ARDTs in response to the changing climate states, we analyzed the
interquartile range, or IQR, of the distribution of changes from each ARDT between the preindustrial and the
10ka/low CO2 simulations. A larger IQR corresponds with a greater spread in the distribution of values in the
magnitude of change, and thus lower agreement, among the ARDTs. In all cases, the ARDTs demonstrate a lower
IQR, and therefore a smaller spread (and greater agreement) in the changes between the 10ka and preindustrial
simulations relative to the changes between the low CO2 and preindustrial simulations (Figures 5c and 5d).

Although there is a clear global change among the algorithms in the low CO2 simulation relative to the prein-
dustrial, there is substantial disagreement as to the magnitude of that change (Figure 5d). While both the 10ka and
low CO2 simulations result in changes in AR distribution and frequency, the spread of values associated with
individual ARDTs is much greater in the low CO2 simulation than in the 10ka simulation (Figure 5c,5d, 8).

This is to say, despite variable detection sensitivity between ARDTs (i.e., more sensitive ARDTs detect more ARs
than less sensitive ARDTs), the relative change in AR frequency between ARDTs is remarkably consistent when
comparing the 10ka simulation to the preindustrial (Figure 8a). In other words, ARDTs that utilize lower detection
thresholds (e.g., lower IVT requirements) detect more ARs than ARDTs with higher detection thresholds (e.g.,
higher IVT requirements). However, these high or low detection frequencies are consistent between the 10ka and
the preindustrial simulations, that is, those that detected a high number of ARs continued to do so, and at
approximately the same rate between the simulations, hence the resulting relatively minor changes in relative AR
occurrence (save for a consistent latitudinal shift among algorithms) and a narrow range around the median.

However, the spread among the ARDTs even in terms of relative changes is substantially larger in the low CO2
simulation (Figure 8b). This is to say that algorithms with high or low detection frequencies in the preindustrial

Figure 8. Changes in mean relative AR frequency along coastline transects between 10ka and preindustrial (a), (c), and
(e) and low CO2 and preindustrial (b), (d), and (f) for individual algorithms in Western Europe (a), (b), western North
America (c), (d), and Chile (e), (f). Median of algorithm means represented by a thick black line. Note decreased spread
among algorithms in the 10ka model compared to the low CO2 model. Regional ARDTs are excluded from subplots in which
they do not have coverage.
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simulation were not consistent in their detection frequency in the low CO2 simulation, resulting in a larger spread
in the relative changes between algorithms. For instance, ARDTs with absolute IVT requirements tuned to present
conditions may find those requirements consistently met in the preindustrial simulation, but IVT may approach
the defined threshold less frequently in the low CO2 simulation. Likewise, ARDTs that rely upon reaching a
percentile threshold of IVT relative to the given atmospheric state may find a more consistent detection rate as
IVT will always be at the defined percentile somewhere on the planet. Other tuning parameters, such as only
detecting landfalling ARs or tuning to a specific latitudinal range, likely also play a role in determining detection
frequency.

4. Discussion
The change in the orbital configuration of the 10ka simulation resulted in a rearrangement of the spatiotemporal
distribution of temperature, surface pressure, water vapor, and wind speed. However, these changes did not
drastically change the mean state of the climate relative to the preindustrial. In contrast, the low CO2 simulation
showed significant changes to the mean climate state, with a reduction in temperatures and moisture transport
occurring nearly globally. This is relevant within the context of AR detection as many algorithms are designed for,
and in some cases specifically tuned to, the modern climate state.

Despite the relative complexity of the shifts in AR distributions in the 10ka simulation, agreement among the
algorithms in the areas that experienced changes in moisture content/transport is generally high (Figures 1a–1c,
3a–3d, 5a, 5c, 8a, 8c and 8e). However, while the sign of change among the algorithms in the low CO2 simulation
is generally consistent, and consistent with the overall thermodynamic expectation in a globally cooled climate,
the magnitude of that change is not (Figures 1b–1d, 3e–3h, 5b, 5d, 8b, 8d and 8f). Although the ARDTs vary in
their usage of relative or absolute thresholds and the sensitivity of those thresholds, the suite of ARDTs utilized in
this study is consistent in their detection between the 10ka simulation and the preindustrial. In other words, an
ARDT with a low sensitivity in the preindustrial remains insensitive in the 10ka simulation. Between the different
ARDTs, the magnitude of relative change is comparable even amongst those with higher or lower sensitivities to
AR detection. However, in comparing ARDTs between the preindustrial and the low CO2 simulation, even by
looking at relative changes to account for algorithms that have higher or lower sensitivities, there is a substantial
spread in the degree of the relative changes.

This disagreement likely arises from how thresholds are defined among the various ARDTs. While an algo-
rithm tuned to an absolute threshold of IVT may be consistent when there is no mean change in the climate
state, as in the preindustrial versus the 10ka simulation, these absolute thresholds will experience a different
exceedance frequency in a different meanTstate climate. For example, a warmer world with a higher moisture
content in the atmosphere will exceed a given threshold more frequently than a cooler world with a lower
moisture content, suggesting ARDTs that utilize relative thresholds may be more applicable across a greater
range of climate states.

This is of utmost importance when conducting analyses of AR activity under different climate states. Previous
studies on ARs in future climate states have shown similarly that, under ongoing climate change incorporating
global warming, the greatest uncertainties in future AR size, frequency, and intensity result not from model
uncertainty, but from disagreement among ARDTs (O’Brien et al., 2021; Shields et al., 2023). Here, we arrive at
similar findings in that there is notable uncertainty that arises from ARDT selection in the low CO2 simulations
while there is considerably less spread resulting from the change in orbit, indicating that how ARDTs handle the
mean background climate in their detections of ARs is the principal source of disagreement, and should be
considered carefully in future studies. This indicates that, in paleoclimate studies wherein there are generally
changes in orbit as well as changes in other forcings, the forcings that principally alter the mean state will lead to
the greatest spread among ARDTs, and therefore, care must be taken in ARDT selection for analyses of such
altered climates, when there is substantial change to the water vapor content of the atmosphere. Nevertheless, it is
also worth noting that the qualitative agreement between ARDTs even in our low CO2 simulation suggests that
ARs had a considerable role in shaping past climate change.

The disagreement between ARDTs in altered climate states touches on the philosophical question underlying
ARTMIP and how exactly we define an AR. If an AR is viewed by its geometrical definition of being a narrow
filament of moisture transport, it may be more appropriate to utilize relative thresholds for IVT given the changing
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climate states. However, if it is defined, for example, as a region with >250 kg m↑1 s↑1 of moisture transport, the
absolute thresholds may be more appropriate. Further, in the latter instance where moisture transport is at question
rather than the form that moisture transport takes, it may be most appropriate to utilize IVT directly under altered
climate states. Another complicating factor in utilizing relative thresholds is that similar moisture transport does
not necessarily correspond to similar impacts in altered climates. As an example, a state in which moisture
transport events are similar but the static stability of the atmosphere is altered could lead to differences in AR
precipitation despite identified ARs behaving similarly. Although ARDTs represent attempts to objectively
quantify ARs, each of them is ultimately a qualitative judgment made by its author and design choices are linked
to specific questions or applications. While some ARDTs may fall above or below the median value in terms of
changes to relative detection frequencies, this does not necessarily mean that these ARDTs are “wrong”, as the
median of a set of quantitative values derived from qualitative assessments is not more physically meaningful than
the individual values. This is to say, in selecting an ARDT for a particular application, the selection should be
dependent on the question being considered. What is perhaps most salient is that a collection of ARDTs, as
presented here, offers a quantification of the uncertainty associated with AR detection.

5. Conclusions
In this paper, we have tested a suite of algorithms for the detection of ARs in two climate simulations under a
singleTforcing change relative to preindustrial: one in which the orbit was set to a 10ka configuration, and one in
which CO2 levels were set to those of the LGM. These simulations can be interpreted as providing a change in
seasonality versus a change in the mean state of the climate, with which we can test the sensitivity of ARDTs to
these two cases. For the 10ka simulation, most algorithms indicated a change in the distribution and timing of ARs
that generally corresponded to changes in IWV and IVT, mainly associated with intensified boreal summer.
Despite the complexity of the spatiotemporal shifts in the 10ka simulation, there was good agreement among the
algorithms in the magnitude of changes in most regions. On the other hand, while the algorithms generally agreed
on an overall decrease in AR activity linked to an overall cooler climate in the low CO2 configuration, there was
substantial disagreement in the magnitude of that change. This disagreement likely arises from how the different
algorithms prescribe thresholds for IWV or IVT. These findings strongly suggest that (some) ARDTs may be
overtuned to presentTday conditions, and may therefore not be directly applicable across all climate states or
immediately intercomparable. As a result, care is warranted in selecting ARDTs that consider the background
mean state of the atmosphere when applying AR detection to studies of paleoclimate and climate change.
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