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Abstract

We describe the development of a one-credit course to pro-
mote AI literacy at The University of Texas at Austin. In re-
sponse to a call for the rapid deployment of class to serve
a broad audience in Fall of 2023, we designed a 14-week
seminar-style course that incorporated an interdisciplinary
group of speakers who lectured on topics ranging from the
fundamentals of AI to societal concerns including disinfor-
mation and employment. University students, faculty, and
staff, and even community members outside of the Univer-
sity, were invited to enroll in this online offering: The Essen-
tials of AI for Life and Society. We collected feedback from
course participants through weekly reflections and a final sur-
vey. Satisfyingly, we found that attendees reported gains in
their AI literacy. We sought critical feedback through quanti-
tative and qualitative analysis, which uncovered challenges in
designing a course for this general audience. We utilized the
course feedback to design a three-credit version of the course
that is being offered in Fall of 2024. The lessons we learned
and our plans for this new iteration may serve as a guide to
instructors designing AI courses for a broad audience.

Introduction
The increased public availability of large language model-
based chat tools prompted a burst of interest in artificial in-
telligence (AI) in the higher education community in 2023.
Despite the wealth of information about AI available in the
literature and through blog posts, most of it was geared
toward a technical audience. News stories tended to fo-
cus on recent innovations with sweeping claims about how
AI would change life and society, without providing back-
ground on how AI tools work and their limitations.

Responding to the interest in and concern about AI by fac-
ulty, staff, and students across disciplines at The University
of Texas at Austin , the Dean of the College of Natural Sci-
ences requested the rapid development of a new AI course
targeting a non-technical audience. With a mere six weeks
remaining until the start of the fall semester, we assembled
a team that included three computer science faculty leads, a

*The author order includes the three co-instructors of the course
in alphabetical order by last name, followed by the other co-
authors, also in alphabetical order.
Copyright © 2025, Association for the Advancement of Artificial
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project manager, and experts in instructional design and as-
sessment to create a broadly accessible new course about AI.
The institutional support and multidisciplinary team were
critical to the swift course deployment.

In the years leading up to the development of this course,
UT Austin had already built institutional structures that al-
lowed rapid responses to emerging research and education
needs. UT Austin recognized the need to understand and
shape the sociotechnical challenges innate to developing and
deploying AI-enabled systems in the real world. In 2019, UT
Austin launched Good Systems1, a research grand challenge
to form human-AI partnerships that are beneficial to soci-
ety. Good Systems comprises an interdisciplinary team of
faculty, which promotes research in ethical AI use by lever-
aging its benefits while considering and mitigating harms or
unintended consequences that may be caused by new tech-
nologies. Conveniently, Good Systems was well established
when the course was proposed, and its members supported
the computer science faculty in responding to the call. An-
other key source of institutional support was a college-level
STEM education center, whose flexible structure, pedagogi-
cal and course-design expertise, and experience navigating
complex institutional systems enabled rapid development
and deployment of the course.

This class was designed to provide a gentle introduction
to Artificial Intelligence: what it is, its capabilities, its lim-
itations, and its potential implications for society. To pro-
mote accessibility, we proposed a 1-credit-hour course that
students and faculty alike could easily fit into their sched-
ules. The course was publicized through email, department
newsletters, the campus newspaper, and social media. Un-
dergraduate students enrolled in the course for credit, while
graduate students, post-doctoral fellows, faculty, and staff
participated as auditors.

The set of fourteen lectures on fundamental concepts for
AI literacy, as well as the ethical and societal implications of
AI technologies, were given by faculty from across the Uni-
versity. Recordings of these lectures are now available for
anyone to enjoy and learn from at any time.2 Only a curios-
ity and willingness to explore are needed - no prior technical
knowledge is required.

1https://bridgingbarriers.utexas.edu/good-systems
2https://www.cs.utexas.edu/∼pstone/Courses/109fall23/
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Related Work
AI Literacy There have been a few attempts to create
AI Literacy courses at universities. For example, Kong et
al. (Kong, Cheung, and Zhang 2021) designed a seven-hour
AI literacy course for university students from diverse back-
grounds in Hong Kong.

AI in K-12 Education While there is broad interest in in-
clusion of AI at the K-12 level, there is a lack of consensus
on what AI literacy means (Ng et al. 2021b), particularly for
K-12 students. Early attempts by Ng et al. (Ng et al. 2021a)
define “AI Literacy” as consisting of four components: 1)
know and understand, 2) use, 3) evaluate, and 4) ethical is-
sues. To provide guidance on how to create AI literacy cur-
ricula for K-12 students, Ng et al. (Ng et al. 2023) conducted
a systematic review of the literature on AI literacy, produc-
ing pedagogical models, teaching tools, and challenges as a
result. Williams (Williams 2023) also conducted a review of
AI literacy in K-12 curricula, with a focus on assesments,
yielding a set of recommendations for approaches to use,
and existing gaps in assesment.

AI in University Curricula AI for computer science or
engineering majors is a common offering at universities at
the undergraduate and graduate levels. There have also been
several recent AI majors introduced recently at the under-
graduate (Carnegie Mellon University 2024) and graduate
level (University of Texas at Austin 2024). There have also
been several instances of integrating ethical considerations
in AI courses (Vekhter and Biswas 2023; Saltz et al. 2019).
CPSC 170 – AI For Future Presidents (Scassellati 2023)
at Yale University is the closest previous analogue to our
course, designed for all students, with no pre-requisites, and
requiring no math or programming background.

Relation to Previous Work In this paper, we present the
design and retrospective analysis from offering an AI liter-
acy course to all members of a large public university, with-
out assumptions of technical background. Unlike previous
courses, this offering is simultaneously technical — it covers
the main technical sub-disciplines that comprise AI; while
including ethical considerations; and is aimed at a broad au-
dience, including non-technical majors.

Course Design
The ambition of the course was to introduce AI to anyone
with interest. To reach this large target audience, accessibil-
ity was crucial. Accordingly, this online course was deliv-
ered with support from the Liberal Arts Instructional Tech-
nology Services (LAITS) at UT Austin.

Curricular Objectives
The main learning objective of the course was to improve
participants’ AI literacy. To support students’ achievement
of this AI literacy objective, we introduced the types of AI
and their applications, highlighted the risks and benefits of
various AI technologies, discussed the societal impacts of
AI technologies, and aimed to improve learners’ ability to

distinguish AI science from science fiction. The course fac-
ulty determined that background on concepts that are foun-
dational to AI would be included in the first five lectures,
and the foundational concepts would be connected to spe-
cific applications (computer vision, robotics, and natural lan-
guage processing, including large language models) in the
following three presentations (Table 1). The remaining lec-
tures provided historical context, followed by an exploration
of some of AI’s inherent dangers and limitations. Lecturers
were primed to expect a wide range of backgrounds and ex-
periences among the students, and were asked to assume no
prior technical knowledge — as a consequence, where nec-
essary, lecturers included introductory technical primers in
the lecture content to support understanding.

Course Structure
Students were expected to attend weekly one-hour lectures
synchronously, and recordings were made available after-
wards to provide flexibility for faculty and staff whose real-
time attendance may be challenging. A limited number of
students could attend the lectures in-person in the studio.

The course requirements for students were to complete
readings, attend the online lectures, and respond to in-class
quiz questions on the course material. Weekly written reflec-
tions on the reading and lecture were also required; because
we were developing this course concurrently with its deliv-
ery, we used these reflections as an opportunity to evaluate
the course and make corrections. Grades were based on at-
tendance (30 percent), correctness of responses on real-time
quizzes (40 percent), and completion of weekly reflections
(30 percent). Assignments were designed to be an incentive
to participate, rather than to be evaluative — we determined
early on that it would be acceptable, indeed desirable, for
every student to earn an A.

Each lecture included about 30-40 minutes of presenta-
tion time, where one of the course faculty or a guest lec-
turer presented on a designated topic. We recruited experts
from computer science to introduce the foundational con-
cepts we had thoughtfully curated, and in the latter half of
the course we identified guest speakers from diverse depart-
ments across UT Austin. The guest lecturers were instructed
to tie their lectures back to a working definition of AI, but
were free to structure the talk as they liked. Each speaker se-
lected a required reading assignment to accompany their lec-
ture, and was welcome to provide additional optional read-
ings for students who wished to explore a topic more deeply.

Evaluations and Learning Assesments
Students were asked to complete the associated reading as-
signments prior to watching the lectures. To promote en-
gagement in the synchronous online lecture, we incorpo-
rated live quiz questions. We originally interspersed the
questions throughout the presentation via a polling system
to encourage attentiveness in the largely remote audience;
however, midway through the course we opted to change
the format to provide a single integrated quiz following the
lecture. This mitigated some technical difficulties and gave
the speaker an opportunity to transition to a seat beside the
host faculty member to engage in 5-10 minutes of Q&A
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Topic Lecturer (Department)
Introduction - AI100 study(Littman et al. 2022) Peter Stone (Computer Science)

Planning and Search Joydeep Biswas (Computer Science)
Probabilistic Modeling Roberto Martı́n-Martı́n (Computer Science)

Machine Learning Fundamentals Adam Klivans (Computer Science)
Machine Learning Paradigms Ray Mooney (Computer Science)

Computer Vision Kristen Grauman (Computer Science)
Intelligent Robotics Luis Sentis (Aerospace Engineering /Engineering Mechanics)

Natural Language Processing (Large Language Models) Greg Durrett (Computer Science)
Philosophical Foundations and Relation to Computing Don Fussell (Computer Science)

AI and Mis/disinformation Matt Lease (School of Information)
Bias and Fairness in AI Models / Elargethical Datasets S. Craig Watkins (Journalism and Media)

Impacts on Workplace and Economics Sherri Greenberg (LBJ School of Public Affairs)
AI Alignment and Existential Threats Scott Aaronson (Computer Science)

Current and Future Directions Joydeep Biswas, Don Fussell, Peter Stone (Computer Science)

Table 1: Course lecture schedule

about the presentation. Course participants submitted ques-
tions through a chat feature, with priority given to questions
from students in the live studio audience.

Student Reactions
We analyze the effectiveness of the course in terms of 1) the
background of the enrolled students, 2) responses to weekly
surveys, and 3) a final course survey.

Enrollment
The course was successful in enrolling a broad audience. A
total of 788 individuals signed up for the course, including
132 undergraduates who signed up for credit, 631 auditors
from the university, and 25 external participants. Among
the 631 university individuals that signed up to audit, all
17 colleges from UT Austin were represented. University-
affiliated auditors included faculty, emeritus faculty, staff,
postdoctoral fellows, graduate students, and alumni. Table 2
lists the college affiliations and standings of the university
individuals who enrolled for the course.

Response to Weekly Surveys
The weekly reflections were a required assignment for stu-
dents that was graded based on completion; auditors were
encouraged, but not required, to complete weekly reflec-
tions. Each week, we collected over 100 student responses
and usually 10–20 reflections from course auditors. Follow-
ing a brief free-form essay reflecting on the course material,
we integrated several rating scales to gauge the amount of
time students required to complete the reading, their level of
engagement with the topic, and prior understanding. While
designing the course, we anticipated offering a 3-credit op-
tion in the future. Accordingly, we included one open-ended
targeted question: “If this topic were expanded, what would
you like to learn more about? In the space below, list any rel-
evant subtopics you would like more information about.” In
addition to using these responses to identify future subtopics
to expand upon, we uncovered challenges students faced
with some readings and course material. In general, student
responses indicated a desire for more examples connecting
the early lectures on fundamentals to specific applications

UNIT UG GS P F S T
Engineering 3 22 3 9 6 40
Education 1 3 0 28 33 64
Fine Arts 2 1 0 10 7 18
Liberal Arts 36 12 1 43 11 67
Natural Sciences 80 24 3 67 51 145
Pharmacy 0 1 1 1 0 3
Medical School 0 2 1 2 25 30
Geosciences 0 0 0 0 1 1
Public Affairs 0 0 0 2 0 2
Business 9 1 0 10 13 24
Communication 1 4 1 16 2 23
Architecture 0 1 0 9 6 16
Information 0 22 3 0 1 26
Law 0 1 0 4 1 6
Nursing 0 2 0 0 1 3
Social Work 0 0 0 3 7 10
UG College 0 0 0 0 8 8
Other 0 5 0 12 129 146
Total of Type 132 101 13 216 302 763

Table 2: Course enrollment by unit and standing: undergrad-
uate students (UG), graduate students (G), postdocs (P), fac-
ulty (F), staff (S), and unit total (T).

in AI, which was largely limited by the single, brief lecture
period. They also requested current news articles to connect
topics to the most recent advances in the field. Some weeks,
responses to the open-ended question revealed the reading
selected by the guest speaker or the lecture content presented
was too high-level for the broad audience.

Overall Course Survey
The UT Course Evaluation Survey (CES) includes a 1-5 Lik-
ert scale for the overall course, and the course instructor(s).
Our course ratings were 4.23 and 4.33, respectively. For the
same semester, the average ratings for all courses in the Col-
lege of Natural Sciences were 4.00 and 4.20. In addition to
the standard CES, we conducted an extensive evaluation to
assess the course’s effectiveness at meeting its curricular ob-
jectives, which we present next. Unfortunately, unlike the
CES, there are no baselines to compare the detailed evalua-
tion results to, but we hope our results will serve as baselines
for evaluations of future iterations at UT and/or elsewhere.
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0 20 40 60Less than 25%

25% - 50%

50% - 75%
More than 75%

(a) How much of the course did you en-
gage in?

0 10 20 30 40Very uninteresting (1)
Somewhat uninteresting (2)

Neutral (3)Somewhat interesting (4)Very interesting (5)

(b) Please rate this course on how interest-
ing it was:

0 20 40Not at all useful (1)Somewhat not useful (2)
Neutral (3)Somewhat useful (4)

Very useful (5)

(c) Please rate this course on how useful it
was to you:

0 10 20 30 40Very easy (1)Somewhat easy (2)
Neutral (3)Somewhat difficult (4)Very difficult (5)

(d) How easy/difficult did you find the
readings overall?

0 10 20 30 40 50Very easy (1)Somewhat easy (2)
Neutral (3)Somewhat difficult (4)Very difficult (5)

(e) How easy/difficult did you find the lec-
ture material overall?

0 10 20 30 40 50Very unlikely (1)Somewhat unlikely (2)
Neutral (3)Somewhat likely (4)

Very likely (5)

(f) How likely or unlikely are you to rec-
ommend this course to another person?

0 10 20 30 40 50Strongly disagree (1)
Disagree (2)

Neutral (3)
Agree (4)Strongly agree (5)

(g) This course cleared up a misconcep-
tion I had about AI.

0 10 20 30 40 50Strongly Disagree (1)
Disagree (2)

Neutral (3)
Agree (4)Strongly Agree (5)

(h) This course helped me understand how
AI may impact me in my specific field.

0 10 20 30 40 50Strongly Disagree (1)
Disagree (2)

Neutral (3)
Agree (4)Strongly Agree (5)

(i) I learned more from this course than
I could have on my own if I had actively
sought out the material.

Figure 1: Summary of survey responses on engagement and interest, difficulty of course materials, and overall understanding.
The blue and orange bars represent responses from students and auditors, respectively. Subtitles indicate the prompts corre-
sponding to each survey question.

We replaced the final reflection essay with a targeted
course survey which was part of the students’ course grade.
To recruit auditors to complete the survey, we sent several
targeted messages to this group through the learning man-
agement system. We encouraged them to respond to the sur-
vey regardless of the amount of the course they had com-
pleted. We collected responses from 145 course participants,
the majority (70 percent) of whom were undergraduate stu-
dents. The remaining respondents were auditors: 12 percent
were faculty, 11 percent were staff, and the remaining 7 per-
cent were graduate students or indicated other roles at UT
Austin. Among those internal to UT Austin, the majority
(54 percent) were affiliated with the College of Natural Sci-
ences, with an additional 24 percent from the College of Lib-
eral Arts and 8 percent from the McCombs School of Busi-
ness. Figure 1 summarizes the survey responses.

We first evaluated the data for course engagement. Grat-
ifyingly, the majority of respondents (73 percent) indicated
that they were likely to recommend the course to another
person. Regarding how interesting participants found the
course, 81 percent of respondents indicated that the course
was ”very interesting” or ”somewhat interesting” (average

rating of 4.14 on a 5-point Likert scale where 1 = very unin-
teresting and 5 = very interesting). Perhaps unsurprisingly,
students who were earning a grade in the course were more
engaged than auditors: 87 percent of students reported that
they engaged with more than half of the material, compared
to 63 percent of auditors. We also evaluated engagement
through attendance logs, which peaked in the first week at
387 live participants and in later weeks dropped to 170.

Open-ended questions were also used to evaluate the
course. Response to the question: “What aspect(s) of
the course did you find most useful?” were thematically
coded (Auerbach and Silverstein 2003; Saldaña 2021) to
uncover themes in participant responses. Of the 122 open-
ended responses collected, 22 percent described the variety
of guest speakers and broad overview. The lectures stood
out as a useful learning tool with 37 percent of open-ended
responses mentioning them. We also sought critical feed-
back through the open-ended question: “What aspect(s) of
the course needs improvement?” Most of the content-related
comments (19 percent of 115 open-ended responses) fo-
cused on the level and length of the reading, for example: “In
my opinion, some of the reading was mathematically chal-
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Figure 2: Retrospective pre-/post-survey questions. Each re-
sult is statistically significant, with a p-value < 0.01, n = 151
for all questions, except for Q5 where n = 150.

lenging, so I would recommend adding prerequisite courses
for students.” This was corroborated by quantitative analy-
sis, where survey respondents were asked to rate the ques-
tion: “How easy/difficult did you find the readings over-
all?” on a five-point Likert scale (1=very easy to 5=very
difficult). Of the 159 responses, a majority (51 percent) se-
lected “somewhat difficult” or “very difficult”. In an analo-
gous question about the reading, only 30 percent rated the
lecture material as difficult. Other course structure critiques
emerging in the open-ended feedback (13 percent) focused
on interactivity and specific assignments: “I would like to
see an active student community, either making the lectures
way more interactive, or implementing new and fun ideas
for students to participate in.”

Our overarching goal for this course was to improve AI
literacy for a broad audience. We utilized retrospective pre-
post survey (Geldhof et al. 2018; Howard and Dailey 1979)
questions to examine this; through the course survey given
at the end of the course, participants asked to rate their skill
level before the course and now, after taking the course on a
5-point Likert scale (1 = strongly disagree and 5 = strongly
agree). For each of ten questions probing participants’ AI
literacy, we saw an increase in the rating after taking the
course. The list of questions follows; in parenthesis fol-
lowing the question the change in rating is reported. Each
reported change is statistically significant with a P-value
< 0.01 and n = 151 for all questions (except Q5 where
n = 150). Figure 2 summarizes the average Likert rating for
each question in the survey.

1. I can define artificial intelligence (AI). (+1.27)

2. I have the necessary vocabulary to discuss AI. (+1.36)

3. I can list five examples of AI. (+1.37)

4. I can describe how AI affects my daily life. (+0.97)

5. My understanding of AI makes me well-equipped to apply it to
my future professional work. (+1.24)

6. I am prepared to weigh in on the deployment of AI in products
that affect me. (+1.29)

7. I can evaluate news stories about AI. (+1.19)

8. I can differentiate AI science from science fiction. (+1.03)

9. I am literate about the technical components of AI. (+1.36)

10. I am literate about the societal implications of AI. (+1.28)

Lessons Learned
Analysis of course feedback shed light on key considera-
tions when designing an AI literacy course for a broad audi-
ence. Course participants appreciated the variety of speakers
and connection to examples. Indeed, participants expressed
a seemingly limitless desire for additional examples in the
weekly reflection feedback. Interest in the integration of
popular news articles connected to the weekly topics was
noted frequently in the open-ended reflections as well. These
types of articles could mitigate the main course flaw, which
was that speaker-selected readings were often challenging
for our non-technical audience.

Another key takeaway is that a broad audience from dif-
ferent backgrounds can be difficult to satisfy. Auditors re-
ported less course engagement and some described having
different expectations for the course (e.g., wanting to learn
how to use AI tools, a greater focus on incorporating AI
in teaching). Some staff members with limited experience
using the University learning management system reported
difficulty navigating and finding course materials. Gratify-
ingly, despite these challenges, the audience that participated
in the final course survey improved their AI literacy.

Summary Of Lessons Learned
Engaging students and a wide variety of speakers can
pose challenges for an AI literacy course. Enrollment in
the course included 131 students and 584 auditors, which
included faculty, staff, postdoctoral fellows, graduate stu-
dents, and participants external to The University of Texas
at Austin. All UT Austin colleges were represented by audi-
tors that enrolled in the course. Surveyed auditors reported
less engagement in the course than students and some ex-
pressed having different expectations for the course.

Course participants appreciated the variety of speakers
and connection to examples—the more the better! 22%
of the 122 open-ended responses described the variety of
guest speakers and broad overview. “I loved that we heard
from different guest speakers every week; it was great to get
to see so many experts in so many different fields. I also
found the course content to be sufficiently reflective of the
instructors’ thesis that the AI problem is an interdisciplinary
problem, not just a computer science problem as is com-
monly thought of.” Some also highlighted value of connec-
tions to examples: “Anytime the material was tied into real
life examples or scenarios I found it very helpful and ap-
plicable. I also liked hearing from speakers with knowledge
of different areas of AI.” The lectures stood out as a useful
learning tool with 37% of open-ended responses mentioning
them: “I liked the lectures and content about how AI works
at a fundamental level and what we need to be aware of as
we start integrating its use in our real lives.”

The readings were the most challenging part of the
course for our non-technical audience. In response to
the open-ended survey item: “What aspect(s) of the course
needs improvement?”, most of the content-related com-
ments (19% of 115 open-ended responses) focused on the
level and length of the reading: “In my opinion, some of the
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reading was mathematically challenging, so I would recom-
mend adding prerequisite courses for students.” We provide
our reading list online,3 but based on the feedback recom-
mend revising it to include more introductory materials.

Creating an engaged student community in a one-credit
course was challenging. Other course structure critiques
(13%) focused on interactivity and specific assignments. We
address our plans for increased interactivity below.

Future Plans
Based on the feedback from this first version of the course,
we further developed it to a 3-credit-hour course, first of-
fered in fall of 20244. The expanded course covers the same
set of topics and remains geared toward a broad audience,
with no technical background. Due to the challenges in sat-
isfying the expectations of both students and a broad pool of
auditors, we designed this course exclusively for students.

We examined the readings from the first iteration of the
course, with non-computer science course staff reviewing
them and making recommendations for modification and/or
replacement. We replaced several technical readings from
journals with approachable blogs and popular news articles.
The readings were read and discussed by groups of students
using a collaborative annotation tool to foster asynchronous
discussion and a sense of community.

The three-credit course includes weekly asyncrhonous
modules with readings, videos, and assignments before an
additional synchronous session each week. During the syn-
chronous class, the instructor provides additional context,
and leads discussions about the material. Each student at-
tends class in the studio at least once during the semester,
serving as the spokesperson for a group of remote students
with whom they engage in discussion through an online
chat. A series of (non-programming) assignments familiar-
izes students with the capabilities and limitations of some
AI-based tools and technologies. A significant writing as-
signment focused on the societal and ethical implications of
AI guides students to consider its real-world applications.
Accordingly, the course satisfies an ethics requirement for
UT Austin.
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