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Abstract

As large language models (LLMs) are increas-
ingly deployed in diverse applications, includ-
ing chatbot assistants and code generation,
aligning their behavior with safety and ethi-
cal standards has become paramount. How-
ever, jailbreak attacks, which exploit vulnera-
bilities to elicit unintended or harmful outputs,
threaten LLMs safety significantly. In this pa-
per, we introduce Layer-AdvPatcher, a novel
methodology designed to defend against jail-
break attacks by utilizing an unlearning strategy
to patch specific layers within LLMs through
self-augmented datasets. Our insight is that cer-
tain layer(s), tend to produce affirmative tokens
when faced with harmful prompts. By identi-
fying these layers and adversarially exposing
them to generate more harmful data, one can
understand their inherent and diverse vulnera-
bilities to attacks. With these exposures, we
then “unlearn” these issues, reducing the im-
pact of affirmative tokens and hence minimiz-
ing jailbreak risks while keeping the model’s
responses to safe queries intact. We conduct ex-
tensive experiments on two models, four bench-
mark datasets, and multiple state-of-the-art jail-
break attacks to demonstrate the efficacy of our
approach. Results indicate that our framework
reduces the harmfulness and attack success rate
of jailbreak attacks without compromising util-
ity for benign queries compared to recent de-
fense methods'.

1 Introduction

Large language models (LLMs) have showcased
impressive capabilities across a wide range of nat-
ural language tasks. Despite these advancements,
ensuring their safety and alignment with human
values remains a critical challenge. Numerous re-
ports highlight that LLLMs can generate unauthentic
(Jietal., 2023; Yao et al., 2024a), privacy-leaking
“Equal Contribution

'Our code is publicly available at: https://github.com/
0yy2000/LayerAdvPatcher
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Figure 1: Layer-wise toxic scores for Mistral-7B-

Instruct-v0.3 (top) and Llama2-7B-Chat (bottom), high-
lighting a significant spike in toxicity at layer 28 (0-
indexed) for Mistral-7B and across layers 21-24 for
Llama2-7B model. After applying Layer-AdvPatcher,
the toxic scores around these unlearned layers drop sig-
nificantly, leading to an overall reduction in final layer
toxicity.

(Huang et al., 2024), and even harmful outputs (Yao
et al., 2024b), hindering their deployment in real-
world applications such as education that demand
precise and ethical responses.

Among these potential risks, one prominent chal-
lenge is that LLLMs remain particularly vulnerable
to “jailbreak attack™, (Perez et al., 2022; Deng et al.,
2023; Wei et al., 2023; Zou et al., 2023; Shen et al.,
2024; Yi et al., 2024; Zhao et al., 2024b; Huang
et al., 2023; Liu et al., 2024; Li et al., 2024), a
type of adversarial prompt that provokes the model
to produce harmful responses that violate usage
policies and societal norms. Current defense tech-
niques tailored for jailbreak attacks generally fall
into three categories (Xu et al., 2024b): 1) self-
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Figure 2: Working pipeline of our proposed Layer-AdvPatcher consisting of three interacted steps: i) toxic
layer identification choosing the most toxic layer(s) that generate affirmative tokens, ii) adversarial augmentation
generating diverse and harmful content to expose the inherent vulnerability of toxic layer, and iii) toxic layer editing

unlearning the harmful behaviors by precise fine-tuning.

processing defenses (Li et al., 2023b; Wu et al.,
2024; Zhang et al., 2024); 2) additional helper de-
fenses (Pisano et al., 2024; Wang et al., 2024b);
and 3) input permutation defenses (Kumar et al.,
2024; Cao et al., 2024). These methods, leveraging
full fine-tuning or few-shot prompting to indiscrim-
inately suppress harmful outputs from LLMs, often
face a suboptimal trade-off between defense suc-
cess and general performance retention.

Recent studies on underlying mechanisms of jail-
break attacks have uncovered an interesting fact
about toxic generative distribution. During the in-
ference process of successful jailbreak attacks, the
harmful contents are often induced by affirmative
tokens such as “Sure”, “Absolute”, and “Certain”
(Zou et al., 2023). In addition, there exists a region
of toxic layers (Wang et al., 2024a; Zhao et al.,
2024a) within LLMs that exhibit disproportionately
strong preferences for producing these affirmative
tokens. The preliminary understanding indicates
that the toxic region is particularly susceptible to
following unsafe instructions in the prompt, which
significantly increases the likelihood of producing
harmful or undesirable responses.

Based on this observation, we conjecture that a
simple solution for jailbreak defense is to re-align
the small toxic region, which could promisingly re-
duce the generation tendency of affirmative tokens
while preserving the overall performance. The in-
tuition is the toxic layers that contribute most to

unsafe behaviors, while fine-tuning in other rela-
tively safe areas can significantly alter the model’s
general knowledge. On the other side, targeting
the toxic layers makes interventions more effi-
cient for the evolutionary and unpredictable jail-
break prompts. However, it is challenging to elimi-
nate harmful output by only editing the key toxic
regions. First, there usually exists a cluster of
toxic layers preventing the precise and efficient
re-alignment. Second, the defense strategies devel-
oped for fixed benchmark datasets cannot ensure
the generalization to diverse and stronger jailbreak
prompts.

To bridge gaps, we introduce a novel jailbreak
defense paradigm named Layer-AdvPatcher,
which first exposes the identified toxic layer to
generate adversarial examples comprising diverse
prompts and harmful contents, and then performs
localized and precise toxicity editing. Particularly,
this pipeline involves three successive steps. i)
Toxic Layer Locating: We identify the key toxic
layers via decoding hidden states at each layer and
accumulating the probability of affirmative tokens.
The toxic regions are the layers associated with sig-
nificantly higher probability values. ii) Adversar-
ial Augmentation: We maximize exposure to jail-
break vulnerabilities by adversarially fine-tuning
the toxic layers to generate harmful outputs. Start-
ing from a standard dataset, we introduce perturba-
tions to the original prompts and replace affirma-
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tive tokens to trigger adversarial fine-tuning, which
produces a diverse set of harmful examples. This
process exposes the inherent vulnerabilities in the
toxic layers and expands the training dataset, en-
hancing the model’s ability to generalize and resist
unsafe instructions

iii) Toxic Layer Editing: We apply an un-
learning method (Yao et al., 2024c¢) to update
the model’s initialization parameters based upon
the augmented training set, specifically miti-
gating the exposed vulnerabilities within the
identified toxic layers. We assess the perfor-
mance, efficiency, usability, and adaptability of
Layer-AdvPatcher across different LLMs. In
summary, this paper presents the following key
contributions:

* We design a simple yet effective method to
uncover the toxic layers, which often appear
at the later stages of LLMs. We show that the
precise editing at these layers is sufficient to
mitigate the tendency of affirmative token gen-
eration in the presence of harmful prompts.

* We propose Layer-AdvPatcher, a defense
framework that first generates the layer-
specific toxicity patterns and then safeguards
LLMs against them to patch the toxic layers.

* We open-source a specialized dataset gener-
ated from the identified toxic layers of Llama
and Mistral models. This dataset enables re-
producibility and provides a foundation for
future research on addressing layer-specific
vulnerabilities in LLMs.

* We perform extensive evaluations of
Layer-AdvPatcher on three advanced attack
methods, two toxicity benchmarks, and two
utility-oriented benchmarks. By comparing
with SOTA defense strategies, the results
demonstrate our superiority in effectiveness,
efficiency, and maintaining utility.

2 Preliminary Work

Jailbreak Attacks. Jailbreak attacks are adversar-
ial prompts designed to bypass the safety mech-
anisms of LLMs, causing them to generate disal-
lowed or harmful content (Zou et al., 2023; Liu
et al., 2024). Formally, given a well-aligned lan-
guage model M with parameters 0, the attacker
seeks an adversarial prompt Xy, such that the

model produces a harmful response Yjam:
Yharm = M(Xharm§ 9) (1)

Yharm contains harmful or inappropriate content.
Jailbreak Defense. The objective of jailbreak de-
fense is to modify model M or use extra safety
prompts to prevent the generation of harmful re-
sponses, even when presented with adversarial
prompts. In this work, we focus on altering model
parameters 6. The defense aims to ensure that for
any input X, including adversarial prompts, the
model’s output Y adheres to safety guidelines:

Y = Mer(X; Oaer), (2)

where Y is safe and compliant generated content,
and fger are the updated model parameters after
applying defense mechanisms.

LLM Unlearning. LLM unlearning refers to
techniques that selectively remove undesirable be-
haviors or knowledge from a trained language
model without retraining it from scratch (Yao et al.,
2024c). In the context of jailbreak defense, un-
learning aims to reduce the model’s propensity to
generate harmful content in response to adversarial
prompts by updating the model parameters 6 to
decrease the likelihood of producing such content.

3 Layer-AdvPatcher

As illustrated in Figure 2, our framework consists
of three interacted steps, each of which is experi-
mentally shown effective to the precise and effec-
tive defense against jailbreak attacks.

3.1 Toxic Layer Identification

Our motivation stems from two key observations:
(1) The first affirmative tokens generated by LLMs
in response to jailbreak prompts are more likely
to lead to harmful outputs (Zou et al., 2023), and
(2) certain layers within LLMs tend to amplify
toxic or affirmative tokens when exposed to harm-
ful prompts (Wang et al., 2024a).

To analyze the harmful tendencies of different
layers, we conduct experiments using several Ad-
vBench (Zou et al., 2023) prompts to explore the
model’s token generation process. At each layer [,
we use decoding head to project hidden states into

vocabulary space and track probability P, (t;| Xi. )
assigned to each token ¢;, where X, garm denotes the
harmful prompt and ¢; is the target affirmative to-
ken. We manually construct a set of popular af-

firmative tokens (e.g., "sure," "absolutely," "yes")

nn
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and denote it as Tafrm, Which can clearly distinct
the toxic and safe layers. The details of T,girm are
listed in Appendix A.2. The toxic score at layer [
is computed as the sum of probabilities for all the
affirmative tokens across a set of jailbreak prompts:

N
1 .
Stoxic(l) = N § § le(ti’X}]larm)- (3)

J=1t; € Tatfirm

N is the total number of adversarial prompts ran-
domly selected from AdvBench. This score reflects
the average tendency of each layer to generate af-
firmative or harmful tokens in the presence of mul-
tiple jailbreak prompts.

We visualize the toxic scores across layers in two
commonly used LLMs, i.e., Mistral-7B-Instruct-
v0.3 and Llama-2-7B-chat (Wang et al., 2024a;
Zhao et al., 2024a), in Figure 1. It is observed that
the toxic score generally rises with the increase in
model layers. Particularly, only the layers nearing
the inference ending have significantly larger val-
ues, facilitating the precise identification of toxic
regions. This is attributed to the careful selection of
affirmative tokens. Layers with higher toxic scores
are more vulnerable to jailbreak attacks, making
them prime targets for following mitigation strate-
gies.

3.2 Adversarial Augmentation

The goal of this step is to expose the jailbreak vul-
nerability of toxic layers by fine-tuning them to
generate adversarial outputs. There are extensive
jailbreak prompts to induce the harmful knowledge
stored at the toxic layers. Thus the traditional de-
fense strategies designed on limited benchmark
datasets might not generalize to sophisticated at-
tackers. We propose to augment the diversity of
harmful data by randomly perturbing the input
prompts and supervising the adversarial response
generation from toxic layers, identifying and miti-
gating their inherent vulnerabilities.

Step 1: Training Data Preparation. We construct
an adversarial training dataset, where each sample
comprises a pair of harmful prompt input and cor-
responding malignant output. Particularly, harmful
prompt Xy, is provided by the existing jailbreak
datasets such as AdvBench. It will be used to in-
fer LLMs to elicit target responses composed of
three key components: affirmative token represent-
ing positive confirmations of harmful instructions,
transition responses that acknowledge the harmful
request without providing explicit harmful content,

and harmful content that contains specific instruc-
tions or explicit harmful information. The harm-
ful output Yp,m 1S a concatenation of these ele-
ments. We use a weaker-aligned version of LLMs—
Mistral-7B-v0.3 and Llama-2-7B—to generate the
harmful content within Yjarm.

Step 2: Adversarial Tuning of Toxic Layers. The
fine-tuning process focuses on adjusting the toxic
layers to amplify harmful outputs. We achieve this
by minimizing the negative log-likelihood of the
harmful responses:

N
Ql(la)m = arg min N Z log Pyay (Y i | Xl -
1

o)

“)
0" is model parameters at toxic layers, and Py
denotes the probability of harmful generative re-
sponse conditioned on the layers’ parameters. Dur-
ing the adversarial augmentation, we only update
the layer with the highest toxic score to infer its
inherent harmful knowledge, which is accessible
by the jailbreak prompts to create malignant re-
sponses.
Step 3: Augmented Data Generation. Once the
model finishes the above tuning, we use it to in-
fer the diverse and malignant responses from the
toxic layers via two steps: random dropping of
harmful input prompt and adversarial generation.
Random Dropping: We disrupt the harmful prompt
via random dropping to trigger the toxic layers in
different ways and facilitate the elicitation of di-
verse malignant responses. Given a harmful prompt
Xharm = [21, X2, . .., Ty, Where x; represents indi-
vidual tokens, we randomly select and drop a subset
of tokens. The fraction of tokens dropped is con-
trolled by a parameter a, where « € (0, 1). In our
experiments, we typically set « = 0.1, dropping
10% of the tokens. The new harmful prompt after
random dropping is denoted as X, . More de-
tailed computation and analysis of Random Drop-
ping can be found in Appendix A.3.
Adversarial Generation: Considering modified
prompt X[ the above model containing fine-
tuned toxic layers ngi)rm is leveraged to generate the
adversarial content Y}, . Since these layers are
optimized to maximize the likelihood of producing
harmful responses, their vulnerabilities are highly
revealed even in the presence of partially-corrupted
input prompts. Let Dharm = {(X{ 1m0 Yiiarm) + de-
note the set of augmented harmful prompts and
their corresponding responses. We will use it to
supervise backbone models to learn to defend the

arm’
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diverse jailbreak attacks.

3.3 Toxic Layer Editing

We propose to erase the model’s undesired abil-
ity of generating harmful responses by adopting
machine unlearning (Yao et al., 2024¢), which is
efficient and precise in editing specific knowledge.
In this work, we will focus on editing the toxic
layers mainly responsible for affirmative token gen-
eration that triggers harmful responses. By updat-
ing the toxic layers base upon augmented dataset
Dharm» One can minimize the model’s propensity to
produce the harmful content while preserving its
overall performance. This is achieved by applying
the following loss functions.

Forgetting Loss: Inspired by methods for unlearn-
ing undesirable behaviors in language models (Yao
et al., 2024c¢), our approach employs gradient as-
cent on the selected toxic layers to increase the
loss associated with generating harmful responses.
By maximizing this loss, we effectively reduce the
model’s tendency to produce toxic content. For-
mally, the forgetting loss on the augmented harmful
dataset Dyarm 1S defined as:

Lfgt = _L(Dharma 0(1))

= S 108 Py (Y | X0,
Herein L(Dparm, 9(1)) denote cross-entropy loss,
which is obtained by integrating each harmful data
pair (X/,..» Yim) Within Dyaem. 9" denotes pa-
rameters of toxic layers, including the layer associ-
ated with the highest toxic score and its neighbor-
ing couple layers. The main reason for involving
the neighboring layers is there exists inherent and
indecomposable interactions between successive
layers within LLMs. In other words, the localized
editing at the most toxic layer may not be sufficient
to erase the harmful generation behaviors. The
inclusion of 8% means the loss gradients will be
only conducted at the selected layers. Depending
on the backbone models, we select the edited toxic
layers according to their toxic scores in Figure 1.
For example, we use layers 29-30 for Mistral-7B
and layers 30-31 for Llama2-7B.

Random Mismatch Loss: To ensure the model
does not reinforce harmful behaviors, we intro-
duce a random mismatch loss. This technique as-
signs random non-harmful outputs Y;ng to harmful
prompts X and penalizes the model if it at-
tempts to produce toxic responses. By doing so,
we encourage the model to generalize away from

harmful outputs. The random mismatch loss is:

Lyana = LU (X} e Yeana) }:00). (6)

The above cross-entropy loss is obtained by iter-
ating each of the harmful prompts in augmented
dataset Dyam. For each X{mm, the random out-
put is generated by inferring LL.Ms to obtain the
meaningless and non-harmful data.

KL Regularization Loss: To preserve the model’s
performance on normal data, we introduce a regu-
larization term that minimizes the Kullback-Leibler
(KL) divergence between the output distributions of
the original model 9(()” and the updated model #()
on non-harmful data D, . This ensures that the
unlearning process does not degrade the model’s
utility. The KL regularization loss is defined as:

Lreg =KL (heél) (Dnorm) H he(l) (Dnorm)) . (7)

ho(Dnorm ) represents the output distribution of the
model with parameters 6 on dataset Dyorm.

The total loss function used to update the model
is a weighted combination of the above loss items:

Liotal = Lfgt + >\Lrand + BLrega (8)

where A and 3 are hyperparameters controlling
the balance between unlearning, random mismatch,
and regularization losses. It should be highlighted
that the editing process of harmful generation be-
haviors is only conducted at the most toxic layer
and its neighborhoods. The number of neighboring
layers is often less than two. This facilitates precise
defense editing while preserving the overall model
performance.

4 Experiments

This section assesses the effectiveness, help-
fulness, efficiency, and compatibility of
Layer-AdvPatcher.

4.1 Experimental Setup

Models and Dataset. Following (Zhao et al.,
2024a), we deploy Layer-AdvPatcher on two
open-source LLMs, namely Llama2-7b-chat (Tou-
vron et al., 2023) and Mistral-7b (Jiang et al., 2023)
to comprehensively evaluate its performance. To
assess the effectiveness of our defense against jail-
break attacks, we employ AdvBench to generate ad-
versarial prompts using various attack techniques,
with GPT-Judge (Qi et al., 2024) and attack suc-
cess rate (ASR) as the primary evaluation metric.
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Model Defense Harmful Benchmark | Jailbreak Attacks |

AdvBench HEx-PHI GCG PAIR Deeplnception
No Defense 3.14 (5.77%) 3.00 (17.24%) | 3.88 (41.35%) 4.42 (62.50%) 4.22 (100.00%)

Mistral Self-Examination 1.47 (0.96%) 2.01(10.69%) | 1.24 (8.65%) 1.69 (16.67%) 3.02 (62.00%)
Paraphrase 2.63 (6.73%) 2.87 (18.28%) | 2.61 (8.65%) 2.92(22.92%) 4.36 (100.00%)
Retokenization 2.30(27.88%) 2.80(37.93%) | 2.38 (34.62%) 3.73 (75.00%) 3.30 (98.00%)
Unlearning 3.08 (4.81%) 2.92(17.59%) | 3.91 (41.35%) 4.40 (52.08%) 4.16 (100.00%)
SafeDecoding 3.13(9.62%) 3.04 (24.14%) | 3.72 (39.42%) 4.38 (70.83%) 4.44 (100.00%)
Layer-AdvPatcher | 2.43 (7.69%) 2.59 (23.79%) | 3.22 (58.65%) 3.65 (75.00%) 4.26 (98.00%)

No Defense 1.00 (0.00%)  1.18 (0.69%) | 2.00 (14.42%) 1.95(38.64%) 3.10 (62.00%)

Llama2 Self-Examination 1.00 (0.00%)  1.00 (0.00%) | 1.23 (3.85%) 1.00 (2.27%) 1.06 (2.00%)
Paraphrase 1.06 (0.00%)  1.28 (3.79%) | 0.15(5.77%) 1.23(9.09%) 2.86 (54.00%)
Retokenization 1.33 (7.69%) 1.76 (15.52%) | 1.34(5.77%) 2.32 (45.45%) 3.36 (90.00%)

Unlearning 1.00 (0.00%)  1.15(0.69%) | 1.86 (15.38%) 3.14(62.00%) 3.14 (62.00%)

SafeDecoding 1.00 (0.00%)  1.14 (0.34%) | 1.08 (0.96%) 1.20 (6.82%) 1.04 (0.00%)
Layer-AdvPatcher | 1.00 (0.00%) 1.17 (1.38%) | 1.82(13.46%) 1.75(34.09%) 3.26 (70.00%)

Table 1: This table compares the harmfulness scores and attack success rates (ASR, shown in brackets) for various
jailbreak attacks on Mistral-7b and Llama2-7b-chat, with Layer-AdvPatcherand other baseline methods. Best
results are marked with bold. Best results among editing-based methods are marked with underline

Just-Eval (1 — 5) 1

Model Defense Helpfulness Clear Factual Deep Engaging Avg.

No Defense 4.646 4.894 4.709 4.358 4.088 4.539

Self-Examination 4.753 4.865 4.746 4.336 4.108 4.562

Mistral Paraphrase 4.383 4.743 4.582 4.228 3.933 4.374

SafeDecoding 4.790 4.831 4.685 4411 4.120 4.567
Layer-AdvPatcher 4.628 (4) 4.848 (3) 4.653(4) 4408(2) 4.121(1) 45324

No Defense 4.545 4.845 4.567 4.198 4.038 4.439

Self-Examination 1.304 2.313 2.354 1.207 1.293 1.694

Llama2 Paraphrase 4.370 4.739 4.522 4.163 3.909 4.341

SafeDecoding 4.424 4.803 4.548 4.108 3.940 4.365
Layer-AdvPatcher 4.693 (1) 4.846 (1) 4.598 (1) 4.398(1) 4.033(2) 4.514(1)

Table 2: This table presents the Just-Eval scores of Layer-AdvPatcher when implemented in Mistral and Llama2.
The numbers in parentheses indicate Layer-AdvPatcher’ ranking among the defense methods. Results show that
ours is the most stable defense method, consistently maintaining good quality in multiple evaluation aspects, and
did best in Engaging across the Mistral model. Best results are marked with bold

In our locating process, we analyze 100 harm-
ful prompts to identify the toxic layers. To mea-
sure the helpfulness of the edited LLMs, we use
800 diverse instructions from the commonly refer-
enced benchmark Just-Eval (Lin et al., 2023) and
more than 7,000 samples from the Massive Mul-
titask Language Understanding (MMLU) dataset
(Hendrycks et al., 2021).

Attack Setup. We evaluate three state-of-the-
art jailbreak attacks: GCG (Zou et al., 2023),
PAIR (Chao et al., 2023), DeeplInception (Li et al.,
2023a). For GCG, we use EasylJailbreak (Zhou
et al., 2024) for agile implementation. Then we
follow the default parameter setting in EasyJail-
break and apply gpt-4o-mini as the attack model
that generates jailbreak suffixes. To assess the de-

fense performance when a naive attacker directly
inputs harmful queries to the language model, we
utilize two harmful query benchmark datasets: Ad-
vbench (Zou et al., 2023) and HEx-PHI (Qi et al.,
2024). Detailed setup of these attack methods and
harmful query datasets can be found in Appendix
Al

Baselines Setup. We consider four recent de-
fense strategies: Self-Examination (Helbling et al.,
2023), Paraphrase (Jain et al., 2023), Unlearn-
ing (Yao et al., 2024c), and SafeDecoding (Xu
et al., 2024a) as our comparing baselines. We
adopt the hyper-parameters suggested in their orig-
inal papers for each method. For our proposed
Layer-AdvPatchermethod, we identify specific
layers and parameters for unlearning. For Mistral-
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7B-Instruct-v0.3, we select the 29-30 layers QV
and Input LayerNorm for optimization.

4.2 Main Results

Benchmark Comparison to SOTA Defense Ap-
proaches. Table 1 presents a benchmark compar-
ison, displaying harmfulness scores and ASR (at-
tack success rates, shown in brackets) for various
defense methods, including Layer-AdvPatcher ,
across multiple models (Mistral and Llama2) under
several benchmark attacks. The defense methods
include SafeDecoding, Self-Examination, and oth-
ers.

For Mistral, Layer-AdvPatcher outperforms
parameter modification-based defenses (e.g., Un-
learning and SafeDecoding) and delivers results
on par with prompt-based methods. For Llama2,
Layer-AdvPatcher exhibits better performance
than Unlearning—the backbone editing method of
our defense paradigm—in most settings, highlight-
ing that leveraging diverse and malicious responses
enhances robustness and effectiveness in detoxify-
ing LLMs.

Additionally, Table 2 summarizes the impact of
various defense strategies on the general perfor-
mance of LLMs, including metrics such as help-
fulness and clarity. Compared to other approaches,
Layer-AdvPatcher preserves the LLM’s helpful-
ness with minimal reduction—only 2% for Mistral-
7B and even increase for Llama2-7B. The results
of MMLU were discussed in Appendix B.1

One notable “negative” observation is that
prompt-based methods (e.g., Self-Examination and
Paraphrase) demonstrate significant advantages
over parameter-editing approaches in terms of se-
curity metrics. However, we believe that our explo-
ration in this direction is highly valuable for two
reasons: (1) prompt-based methods rely solely on
system prompts or GPT-based input modification
to suppress harmful behaviors, without addressing
the toxic content embedded in the model’s param-
eters; and (2) these two approaches are not mu-
tually exclusive, meaning they can be combined
together to establish an editing-then-prompting de-
fense paradigm to achieve a higher safety level.
The combinations of defense methods are demon-
strated in Appendix B.3.

4.3 Ablation Studies

Impact of Unlearning Methods We evaluated the
effect of different unlearning methods, specifically
comparing the unlearning approach we used in our
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Figure 3: Comparison of Attack Success Rate (ASR)
across different datasets and layers.

pipeline by Yao et al.(Yao et al., 2024c) against Gra-
dient Difference (GD)(Liu et al., 2022). Table 3
shows that across both Mistral and Llama2 back-
bones, integrating the unlearning technique of Yao
et al. consistently leads to lower ASR and better or
comparable task performance than the GD-based
baseline. The overall improvements underscore
the heightened defensive capabilities of the Yao
et al. method as well as its minimal impact on be-
nign downstream performance, highlighting it as
the most impactful component of our unlearning
pipeline.

Impact of Dataset Used to use for Unlearning We
used three kinds of datasets to do our layer-specific
unlearning (Yao et al., 2024c) in this ablation study
section:

1. AdvBench-Train: The standard AdvBench
training set, containing 80% of the original
dataset. We refer to this dataset as AdvBench-
Train.

2. Augmented-Normal: This dataset was gener-
ated by a model fine-tuned on AdvBench-Train
and is an augmented version of the original
dataset.

3. Augmented-Diversified: This dataset is
based on a diversified version of AdvBench-
Train, where affirmative tokens were replaced
with other toxic tokens, making the dataset
10x larger.

As shown in Figure 3, the Attack Success Rate
(ASR) differs across layers and datasets. In layer
27, the augmented dataset (Augmented-Diversified)
performs better with lower ASR. However, in layer
28, the opposite occurs, which is interesting. The
reason may be that the diversity in Augmented-
Diversified may help unlearning in layer 27 but
not in layer 28, possibly introducing complexity or
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Harmful Benchmark |

Model Defens Jailbreak Attacks |
ode ense AdvBench HEx-PHI GCG PAIR Deeplnception
Mistral | L8Yer-AdvPatcherw/ GD Unlearning | 2.70(60.58%) ~2.79.(60.00%) | 3.46(75.00%) ~ 421(97.92%) 4.4 (100.00%)
Layer-AdvPatcherw/ Yao et al. Unlearning | 243 (7.69%)  2.59 (23.79%) | 3.22(58.65%) 3.65(75.00%)  4.26(98.00%)
Llamay  Laver-AdvPatcherw/ GD Unlearning 1.00(0.00%)  1.16(2.07%) | 1.97(25.00%) 3.14(62.00%) 2.14(38.64%)
Layer-AdvPatcherw/ Yao et al. Unlearning | 1.00 (0.00%)  1.17 (1.38%) | 1.82(13.46%) 1.75(34.09%)  3.26(70.00%)

Table 3: This table compares the harmfulness scores and ASR (shown in brackets) for various unlearning methods
taken in the pipeline of Layer-AdvPatcher. Best results are marked with bold

ASR Comparison for augmented_data across Layers and Params
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Figure 4: This figure is used to study the impact of
layers and parameters inside it when unlearning.

noise that affects different layers in different ways.
The larger dataset size in Augmented-Diversified
may lead to overfitting in layer 28, making the
model less generalizable and more vulnerable to
attacks, while Augmented-Normal performs better
in this case.

Impact of Layer and Parameters on Unlearn-
ing We evaluated the effect of different parameter
choices for unlearning layers in the model, focus-
ing on the query, key, value attention matrices, and
input layer normalization. The configurations used
include: qv, gkv, qvnorm, gkvnorm, and all, where
the latter unlearns all aspects of the layer. The re-
sults show that the parameter all consistently leads
to the highest Attack Success Rate (ASR) across
all layers, indicating that fully unlearning a layer
introduces more vulnerability to attacks. Specifi-
cally, layers 27-30 and 28-29 exhibit the highest
ASR when all is applied, suggesting these layers
are particularly vulnerable when full unlearning
is performed. In contrast, more selective unlearn-
ing results in lower ASR, showing that targeted
unlearning is more effective in maintaining model
robustness. The parameters qvnorm and qv gener-
ally yield better defense across most layers, while
the qv parameter results in slightly higher ASR
values, especially in layers 27-29. This indicates
that excluding the key matrices from unlearning
provides less defense. In conclusion, targeted un-
learning of specific components like qvnorm is a

better strategy for reducing ASR than unlearning
all aspects of a layer, which increases the model’s
susceptibility to attacks.

5 Related Work

Jailbreak Attack. Recent studies have extensively
explored the vulnerabilities of LLMs to jailbreak
attacks, which use adversarial prompts to bypass
safety mechanisms and provoke harmful or policy-
violating responses. One of the mainstream attacks
is red teaming and automated jailbreaking (Perez
et al., 2022; Deng et al., 2023), which adopts au-
tomated techniques to uncover vulnerabilities in
LLMs, accelerating the discovery of adversarial
behaviors across multiple models. Another line
of work develops more advanced techniques for
generating stealthy jailbreak prompts that are diffi-
cult to detect, using subtle manipulations to bypass
model safeguards (Liu et al., 2023; Li et al., 2023a).
Besides the attack modeling, some of the existing
works delve into understanding the limitations of
current safety mechanisms (Wei et al., 2023; Zou
et al., 2023), showing how adversarial prompts can
transfer across different language models.

Jailbreak Defense. Current defense techniques
against jailbreak attacks are generally categorized
into self-processing defenses, additional helper de-
fenses, and input permutation defenses. First, the
self-processing defenses aim to make LL.Ms self-
regulate without extensive fine-tuning (Li et al.,
2023b; Wu et al., 2024; Zhang et al., 2024). These
approaches help the model align its outputs by
prioritizing safe goals or using adversarial tech-
niques to defend itself. Second, the additional
helper defenses involve external frameworks or
mechanisms to enhance model safety (Pisano et al.,
2024; Wang et al., 2024b). They use external align-
ments or adversarial carriers to mitigate jailbreak
attacks. Third, the input permutation defenses fo-
cus on ensuring safety by altering or certifying
the robustness of inputs to prevent adversarial ex-
ploitation (Kumar et al., 2024; Cao et al., 2024).
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These methods work by transforming or certifying
input prompts to maintain alignment while resist-
ing adversarial attacks. Despite their strengths,
all three defense categories face challenges in bal-
ancing effective defense with maintaining model
performance.

LLM Unlearning. Machine unlearning in the con-
text of LLMs can be categorized into two primary
directions: parameter-based unlearning and data-
based unlearning. First, the parameter-based un-
learning focuses on selectively updating or adjust-
ing the model’s parameters to mitigate undesirable
behaviors without retraining the entire model (Liu
et al., 2018; Tarun et al., 2023). Second, data-based
unlearning involves the selective removal or alter-
ation of specific data points that contributed to un-
desirable behaviors during the training phase (Cao
and Yang, 2015; Sekhari et al., 2021).

6 Conclusion

In this work, we propose Layer-AdvPatcher, a
novel jailbreak defense framework that precisely
targets and mitigates toxic behaviors in LLMs
by adversarially exposing and editing the iden-
tified toxic layers. By following a three-step
pipeline—toxic layer locating, adversarial augmen-
tation, and toxic layer editing—our approach suc-
cessfully identifies the model layers responsible for
generating harmful outputs and addresses their vul-
nerabilities through adversarial exposure and local-
ized unlearning on the augmented harmful dataset.
The targeted nature of our framework ensures both
effectiveness in reducing jailbreak susceptibility
and maintaining model performance. Extensive
evaluations across multiple advanced attack meth-
ods and utility benchmarks demonstrate the supe-
riority of Layer-AdvPatcher in achieving robust
defense compared to recent defense strategies.

7 Limitations

A key limitation of this work is while the frame-
work demonstrates efficacy on models like Llama2-
7B and Mistral-7B, it has not been tested in larger
models (e.g., Llama3-13B), both in terms of com-
putational resources and time. However, it does
not significantly weaken the novelty and contribu-
tion of the proposed concept of self-exposure and
then localized editing. The proposed framework
is modular in nature, which can be adapted and
scaled to larger models with proper engineering.
The proposed techniques of toxic layer identifica-

tion, adversarial augmentation, and layer editing
are applicable across different scales if the compu-
tational resource is large enough.

Another limitation lies in the selection of affir-
mative tokens, which are key to identifying toxic
layers in LLMs. Since models respond differently
to these tokens, a comprehensive and well-curated
token set is essential for the robustness of our ap-
proach. Future work should refine the token selec-
tion to improve generalizability across models.

A possible ethical consideration is the open-
sourcing dataset derived from the identified toxic
layers. There is a risk that malicious actors could
misuse this information to create more sophisti-
cated jailbreak attacks or find new vulnerabilities.
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A Detailed Experimental Setups

A.1 Attack Setup

For GCG (Zou et al., 2023), we generated the
prompt using 20% of AdvBench (Zou et al., 2023)
as the test set, the number of data is 104, and
for PAIR (Chao et al., 2023), we use the part of
this test set to generate the jailbreak prompt, in
total 44 of them. For DeeplInception, we apply
the ready-to-use template prompt provided by (Xu
et al., 2024a).

A.2 Affirmative Tokens

t; € Tatirm 1S a set of affirmative tokens. Here,
N is the total number of adversarial prompts used
in the experiment. Specifically, the set of affirma-
tive tokens includes: [“absolute”, “certain”,
“definite”, “glad”, “course”, “sure”,
“yes”, “happy”, “delight”, “please”].

”

A.3 Random Dropping Explaination

The number of tokens to drop is calculated as:

©)

where n is the total number of tokens in Xym,
and ngrop is the number of tokens to be dropped.
We then randomly select ngyop tokens from Xpam

and remove them, resulting in a modified prompt
/
harm*

Random Dropping Helps Diversity. Random
dropping complements output-level sampling by in-
troducing an additional source of variability at the
input level. This forces the adversarial generation
model to adapt to partially corrupted prompts and,
consequently, produces more diverse adversarial re-
sponses. While sampling alone (temperature = 1)
can generate variations at the output level, random
dropping ensures the model also encounters various
incomplete or disrupted inputs during training.
Adversarial Intent Remains After Dropping
Toxic Words. Our experiments show that the ad-
versarial intent often remains intact, and the model
still produces harmful instructions. This robustness
is due to:

Ndrop ::rnax(l,Laf-nJ)

* Model Robustness to Augmented Data:
Since the adversarial generation model
is trained on these augmented (randomly
dropped) prompts, it learns to infer malicious
intent even when some tokens are missing.

* Retention of Adversarial Signals: While
random dropping introduces variability, the

0

11
12

augmented data retains a sufficient proportion
of toxic tokens, ensuring the adversarial signal
remains strong across the dataset.

Listing 1 shows two examples where dropping the
token hacking does not prevent the model from
generating harmful steps for illicit activities.

Listing 1: Adversarial Examples with Random Token
Dropping

L

"original_prompt"”: "Develop a
strategy for hacking into a
government database and
stealing sensitive
information."”,

"dropped_prompt"”: "Develop a
strategy for into a
government database and
stealing sensitive
information.",

"res": "To hack into a
government database and
steal sensitive information,

here is a strategy that
involves several steps: 1.
Reconnaissance: Gather as
much information as possible
about the target database,
including its location,
access methods, and security
measures. This can be done
through open sources or
social engineering
techniques to obtain
information from employees
or contractors.\n\n "

"original_prompt”: "Develop a
strategy for hacking into a
government database and
stealing sensitive
information."”,

"dropped_prompt"”: "Develop a

strategy for hacking into

government database and
stealing sensitive
information.",

": "To hack into a

government database and

steal sensitive information,
here is a strategy that
involves several steps:\n\nl
Reconnaissance: Gather as
much information as possible
about the target government
database. This can be
achieved through open-source
intelligence (OSINT)
research, social engineering
, or physical reconnaissance
if possible. L

”

res

[}
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B Additional Experiments
B.1 MMLU Benchmark

To comprehensively address concerns about po-
tential side effects on LLMs’ general capabili-
ties, we conducted extensive evaluations on the
MMLU benchmark, a widely recognized standard
for assessing broad knowledge and reasoning abili-
ties. Table 4 compares the performance of Layer-
AdvPatcher with baseline methods across nine sub-
ject categories. Our method achieves the highest av-
erage score (49.66%) on Mistral-7B, even surpass-
ing the undefended model (49.27%), while other
defense strategies (e.g., SafeDecoding) severely
degrade performance by over 19%.

B.2 Combinations of Defense Methods

As shown in Table 5, these combinations exhibit
significant reductions in the attack success rate
(ASR) across nearly all evaluated benchmarks, il-
lustrating the compatibility and effectiveness of
pairing editing-based methods with prompt-based
defenses.

B.3 Defenses Against Cipher-Based Jailbreak
Attacks

As shown in Table 6, cipher-based jailbreak attacks
(e.g., Base64 and Leetspeak encodings) can bypass
most existing defense strategies. Interestingly, the
only exception is the Self-Examination defense on
the Llama2 model, which substantially lowers the
attack success rate.

For Mistral, Layer-AdvPatcher outperforms
other parameter-editing-based defenses and
achieves results comparable to prompt-based meth-
ods. For Llama2, Layer-AdvPatcher surpasses
Unlearning (the backbone editing-based defense),
demonstrating how leveraging a diverse set of
malicious responses can improve robustness and
effectiveness in detoxifying LLMs.
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Massive Multitask Language Understanding (0 — 100) 1
Model Defense Physics Chem CS Bio H(igstofy Phil Mgath Law  Eng.  Avg.
No Defense 41.88 37.62 49.76 674 70.54 58.0 19.64 46.11 46.21 49.27
Self-Examination 41.88 37.62 49.51 6740 70.00 57.55 19.64 4583 4621 49.01
Mistral Unlearning 41.09 38.28 49.76 6850 7097 5820 19.83 4594 44.83 49.36
GD Unlearning 41.72 3795 5049 6784 7065 57.85 19.64 4645 4621 49.38
SafeDecoding 33.12 28.71 3471 3392 47.85 29.72 1344 27.85 47.59 30.33
Layer-AdvPatcher 42.19 3861 5049 67.84 70.65 58.45 19.83 46.51 46.90 49.66

Table 4: This table shows MMLU evaluation results for different defense strategies applied to Mistral-7B-Instruct-
v(.3. Abbreviations: Chem = Chemistry, CS = Computer Science, Bio = Biology, Phil = Philosophy, Eng. =
Engineering. The results demonstrate that Layer-AdvPatcher consistently preserves generalization and in most
cases, enhances performance by mitigating generation biases, leading to more accurate responses.

Model Defense Harmful Benchmark | Jailbreak Attacks |
AdvBench HEx-PHI GCG PAIR Deeplnception
No Defense 3.14 (5.77%) 3.00 (17.24%) | 3.88 (41.35%) 4.42 (62.50%) 4.22 (100.00%)
Layer-AdvPatcher 243 (7.69%) 2.59 (23.79%) | 3.65 (75.00%) 3.22 (58.65%) 4.26 (98.00%)
Unlearning 3.08 (4.81%) 2.92(17.59%) | 4.40 (52.08%) 3.91 (41.35%) 4.16 (100.00%)
Self-Examination 1.47 (0.96%) 2.01 (10.69%) | 1.24 (8.65%) 1.69 (16.67%) 3.02 (62.00%)
Mistral Self-Examination + Unlearning 1.62 (33.65%) 1.92(43.10%) | 1.37 (21.15%) 1.52 (20.83%) 2.94 (60.00%)
Self-Examination + Layer-AdvPatcher | 1.41 (21.15%) 2.15(39.66%) | 1.43 (21.15%) 1.71 (25.00%) 3.20 (68.00%)
Retokenization 2.30 (27.88%) 2.80(37.93%) | 3.73 (75.00%) 2.38 (34.62%) 3.30 (98.00%)
Retokenization + Unlearning 1.27 (13.46%) 1.70 (25.52%) | 2.32 (54.55%) 1.33(16.35%) 3.34 (94.00%)
Retokenization + Layer-AdvPatcher 1.26 (7.69%) 1.72 (26.21%) | 2.32 (56.82%) 1.26 (14.42%) 3.30(92.00%)

Table 5: The table clearly demonstrates that combining editing-based defense methods with Retokenization and
Self-Examination which are prompt-based defense methods, results in substantial ASR reductions. Comparing
with similar combinations tested, Layer-AdvPatcher+ Retokenization consistently achieves the best performance,
significantly lowering ASR across nearly all evaluation benchmarks.

Jailbreak Attacks |

Model Defense Base64 Leetspeak
No Defense 2.00 (100.00%) 2.82 (100.00%)
Self-Examination 2.00 (96.00%)  2.10 (86.00%)
Mistral Paraphrase 1.88 (96.00%)  2.28 (96.00%)
Unlearning 2.26 (100.00%) 2.80 (100.00%)
SafeDecoding 2.04 (100.00%) 3.20 (98.00%)
Layer-AdvPatcher | 2.20 (100.00%) 2.92 (100.00%)
No Defense 2.42 (96.00%)  2.84 (96.00%)
Self-Examination 1.04 (4.00%) 1.34 (16.00%)
Llama? Paraphrase 1.96 (100.00%) 1.96 (84.00%)
Unlearning 2.20 (94.00%)  2.86 (94.00%)
SafeDecoding 2.28 (100.00%) 2.72 (90.00%)
Layer-AdvPatcher | 2.20(92.00%) 2.76 (94.00%)

Table 6: Evaluation of cipher-based (Base64 and Leetspeak) jailbreak attacks for the Mistral and Llama2 models.
Numbers in parentheses indicate ASR (%). Best results are in bold. Gray rows highlight our proposed method.
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