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Abstract—Artificial Intelligence (Al) technologies have
become increasingly pervasive in our daily lives. Recent
breakthroughs such as large language models (LLMs) are
being increasingly used globally to enhance their work
methods and boost productivity. However, the advent of
these technologies has also brought forth new challenges in
the critical area of social cybersecurity. While Al has
broadened new frontiers in addressing social issues, such as
cyberharassment and cyberbullying, it has also worsened
existing social issues such as the generation of hateful
content, bias, and demographic prejudices. Although the
interplay between Al and social cybersecurity has gained
much attention from the research community, very few
educational materials have been designed to engage
students by integrating Al and socially relevant cybersecurity
through an interdisciplinary approach. In this paper, we
present our newly designed open-learning platform, which
can be used to meet the ever-increasing demand for
advanced training in the intersection of Al and social
cybersecurity. The designed platform, which consists of
hands-on labs and education materials, incorporates the
latest research results in Al-based social cybersecurity, such
as cyberharassment detection, Al bias and prejudice, and
adversarial attacks on Al-powered systems, are implemented
using Jupyter Notebook, an open-source interactive
computing platform for effective hands-on learning. Through
a user study of 201 students from two universities, we
demonstrate that students have a better understanding of Al-
based social cybersecurity issues and mitigation after doing
the labs, and they are enthusiastic about learning to use Al
algorithms in addressing social cybersecurity challenges for
social good.
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I. INTRODUCTION

Artificial Intelligence (Al) technologies have been steadily
permeating our everyday lives. From Al-powered chatbots
such as ChatGPT [3] and Bard [6] to image generation Al such
as StableDiffusion [12] and DALL-E 2 [5], Al-powered
technologies are being globally used by people to optimize
their work strategies and enhance productivity [35]. For
instance, OpenAl's ChatGPT achieved 100 million monthly
active users in January 2023, making it the fastest-growing
application in history [30]. While the rise of these technologies
has expanded new frontiers in addressing social cybersecurity
[9] challenges such as the detection of cyberharassment (e.qg.,
cyberbullying and cyberhate) [41], they have also exacerbated
other challenges. For instance, Large language models (LLM),
such as ChatGPT [3], can be potentially used to automate the
creation and dissemination of large amounts of hate speech
and toxic language and generate disinformation at an
unprecedented scale [48]. Generative Als such as
StableDiffusion [12] and DALL-E 2 [5] have been used to create
realistic-looking nonconsensual intimate images of women
celebrities and social media users [13]. Concerns have also
been raised about the capability of ChatGPT [3] in
compounding social problems of fairness and ethics through
the use of biased training data [32], [34]. The threat of Al on
the social security and safety of our cyberspaces has
heightened anxiety and unease among governments, nations,
and the research community. The Italian government has
recently blocked ChatGPT citing privacy concerns [4],
proposals calling for the regulation of generative Al
development have been recently introduced in the US senate
owing to national security concerns [11], and researchers have
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called for a 6-month moratorium on training systems that are
“more powerful than GPT-4" [1]. Moreover, a recently
published White House fact sheet has called for urgent actions
to promote socially secure generative Al use for the public
good [14].

We argue that Al has immense potential to solve critical
social cybersecurity problems, but also has the capability to
exacerbate these problems further. Automatic detection
methods of both text-based and image-based cyberbullying
using Al techniques have emerged [46]. Internet companies
such as Facebook and Google have also deployed Al
algorithms to detect toxic content on social media [2], [7].
Meanwhile, adversaries may exploit vulnerabilities of Al-based
classifiers to evade existing cyberharassment detectors [25],
[31], [45]. In addition, there exist social problems, such as
fairness and ethics, in Al models for cyberharassment
detection. For example, some particular demographic groups
are unfairly treated by Al-based detectors [39]. Concerns have
been raised that the vulnerabilities of Al models as well as the
robustness against attacks are biased towards
underrepresented groups [34]. As such, an unfair Al-based
cyberharassment detection system may perpetuate and
aggravate existing prejudices and inequalities in society.

Despite progress in the research community, very few
educational materials have been designed to engage students
by integrating Al and social cybersecurity through an
interdisciplinary approach. This paper presents our initial
progress in  developing Al-based  socially-relevant
cybersecurity hands-on labs and education materials, which
provide students with an in-depth understanding of social
security problems and Al techniques through their own
experimentation. Our labs cover different dimensions of Al-
based cyberharassment detection systems and demonstrate
the interplay between Al and cybersecurity: i) Al for social
cybersecurity, and ii) vulnerabilities and social issues in Al
algorithms. These labs have been developed using IPython-
based Jupyter Notebook (a web-based interactive software
development environment) and can be made available using
several cloud-based platforms, such as Google’s Colaboratory
(Colab) [19] and CloudLab [23]. These labs function as
standalone modules, allowing flexibility in their integration
into different curricula. Instructors can choose to incorporate
them as independent learning units, supplementing relevant
course topics or using them as optional enrichment activities.

We have conducted pilot studies using the text-based
cyber-harassment detection lab at two universities and 201
students participated in surveys before and after taking the
lab. Our survey results demonstrate that students have a
better understanding of Al-based cyberharassment detection
after participating in our pilot lab, and they also acquired
research interests in using Al algorithms to address
cyberharassment issues. We maintain a project website for
our hands-on labs and the detailed instructions for our labs
and datasets are available at https://cuadvancelab.github.io/.
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It is the first version and we will keep updating them as
necessary.

[l. DESIGN OF AI-CENTERED SOCIAL CYBERSECURITY
LEARNING PLATFORM

We drive our work with the following research questions:

RQ1: How can Al-centered social cybersecurity education be
enhanced for a diverse audience?

An important objective of our design is to build an easy-to-
use learning platform to foster Al-centered social
cybersecurity education and research. To this end, we develop
our labs based on PyTorch [37] programming framework using
the Jupyter Notebook [8] on Google Colab platform [19]. The
PyTorch framework features high extensibility and
customization, thereby allowing quick additions of new labs
and seamless inclusion of several necessary algorithms used
in our labs. Google Colab is a cloud-based Jupyter Notebook
that enables users to run and execute Python code remotely
with minimal setup. lts cell-based design allows for easy
visualization of code outputs, which is useful for debugging
machine learning models. It can be easily integrated with
machine learning frameworks, such as TensorFlow, and
PyTorch, and data exploration tools, such as Pandas.
Importantly, users have free access to GPUs required for
training machine learning models. Furthermore, we develop
two versions of each lab, suitable for a student audience with
a technical background and without a technical background,
respectively.

A secondary objective of our work is to teach and
demonstrate a dual role of Al in social cybersecurity - one
where Al is used to defend against social cybersecurity
threats, such as detecting cyberbullying and online hate, and
the other where Al is misused to perpetrate or exacerbate
social cybersecurity issues, such as bias and disparity. To this
end, labs 1-3 focus on how Al can be used to defend against
social cybersecurity problems, and labs 4-6 focus on how Al
could cause or exacerbate these problems.

RQ2: What is the effectiveness of the novel learning platform
in teaching Al-centered social cybersecurity concepts?

To address the second research question, we conducted a
large-scale user study consisting of students from diverse
backgrounds from two public universities in the United States.
In the study, we measure students’ understanding of Al-based
social cybersecurity issues and their mitigation, as well as
their enthusiasm and interest in the topic before and after
doing the labs, and use these results to measure the
effectiveness of our learning platform in achieving our
education goals.

A. Lab Module Overview

The Al-based cyberharassment detection labs consist of
six lab modules that cover four dimensions of Al-
cybersecurity: 1) positive use of Al for detecting
cyberharassment and cyberbullying; 2) vulnerabilities of Al-
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classifiers for cyberharassment detection and negative use of
Al (e.qg., deepfakes [42]) in engendering cyberharassment; 3)
social issues in Al models for cyberharassment detection (i.e.,
bias, fairness, and trustworthiness); and 4) strengthening Al
models for robust cyberharassment detection. The objectives
are to teach students how to utilize Al techniques to detect
cyberharassment, the vulnerabilities of these algorithms to
adversarial attacks, and potential social problems in Al
models.

Each lab module offers a detailed problem definition,
learning goal, quizzes, and brainstorming questions
(challenging tasks). Quizzes allow us to evaluate how well
students understand each lab and the concepts involved. The
brainstorming questions are designed to train students to
think critically about future research needed to address the
limitations of the current solutions and encourage them to
participate in research on Al-centered cybersecurity. In what
follows we briefly describe the six lab modules. More
specifically, we tailored each lab module to cater to two
distinct student audiences. This means that each lab comes
in two different versions. One version is designed for students
with little to no background in computer science. In this
version, we aim for students to gain foundational knowledge
in machine learning and Al-related cybersecurity, thereby
appreciating the pivotal role Al can play in our digital
ecosystem, understanding the risks that exist, and exploring
new ideas in Al-centered social cybersecurity in light of their
own unique backgrounds. The other version is tailored for
students majoring in computer science or those with
substantial programming skills. For these students, the lab
introduces more advanced machine-learning concepts.
Furthermore, students are expected to engage in programming
tasks to fully realize the lab’s objectives.

1) Lab 1: Al for Text-based Cyberbullying Moderation

Problem Definition: Cyberbullying involves perpetrators
bullying victims by sending or sharing negative, harmful, false,
or mean content, where the text (e.g., text message, email, or
tweet) is the most common form used by perpetrators. As
more teens increase their online presence, especially social
media usage, the number of cyberbullying victims is expected
to increase. Automatically detecting cyberharassment makes
it easier and faster to protect the most vulnerable and enables
platforms to give their users the ability to limit exposure to
such toxic content.

Learning Objectives: Students will understand how to
utilize an Al model to detect cyberharassment and understand
the iterative nature of developing an Al model by
experimenting with different hyperparameters. Students will
gain firsthand experience in using Al models to distinguish
cyberbullying from non-cyberbullying content, including model
structure selection, feature selection, training, and prediction.
Students will also learn the main metrics used in evaluating Al-
based classifiers, such as false positives, false negatives,
precision, recall, and F1 score.
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2) Lab 2: Al for Multimodal Cyberbullying Moderation

Problem Definition: Recent technological advancements
have led to a new cyberbullying paradigm, where perpetrators
use visual media to bully their victims by sending and
distributing images with cyberbullying content. The detection
of multimodal cyberbullying is challenging given its highly
personalized and contextual nature.

Learning Objective: For the visual factor identification and
extraction, students will learn to use state-of-the-art tools to
extract visual factors from images, e.g., using OpenPose [21]
to estimate the body-pose and using OpenFace [17] to extract
the emotions of a person in images. Students will learn how to
combine low-level image features with high-level visual
factors using feature fusion techniques. Students will also
learn to employ deep neural networks (e.g., ResNet [27]) for
cyberbullying detection in images.

3) Lab 3: Interpretability of Al for Cyberbullying Detection

Problem Definition: Al-based models have been deployed
in practical applications to detect cyberharassment. Yet, much
of their inner workings are still a “black box”, i.e., it is not clear
to a human, how an Al model makes predictions. The
importance of interpreting Al predictions is more crucial in
security applications such as cyberharassment detection,
because of the farreaching consequences of such
predictions.

Learning Objective: Students will learn Al interpretability in
both text and image-based models. Students will learn how to
interpret text-based models with techniques such as Local
Interpretable Modelagnostic  Explanations (LIME) [38].
Students will also learn how to interpret the predictions made
by image-based models using techniques such as Class
Activation Maps [47] (CAM) and Gradient-based CAMs [40]
(Grad-CAMs).

4) Lab 4: Adversarial Attacks on Harmful Image Detection

Problem Definition: While Al can be a useful tool in the
fight against cyberharassment, it is vulnerable to adversarial
attacks. For example, attackers may poison the dataset to
trick the model or install backdoors so that the Al model
operates normally until a trigger is presented to cause
misclassification. Several attacks based on images and text,
e.g., Fast Gradient Sign attack [24] (FGSM), DeepFool [33], and
TextFooler [28] have demonstrated the vulnerability of Al
systems to adversarial attacks.

Learning Objective: Students will obtain an understanding
of potential vulnerabilities in Al systems. Students will learn
how to craft adversarial attacks in both image and text-based
cyberharassment detection systems. Students will also learn
representative defense techniques against adversarial attacks
in Al models.

5) Lab 5: Disparity in Al-based Cyberharassment Models

Problem Definition: Al is capable of enhancing cyber-
harassment detection whereas it may inherit demographic
prejudice from training data or aggravate social inequalities
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during the design and training phases unintentionally.
Consequently, the cyberharassment from/against some
groups may be misrecognized by such Al detection models,
which leads to disparity and inequalities against minorities.

Learning Objective: Students will build/apply cyber-
harassment detection models from/to real-world data and
understand the demographic disparity of detection models
against certain underrepresented groups. Students will
investigate how demographic bias [22] and gender bias [20]
inadvertently impact a cyberharassment detection model.

6) Lab 6: Debiasing Al-based Cyberharassment Models

Problem Definition: Fairness-enhanced Al models have
been extensively studied in traditional tasks, e.g.,
classification, regression, and dimensional reduction. It is
imperative to mitigate bias from the unfair cyberharassment
detection models. Fairness in cyberharassment detection can
be enhanced by eliminating the bias from the training data and
representation learning, incorporating debiasing constraints in
Al models, and remedying unfair predictions made by biased
Al models.

Learning Objective: In this lab, students will learn
representative techniques for debiasing Al models, such as
debiased word embeddings [20], adversarial debiasing [44],
[18], and dynamic upsampling [15]. These techniques will
engage students in understanding debiasing methods from
several different perspectives, such as data representations,
Al algorithms, and prediction correction.

B. Example Lab Module

In this section, we use Lab 1 (i.e., text-based cyberbullying
detection) as an example to articulate the details of our lab
design, and demonstrate how we use the lab to teach students
how to use Al to moderate cyberbullying content. The lab
module consists of four steps: 1) a brief introduction about the
IPython-based Jupyter Notebook and Google Colab; 2) a broad
presentation of general machine learning knowledge; 3) an
introduction about cyberbullying and automated cyberbullying
detection; and 4) the steps to launch the Al-based
cyberbullying detection on the Google Colab platform. In
Section 3, we present the results of our preliminary user
studies using Lab 1 in two universities.

Our machine learning background tutorial covers the
basics of Al, such as the concepts of classification, clustering,
supervised learning, unsupervised learning, and semi-
supervised their functionalities (including dataset preparation,
embedding, model training, deployment, hyperparameter
tuning, etc.). For example, the first section shown in Figure 1
includes the Python code to download required tools and files,
such as installing PyTorch and importing software
dependencies. With the cell-based design, students can run
code cells step by step to learn how the Al-based cyberbullying
detector is developed. Lab 1 allows students to tune hyper-
parameters, such as learning rate, training epochs, number of
neurons in the hidden layer, etc. Therefore, students can
improve the performance of the Al model by themselves. In
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addition, the lab module is highly visualizable, e.g., students
can observe the training process of the Al model, including the
training time required for each epoch and the corresponding
loss and accuracy.

+ Code + Text = 43 Copyto Drive Connect v 4 Editing = A

- Lab 1: Cyberbullying Detection Using Al

In this lab, we will learn how Al can be developed to detect cyberbullying. We will use a publicly
available dataset of cyberbullying texts, and train an Al model on this dataset to automatically
detect cyberbullying text. You will learn:

1. Al development process
2. Train and test your own Al for cyberbullying detection
3. Run Al on your own samples

Disclaimer: We minimized showing hate speech examples. They do not represent the views of the
authors.

]

Section 0: Download required tools and files

First, we need to download softwares used in the lab. Just hit the ‘play’ button run the code below.

[ ] !git clone https://github.con/ NN

Next, we install Pytorch, a framework for training and deploying Al technologies.

Fig. 1. Screenshot of Lab 1 on the Google Colab platform.

[Il. CASE STUDY OF TEXT-BASED CYBERBULLYING
DETECTION LAB

We conducted pilot studies using Lab 1 and Lab 2
described in Section II-B at North Carolina A&T State University
(which is one of the nation’s top producers of African
American STEM undergraduates) and Clemson University. In
total, 201 students participated in our user study, including
123 male students and 78 female students, among which 58
participants were African American students. Table | lists the
participants and courses they took in the user study. The
demographics of our user study have been presented in Table
[I. At North Carolina A&T State University, we conducted four
user studies involving 50 Computer Science (CS) students
enrolled in COMP365 — Al and Machine Learning, and 25 no-
CS students, who were from Social Science (SS), enrolled in
SOCI203 — Social Statistics. Meanwhile, at Clemson
University, we carried out three user studies with 126 students
from the CS department who were part of the CPSC 4200/6200
— Computer Security Principle course. Given the time
limitations in Spring 2022, we excluded lectures on general
machine learning knowledge and automated cyberharassment
detection during our initial user studies. This strategy provided
us an opportunity to gauge the significance of the background
introduction and refine both our labs and the associated
survey questions, especially for non-CS students.
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TABLE I. Number of participants in our pilot studies.

TABLE lIl. List of survey questions.

University Course Semester Participants Index  Question Stage
Q1 The lab engaged me in learning the topic of Al- Post Survey
North Carolina ~ COMP 365 Al and Spring 2022 25 Driven Socially-Relevant Cybersecurity.
A&T State Machine Learning X - X X
University Fall 2022 25 Q2 | enjoyed the learning experience of this lab(s). Post Survey
Q3 I think the learning experience with the lab(s) is Post Survey
SOCI 203 Social Spring 2022 9 effective.
Statistics
1St Q4 | am satisfied with the level of effort the lab Post Survey
Fall 2022 16 requires for learning this topic.
Clemson CPSC 4200/6200 Spring 2022 1 Q5 After yging the lab(s), | have more confidencein ~ Post Survey
University Computer Security describing the concepts learned.
Principle Fall 2022 39 Q6 In the following section, please rate your level of ~ Pre and Post
knowledge or skills: 1) Automated Surveys.
Spring 2023 76 Cyberharassment Detection; 2) State-of-The-Art
Toxic Content Detectors; 3) How Machine
Learning Works; 4) Cyberbullying Detection in
images; 5) Al-based classifier models selection;
TABLE II. Demographics of students who participated in Lab 1 and Lab 2. 6) How to fine-tune an Al-based classifier; 7)
What are true positive, true negative, false
cS Non-CS positive, and false negative; and 8) Evaluation
Demographic Percentage Percentage metrics (precision, recall, F1) of an Al classifier
model
Male 68.2% 12%
Q7 What has been most helpful for your learning in Post Survey
Female 31.8% 88% using the lab(s) so far?
White 13.1% 8% Q8 In terms of your learning, what has caused you Post Survey
African American 26.1% 88% the most difficulty in using the lab(s) so far?
Asian 57.4% 2% Q9 What suggestion(s)_ can you.make that would Post Survey
enhance your learning experience with the
American Indian 3.4% 0 lab(s)?
TABLE IV. Sample t-test results for pre- and post-surveys.
Univ. A (CS) Univ. B (CS) Univ. A (Non-CS)
Pre-/Post-Survey Question
Pre. Post. Improve Pre. Post. Improve Pre. Post. Improve
1 Automated Cyber 3.94 3.25 17.5% ** 2.86 2.29 19.9% *** 4.38 3.31 24.4% *
Harassment Detection
2 State-of-The-Art Toxic 413 3.26 21.1% *** 2.98 2.45 17.8% ** 4.7 3.44 27% **
Content Detectors
3 How Machine Learning 3.13 2.83 9.6% 244 2.15 11.9% * 4.43 3.13 29.3% **
Works
4 pyberbullying Detection in 4.15 2.78 33% *** 2.73 2.06 20.9% %4
images
5  Al-based classifier models ~ 4.07 3.11 23.6% ** 2.74 2.31 15.7% **
selection
6  How to fine-tune an Al- 4.22 3 28.9% *** 2.83 2.35 17% **
based classifier
7  What are true positive, true 3.7 2.56 30.8% ** 2.45 2.09 14.7% *
negative, false positive and
false negative
8  Evaluation metrics 41 2.89 29.7% *** 2.6 2.12 18.5% **
(precision, recall, F1) of an
Al classifier model
Note: * indicates p < .05, ** indicates p < .01, *** indicates p < .001
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A. User Study Design

To evaluate student interest in Al-driven socially-relevant
cybersecurity, we conducted both pre-survey and post-survey
based on the Qualtrics platform [10]. Table Ill lists the survey
questions in our pilot study. The surveys consist of multiple-
choice and open-ended questions. For Q1~Q5, we used a 5-
point scale to measure the student'’s interest and knowledge
of cyberbully detection ranging from 1 (Strongly agree), 2
(Somewhat agree), 3 (Neither agree nor disagree), 4
(Somewhat disagree) to 5 (Strongly disagree). In Q6, the levels
of knowledge/skills include 1 (Proficient), 2 (Good), 3
(Moderate), 4 (A little), and 5 (None). Q7~Q9 are open-ended
questions that can help us further improve our labs based on
student comments. The IRB offices of both universities have
approved the survey questions and the user study protocols.

B. Effectiveness Analysis for CS Students

To analyze our designed labs’ effectiveness, we compared
the average knowledge score between pre-survey and post-
survey. More specifically, Table IV depicts the results for the
students majoring in Computer Science since the Fall 2022
semester. We skipped Spring 2022 because our lab was still
in the development phase at that time, and the associated
survey questions had not yet been completed. The results for
the first three questions are from Lab 1 and the remaining data
are from Lab 2. For both North Carolina A&T State University
and Clemson University, there is a noticeable improvement in
knowledge scores after students complete the labs. These
results strongly support the effectiveness of the designed labs
in enhancing the knowledge of Computer Science students in
the areas of security. The majority of the subjects showed
statistically significant improvements in both universities.
Although the lack of statistically significant improvement for
the topic “How Machine Learning Works” at North Carolina A&T
State University, the overarching trend across topics
reinforces the positive impact of the labs on the bulk of the
students. It is pertinent to note that a considerable number of
CS students had previously undertaken introductory machine-
learning courses prior to our labs. Given that the pre-survey
average knowledge score for this topic was the lowest—
indicating a higher proficiency—it stands to reason that this
particular subject witnessed a more muted enhancement
compared to others.

In addition, we look into the result for each post-survey
question to understand the feedback from the students. Figure
2a shows the user study results for CS students at Universities
A and B. Most students were seniors or graduate students.
More than 70% of the students gave positive feedback on all
the questions. For Q1~Q5 questions, over 90% of student
feedback is positive. 53.5% of the students strongly agreed,
and 40% of students somewhat agreed that they “enjoyed the
learning experience of the lab”. 87% of students agreed that
the learning experience with these labs is effective, and 91.5%
of students agreed that after using the lab, they have more
confidence in describing the concepts learned. Concerning the
knowledge/skills in Q6, there was a unanimous improvement.
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Many students transitioned from having no knowledge/skills
to possessing some. These results reinforce the importance
and relevance of utilizing such labs to bolster students’
understanding of Al and social cybersecurity knowledge.

C. Effectiveness Analysis for Non-CS Students

Students from the Social Statistics class at North Carolina
A&T State University were presented only with the questions
corresponding to Lab 1 (questions 1-3 of Q6) from Table Il
due to the incompletion of Lab 2. As indicated by the pre-
survey average knowledge scores, the majority of non-CS
students possessed a minimal grasp of the relevant subjects.
However, post-engagement with our bespoke lab, there was a
marked improvement in the average knowledge scores across
each question. Moreover, the accompanying p-values confirm
the statistical significance of these improvements.

The feedback derived from our post-survey, as illustrated
in Figure 2b, is predominantly positive. For Q1 and Q2, over
60% of the students concurred that our labs are engaging,
expressing enjoyment in the learning journey. Further, 37% of
the non-CS students deemed our labs effective for
assimilating Al-centric social cybersecurity knowledge. Half of
these students felt that the effort required by the lab was
appropriate for grasping the associated subjects. Ultimately,
33.3% of non-CS students expressed an elevated confidence
in articulating the concepts post-participation in our labs.
Such results highlight the efficacy of our labs, emphasizing
their potential to enhance learning outcomes, even for
students with minimal exposure to computer science.

@ Strongly agree () Somewhat agree | Neither agree nor disagree
70 @ Somewhat disagree ) Strongly disagree

60
50
40
30
20
10

0

Q1 Q2 Q3 Q4 Q5

(a) CS students

Percentage(%)

@ Strongly agree () Somewhat agree | Neither agree nor disagree

40 @ Somewhat disagree () Strongly disagree

30

20
) I I I I I
0 I ||
Q2 Q3 Q4 Qs

Q1

Percentage(%)

(b) Non-CS students

Fig. 2. Post-survey results in our user study.
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D. Open-Ended Questions Analysis

To continually refine and evolve our Al and social
cybersecurity labs, we have dedicated three questions to
gauge student feedback and identify areas of improvement.
Table V showcases representative answers to Q7 and Q8 and
suggestions for enhancing Lab 1. A majority of the students
emphasized the utility of step-by-step instructions in
facilitating their learning. However, there was feedback
suggesting room for refinement in the instructions.
Particularly, non-CS students encountered challenges with the
specialized terminologies presented in the lab. Additional
recommendations encompassed updating the code regularly
to preempt future errors and infusing greater interactivity into
the learning process. In general, students were enthusiastic
about learning Al and social cybersecurity knowledge. While
non-CS students enjoyed that the code was provided for them,
allowing them to focus on the main concepts, CS students
wanted the opportunity to complete some of the code
themselves.

TABLE V. Representative responses to open-ended questions.

What has been most helpful

Question for your learning in using the labs?

Easier to understand, not complicated, clear instructions.
(COMP 365)

The step-by-step instructions as well as the visual
materials. (COMP 365)

Responses

Following everything step by step and running previous
codes to make sure the rest work. (COMP 365)

Being able to edit and rerun the code quickly to see how
different settings affect the accuracy was very cool.
(CPSC 4200/6200)

In terms of your learning, what has caused you the most

Question | yitficulty in using the labs?

The terminology. (SOCI 203)

Understanding given code. (CPSC 4200/6200)

Understanding all of the data preprocessing steps. (COMP
365)

Responses

| didn't understand what was happening at first. (COMP
365)

979-8-315-37459-6/25/$36.00 ©2025 CISSE

What suggestion(s) can you make that would enhance

Question your learning experience with the lab(s)?

Make it more interactive. (SOCI 203)

Spend more time with the basics of the lab. (CPSC
4200/6200)

Please check that the code is in-date. We had to fix errors
if some libs updated. (COMP 365)

Responses

For me adding more explanation to the lab webpage, as |
don’t understand what is happening at first glance. (COMP
365)

E. Limitation

Our work, while promising, has its limitations. Our study is
based on a limited sample size from two universities, both of
which are public institutions in the United States. This
confines the breadth of our findings and the generalizability.
The modest number of participants, particularly from non-CS
disciplines, further narrows the scope. We have primarily
focused on sociology students, omitting potential interest
from students in other areas like psychology and public health.
Additionally, while our data indicates that our lecture
introductions are beneficial, there might be external factors
influencing the results that we have not yet identified.
Moreover, our current work does not encompass some of the
very latest Al technologies, such as ChatGPT.

IV. RELATED WORK

Cybersecurity education is now more important than ever,
which is essential to protecting the national infrastructure,
government, industry, and personal security and privacy.
Svébensky et al. conducted a literature review of 71
cybersecurity education papers from SIGCSE and ITiCSE [43].
The authors found that the primary cybersecurity topics in
existing works are secure programming, network security,
offensive security (e.g., cyber-attacks and exploitation),
human aspects (e.g., privacy and social engineering),
cryptography, and authentication/authorization. Despite an
increase in the literature on cybersecurity education [29], [16)],
to the best of our knowledge, there is no previous work on
teaching and learning of Al-based socially relevant
cybersecurity.

The integration of Al with social cybersecurity is a nascent
area in both Computer Science and Social Science. Few
studies have pursued this interdisciplinary approach. Our
literature review revealed no prior studies specifically
designing Al labs for cyberharassment detection. Despite the
lack of literature in Al and social cybersecurity teaching
modules, prior work proposed an Al-assisted cybersecurity
course for malware analysis in real time [26], and hands-on
labs to engage students in learning about Software-Defined
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Networking (SDN) [36]. In [26], the authors developed a six-
module course consisting of lectures and labs designed to
teach students how to leverage Al in malware analysis. The
authors in [36] developed five hands-on labs to enable
students to learn SDN security issues. In a user study using
two out of the five labs, survey analysis of the 35 students who
participated in the study shows that more than 90% agree that
the hands-on labs helped them understand the SDN security
issues and 92% showed interest in SDN security research after
completing the labs.

V. CONCLUSION

In this paper, we presented our newly designed open
learning platform to meet the ever-increasing demand for
advanced training in Al-centered social cybersecurity. Through
the hands-on labs in our platform, students learn how to use
Al to detect cyberharassment, as well as study the
cybersecurity issues instigated by Al. Also, students learn how
to tune Al models to improve prediction and the vulnerabilities
in models trained to detect cyberharassment. Our user study
results showed that students enjoyed the learning experience
of the lab and were interested in learning about Al-centered
socially-relevant cybersecurity.
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