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Abstract—Chiplet-based multi-die integration has prevailed in
modern computing system designs as it provides an agile solution
for improving processing power with reduced manufacturing costs.
In chiplet-based implementations, complete electronic systems are
created by integrating individual hardware components through
interconnection networks that consist of intra-chiplet network-on-
chips (NoCs) and an inter-chiplet silicon interposer. Unfortunately,
current interconnection designs have become the limiting factor
in further scaling performance and energy efficiency. Specifically,
inter-chiplet communication through silicon interposers is expen-
sive due to the limited throughput. The existing wired Network-
on-Chip (NoC) design is not good for multicast and broadcast
communication because of limited bandwidth, high hop count
and limited hardware resources leading to high overhead, latency
and power consumption. On the other hand, wireless components
might be helpful for multicast/broadcast communications, but they
require high setup latency which cannot be used for one-to-one
communication. In this paper, we propose a hybrid interconnection
design for high-performance and low-power communications in
chiplet-based systems. The proposed design consists of both wired
and wireless interconnects that can adapt to diverse communication
patterns and requirements. A dynamic control policy is proposed
to maximize the performance and minimize power consumption
by allocating all traffic to wireless or wired hardware components
based on the communication patterns. Evaluation results show that
the proposed hybrid design achieves 8% to 46% lower average
end-to-end delay and 0.93 to 2.7× energy saving over the existing
designs with minimized overhead.

Index Terms—Computer architecture, chiplets, network-on-
chip (NoC), hybrid interconnection, wireless.

I. INTRODUCTION

C
HIPLET-BASED systems have become a prevalent
technique in modern System-on-Chip (SoC) design to

mitigate the limitations of fabrication, and enhance the design
flexibility to achieve better performance and lower energy
consumption. In a chiplet-based design [1], a monolithic chip
is split into isolated chips connected through the interposer
for inter-chip data sharing. Each chip is integrated with the
conventional NoC for efficient on-chip communication. As the
technology scales with more shared components integrated
into the chiplet-based circuits, inter-chiplet and intra-chiplet
communications become critical factors for further scaling the
performance and energy efficiency of the computing systems.
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Existing interconnection designs including the silicon inter-
poser design and the NoC design are not sufficient. Interposers
have huge bandwidth limitations, and the throughput can be very
low because of the nature of the 2.5D packaging for chiplet-
based systems. The overall runtime frequency for the interposer
can not be very high due to the power wall issues, and hotspots
can be created. Besides, conventional NoC design might not
be suitable for all application requirements and communication
patterns due to its lower bandwidth, higher hop count and limited
hardware resources (e.g., buffer). For example, in Artificial
Intelligence (AI) oriented applications that involve lots of multi-
casting and broadcasting traffic, the traditional NoC will induce
excessive timing overhead for multi-hop routing computation,
resource allocation, and suffers from congestion [2]. Alterna-
tively, wireless components can supplement the convention NoC
for faster broadcasting and can create a second one-hop com-
munication channel for inter-chiplet communication. However,
simply integrating the wireless components into chiplet-based
systems is challenging because they have high setup latency
and cannot be used for one-to-one communication, even though
they may be useful for multicast/broadcast communications [3].
It will have some area consumption also the routing mechanism
should be re-designed.

We propose a flexible hybrid interconnection design
that integrates electrical interconnections and wireless
interconnections (WIs) that can adapt to diverse packet patterns
and application requirements for efficient inter-chiplet and
intra-chiplet communication. Specifically, we design a low-cost
architecture that integrates both wired interconnects and
wireless components, and can automatically select transmission
channels according to communication patterns and available
resources to achieve improved performance and power. In
each chiplet, we integrate a novel hybrid router designed with
some lightweight wireless components. Besides, we design a
novel flow control policy and routing mechanism to adaptively
allocate the hardware resources for different traffic according to
their communication patterns (e.g., broadcasting, multicasting,
and unicasting). Simulation results show that the proposed
flexible hybrid design achieves an average of 22% lower
average end-to-end delay and average 1.8 × energy savings
when compared to conventional interconnects.

II. PROPOSED INTERCONNECTION DESIGN

A. Chiplet-Based Hybrid Interconnection

The proposed hybrid interconnection design integrates both
wired and wireless networks. The wired network handles both
intra-chiplet and inter-chiplet communication, while the wire-
less network is limited to inter-chiplet communication. The
design, shown in Fig. 1, uses a 4× 4 2D mesh topology on an ac-
tive interposer, connecting 16 chiplets, each with 16 processing
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Fig. 1. Proposed flexible hybrid interconnection design with reconfigurable
four-element planar array antenna.

Fig. 2. Proposed hybrid router architecture.

elements (PEs). Among these, 15 PEs connect to baseline routers
(BRs), and one PE connects to a hybrid router (HR). The HR
operates like a BR for intra-chiplet communication and manages
wireless inter-chiplet communication to reduce congestion and
enable parallel transmission among other HRs. The flexible
design allows adjustments in chiplet size, number, and HR
placement to meet application-specific performance demands.

B. Hybrid Router Architecture

We design a novel HR that consists of a baseline wormhole
router, wireless interconnect (WI) and a MAC table. It has
a modified control unit to adapt to the proposed novel flow
control and routing operation. One wireless input port and one
output port are added to the crossbar switch to enable wireless
communication for this hybrid design. The transceiver module
of the WI has a transmitter unit and a receiver unit (as shown in
Fig. 2). The MAC table stores the wireless channel states, and
is utilized for a fair channel access mechanism.

C. Proposed Antenna Model

Each HR uses a single radio transceiver, operating in
half-duplex mode. A reconfigurable four-element planar
array antenna provides 360◦ main beam scanning, with beam
adjustments in 45◦ increments for communication across eight
directions (east, west, north, south, and the four diagonals)
between chiplets (as shown in Fig. 1) [4]. The antenna can

Fig. 3. Flit format for wireless MAC operation.

switch between unique frequency channels but access only
one at a time. It supports both omnidirectional and directional
modes, with directional transmission enabling high-bandwidth,
interference-free single-hop communication [5].

D. Medium Access Control (MAC) Policy

Each wireless interface (WI) in the hybrid design is assigned a
unique address for managing flow, routing, and access to shared
wireless channels. The multi-channel approach allows nodes to
communicate simultaneously on different frequencies, boosting
capacity and reducing latency [6]. Dual-channel communication
supports both broadcasting and unicast via omnidirectional and
directional links. In this design, two non-overlapping channels
(CH-1 and CH-2) are used: CH-1 handles omnidirectional com-
munication, broadcasting data or control packets, with control
packets managing collision-free access to CH-2 for directional
communication. Each WI maintains a MAC table to store
channel access information for collision-free communication.
Transceivers are usually set to CH-1; WIs use CSMA/CA to ac-
cess it. Before broadcasting, a WI senses CH-1. If it’s free, the WI
checks its MAC table to confirm all receivers are tuned to CH-1.
If so, the data is broadcast; if not, the sender waits for a small
time (∆) and retries the CSMA/CA process until successful.

If a wireless interface (WI) wants to communicate directly
with another, both WIs must switch their antennas to CH-2.
Before switching, they ensure no other WIs communicate in
the same direction on CH-2. To coordinate, they first negotiate
on CH-1 by broadcasting Request/Reply control packets (as
shown in Fig. 3). Other WIs, upon overhearing these packets,
wait for the specified channel access time. Once the directional
communication on CH-2 ends, both WIs switch back to CH-1.
Notably, data packet broadcasts have priority over control packet
broadcasts on CH-1.

III. FLOW CONTROL AND ROUTING STRATEGY

The proposed flow control and routing strategy for intra-
chiplet and inter-chiplet data communication of the proposed
design depends on the position of the destination of a packet and
the end-to-end (e2e) latency for the transmission of that packet
from its source to the destination. A packet can be transmitted
either through the baseline wired link or through the hybrid
link which is composed of both wired and wireless links. This
decision is made by the source by calculating and comparing the
e2e latency for both transmission paths.

We assume that ξ is the current packet injection rate. �W and
�RF are the current utilization of the wired and wireless link,
respectively. Hence, the queuing delay for the communication
using the baseline links and hybrid links is as follows:

LB
Q = f(ξ,�W ) (1)

LH
Q = f(ξ,�W ,�RF ) (2)

When an unicast or multicast packet is injected by a router
into the network, the routing computation unit estimates the
e2e latency for transmission that packet. The source router
calculates both the e2e latency for baseline transmission LB

e2e

and the transmission through the hybrid link LH
e2e using 1 and 2,
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Algorithm 1. Proposed Routing Algorithm.

respectively. The baseline link is composed of wired links and
interposer links, whereas the hybrid link is composed both of
wired and wireless links.

If the e2e latency for hybrid link transmission is less than
baseline transmission (i.e.,LH

e2e<LB
e2e), then data is transmitted

through the hybrid link. Packet flows from the source baseline
router (S) to the source wireless router (WRS) of the source
chiplet using the XY Routing. Then the WRS transmits the
packet to the destination (WRD) of the destination chiplet
through the wireless channel. After receiving the data packet by
the WRD, the data packet flows to the final destination baseline
router (D) using the XY Routing.

Otherwise, data packet transmission occurs through wired
baseline links (when LH

e2e > LB
e2e). While using the baseline

link, if the baseline source (S) and destination (D) routers are in
the same chiplet then the packet flows only through a wired
link within the chiplet from S to D. Again if, S and D are
in different chiplets then packet flows through the wired link
within the chiplet using XY Routing, and through interposer
link for inter-chiplet communication. Fig. 4 shows the flit format
for flow control. If the packet is a broadcast packet, then S
directly transmits using the hybrid links. Algorithm 1 contains
the pseudo-code of the proposed routing algorithm.

IV. EVALUATION AND ANALYSIS

To evaluate the performance of our proposed flexible hybrid
interconnection design, we use a customized version of the
cycle-accurate simulator BookSim2.0 [7] which integrates the
proposed hybrid router, MAC policy, flow control, and routing
strategy. Benchmark traces from Netrace [8] capture workloads
using PARSEC [9] applications. For energy analysis, ORION
3.0 [10] is employed. Simulations consider a 4 × 4 chiplet

Fig. 4. Flit format for flow control.

Fig. 5. Comparison of average end-to-end latency (normalized).

configuration connected via a 16× 16 2D mesh network with 16
hybrid routers, where each hybrid router has 4 virtual channels
with buffer size 4 flits. The Tx/Rx buffer size of the wireless
transceiver is 16 flits. We also considered 2 wireless channels
with 10 Gbps maximum data rate per channel achieved utilizing
256-QAM modulation. We compare our design with traditional
wired interconnect design and hybrid designs like Priority-based
WNoC [11], SaHNoC [12] and MAWiNiP [3] where we devel-
oped the baselines of the compared designs as chiplet-based
baselines and these chiplets are also attached to a conventional
interposer design. Moreover, we justify the energy efficiency of
the proposed hybrid design based on chiplet sizes (n× n).

The comparison of normalized average end-to-end (e2e)
packet latency for different benchmark applications execution
is shown in Fig. 5, and the normalization is done to the baseline
wired NoC. Compared to the baseline wired NoC, proposed
hybrid design and MAWiNiP obtain a 46% and 38% lower
average e2e latency, respectively. Here, the proposed hybrid
design achieves 8% reduced e2e latency than MAWiNiP design
because even if for the communication between two edge PEs
of two different chips MAWiNiP uses wireless communication
and costs additional e2e latency for channel negotiation/setup
and data transmission. The priority-based WNoC achieves a
19% lower average e2e latency than wired NoC due to em-
ploying a priority-based dynamic MAC mechanism. However,
priority-based WNoC suffers from a 27% increased average
e2e latency than the proposed design for its static architecture
without considering the optimal placement of a WR. Besides,
the proposed hybrid design obtains a 9% reduced average e2e
latency over the SaHNoC; because ShHNoC lacks the adaptive
flow control and routing mechanisms.

Fig. 6 shows the comparison of the normalized energy effi-
ciency, also the normalization is done to the baseline wired NoC.
Here, the static (PS) and dynamic power (PD) consumption
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Fig. 6. Comparison of energy efficiency (normalized).

Fig. 7. Comparison of energy efficiency based on different chiplet size of
proposed hybrid NoC.

is comprised of the overall power consumption. A benchmark
application’s complete execution time (TEx) is multiplied by
the overall power consumption for that benchmark application’s
execution resulting in the total energy consumption. The energy
efficiency (EEf ) estimated as:

EEf =
1

TEx × (PS + PD)
(3)

When compared to other hybrid designs, proposed flexible hy-
brid design’s unique architecture with compact wireless compo-
nents, reliable flow management and routing mechanism ensures
transmission reliability while using fewer hardware resources
for long-distance wireless communication along with one-time
energy consumption for multicast and broadcast. As depicted in
Fig. 6), the proposed flexible hybrid design provides an average
of 2.7 times, 2.17 times, 1.43 times and 0.93 times improved
energy efficiency than the baseline wired NoC, Priority Based
WNoC, SaHNoC and MAWiNiP, respectively.

Fig. 7 shows the impact on the energy efficiency of the
proposed flexible hybrid design with different chiplet sizes.
When we use 8 × 8 size chiplets proposed design gains 10%,
18% and 43% energy efficiency than using the 6 × 6, 4 × 4
and 2 × 2 size chiplets, respectively. Because smaller chiplets
fit numerous components into a limited area, they could have
greater power density and result in excessive heat generation.
To mitigate this overheating issue, the total energy efficiency
may be impacted for integrating complex cooling systems. Be-
sides, smaller chiplet sizes require longer communication links
among chiplets resulting in increased capacitance and resistance,
which raises energy consumption due to attenuation. Hence, it
needs more power for signal amplification or regeneration to
overcome the attenuation. By reducing the energy needed for
data transmission between chiplets, larger chiplets can result in
higher power efficiency.

The hardware cost of the proposed hybrid interconnection
design is evaluated by synthesizing both the baseline and hy-
brid routers using 45 nm technology with the Synopsis Design

Compiler. The baseline router, with five ports and four virtual
channels per port, has a buffer size of 389488 µm2. The key
components include a switch allocator (6589 µm2), virtual
channel allocator (9062 µm2), and crossbar (29806 µm2). The
area required for channels is 95675 µm2. The total area for
256 baseline routers is 135.88× 106µm2, plus an interposer
area of 20.98× 106µm2, making the total area required for
baseline NoC is 156.8× 106µm2. The main overhead for the
hybrid design is due to wireless transceiver components and
MAC unit. Each hybrid router includes an antenna (1.125×
106µm2), transceiver components (0.46× 106µm2) and a MAC
unit (193.25 µm2). With 16 hybrid routers, the additional area
is 25.36× 106µm2. Thus, the total area for the hybrid design
becomes 182.16× 106µm2, with wireless components adding
a 13.9% area overhead.

V. CONCLUSION

This paper proposes a flexible hybrid interconnection de-
sign for high-performance and low-power communications in
chiplet-based systems. The proposed design consists of both
wired and wireless interconnects that can adapt to diverse
communication patterns and requirements. A dynamic control
policy is proposed to maximize performance and minimize
power consumption by allocating all traffic to wireless or wired
hardware components based on communication patterns. Fi-
nally, the simulation results show that the proposed hybrid design
achieves 22% average end-to-end delay reduction and 1.8 ×

energy saving over the existing designs.
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