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Abstract—The rise of Large Language Models (LLMs) as
powerful knowledge-processing tools has sparked a wave of
innovation in tutoring and assessment systems. Despite their well-
documented limitations, LLMs offer unique capabilities that have
been effectively harnessed for automated feedback generation and
grading in intelligent learning environments. In this paper, we
introduce Project 360, an experimental intelligent tutoring system
designed for teaching SQL. Project 360 leverages the concept
of query equivalence to assess the accuracy of student queries,
using ChatGPT’s advanced natural language analysis to measure
their semantic distance from a reference query. By integrating
LLM-driven evaluation, Project 360 significantly outperforms
traditional SQL tutoring and grading systems, offering more
precise assessments and context-aware feedback. This study
explores the feasibility and limitations of using ChatGPT as
the analytical backbone of Project 360, evaluating its reliability
for autonomous tutoring and assessment in database education.
Our findings provide valuable insights into the evolving role of
LLMs in education, highlighting their potential to revolutionize
SQL learning while identifying areas for further refinement and
improvement.

Index Terms—Large language model, database, SQL, authentic
assessment, intelligent tutoring, query equivalence.

I. INTRODUCTION

Tutoring and grading programming assignments have tradi-
tionally relied on functional [20] or semantic [7] equivalence
testing, assuming that similarities in program structure and
control flow imply program equivalence [10]. In this context,
the semantic distance §(P, P’) between two programs, P
and P’, serves as a measure of error severity. A tutoring
system’s primary task is to analyze these errors, assess their
significance, and generate constructive feedback [19] for both
grading [14] and instructional support.

While procedural languages such as C++, Python, and Java
pose significant challenges for equivalence testing and feed-
back generation due to their extensive vocabulary and complex
programming constructs, SQL — a declarative query language
— seemingly offers fewer obstacles due to its more constrained
syntax. However, the reality is quite different. Developing
a robust mechanism for testing SQL query equivalence has
proven to be a persistent challenge.

Since SQL operates within the same theoretical framework
as Relational Algebra (RA) and Datalog, query equivalence
testing methods developed for one paradigm can often be
adapted to the others with minimal modification. Several
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studies have explored query containment [13] and equiva-
lence [21], both of which are fundamental to building SQL
tutoring and grading systems [17]. However, implementing
these techniques remains a complex task. Among contempo-
rary SQL and Relational Algebra [11] tutoring systems, only
ViSQL [12] most likely has attempted to incorporate query
equivalence testing, leveraging the Cosette automated SQL
solver’s REST API [6] for grading. Unfortunately, Cosette’s
inherent language limitations made it impractical for grading
even moderately complex SQL queries commonly taught in
introductory database courses, and it lacked any mechanism
for generating meaningful feedback.

Recent research has explored the potential of modern Large
Language Models (LLMs) for feedback generation [18] and
grading [2], yet their effectiveness in a structured tutoring
and assessment system has not been systematically evaluated.
In this paper, we investigate the feasibility of leveraging an
LLM, specifically ChatGPT-40, for SQL query equivalence
testing, the cornerstone of an intelligent tutoring and assess-
ment system. Additionally, we assess ChatGPT’s capability
in generating precise, pedagogically valuable feedback for
incorrect queries. We introduce Project 360, an experimental
SQL tutoring system, and benchmark its performance against
contemporary tutoring solutions, providing insights into the
evolving role of LLMs in database education.

II. USE CASE: FEEDBACK GENERATION AND GRADING OF
SQL DI1VISION QUERIES

The concept of the division operation in relational query
languages such as SQL and Relational Algebra is one of the
most difficult ones. Let us assume that an instructor asked
the students to construct an SQL query )7 below over the
database scheme in Fig. 1.

Q1: list students who took all the database courses.

Naturally, the answer to the query is the student S; in Fig.
1(d), which the SQL query @, below returns.

select s.StulD, s.Name

from Students as s

where (select .CourselD
from Takes as t
where s.StulD = t.StulD)
contains
(select c.CourseID



StulD | Name | Age StuIlD | CourselD CourselD Title Group
t1 S Alice 18 tq S1 CS460 tr CS360 Intro DB DB StuID | Name
to So Nancy 19 ts S1 CS360 ts CS460 Adv. DB DB S1 Alice
t3 S3 Peter 19 te S3 CS120 tg CS120 Python PL (d) Query result.
(a) Table Students. (b) Table Takes. (c) Table Courses.

Fig. 1. An Example Database to Explain SQL Division Query.

from Courses as ¢
where ¢.Group = "DB”)

Now suppose the student writes the SQL query ); below
which happens to be functionally and semantically equivalent
to query Q.

select StulD, Name
from Students
where StulD in
(select StulD
from ((select StulD, count(*) as Toral
from Takes natural join Courses
where Group="DB”
group by SwuiID) natural join
(select count(*) as Total
from Courses
where Group="DB")))

Or, the query @4 below, which too is equivalent to Q.

with (
select StuID count(*) as Total
from Takes natural join Courses
where Group="DB”
group by StulD
) as StuTotal,

select count(*) as Toral
from Courses
where Group="DB”
) as DBTotal
select StuID, Name
from Students natural join StuTotal natural join DBTotal

Designing a tutoring or assessment system based on query
equivalence testing has long been a challenge, as existing
approaches, such as those used in Cosette [6], QED [21],
and similarity-based query equivalence techniques [15], have
proven inadequate for practical implementation. An additional
challenge arises when two queries are determined to be non-
equivalent: how should meaningful and pedagogically valuable
feedback be generated to help students understand the differ-
ence between their submitted query (Q;) and the reference
query (Qr)?

A recent research on NQL [4] and ExplainS [8], two fun-
damental questions were explored: (1) whether SQL queries
can be accurately and efficiently generated, and (2) how useful
feedback can be provided when student queries are incorrect.
The goal is to automate the generation of the reference query
@, using ChatGPT, allowing equivalence testing against a
student’s query @); without requiring explicit instructor input.
In this approach, the instructor’s role is limited to designing
the SQL assignment or test, while an intelligent tutoring
system, such as Project 360, handles evaluation and feedback
generation autonomously.

The Gemini-based ExplainS required an elaborate Abstract
Syntax Tree (AST)-driven architecture to detect dissimilarities
and edge cases in student queries. In contrast, ChatGPT-
40 demonstrated remarkable efficiency in query equivalence
testing. Beyond merely identifying whether @, and Q; are
equivalent, ChatGPT-40 can explain why they are equivalent,
generate example tables illustrating potential discrepancies,
and highlight scenarios where they may not produce func-
tionally identical results.

Based on these observations, we hypothesize that ChatGPT-
4o can serve as both an automated SQL equivalence testing
system and a personalized feedback generator, offering an ef-
fective and scalable solution for SQL tutoring and assessment.

III. EVALUATION OF PROJECT 360

While Project 360 has been implemented and tested with
hundreds of SQL queries, its formal evaluation followed two
key axes.

1) Comparison with Existing Systems: Does Project 360 an-
swer the following key questions in a manner consistent
with Gemini, CoPilot, and human experts?

a) Given two SQL queries, @), and @Q);, as presented
in Sec. II, can it correctly interpret their meanings?

b) Regardless of database contents, will these queries
produce identical results? In other words, are they
logically equivalent?

c¢) Can it generate example tables where the two
queries yield different outputs?

d) Are there SQL queries where equivalence cannot
be determined? Can it provide an example?

2) Tutoring and Grading Accuracy: Does Project 360 ac-
curately tutor and grade query (1 (discussed in Sec. II)
based on the schema of the student database D (Fig. 1)?

For the four evaluation questions in the first axis, all LLMs
tested — ChatGPT-40, Gemini, and CoPilot — provided nearly
identical responses. They unanimously determined that the
queries were equivalent, which was correct. However, they
exhibited some difficulty with the contains operator, as it is
not a standard SQL set operation. Furthermore, since primary
key constraints were not included in the prompts, all models
inferred that the queries might produce different results in
edge cases (e.g., empty databases, duplicate rows). These
findings suggest that ChatGPT-40 is well-suited for SQL query
equivalence testing, making it a viable engine for Project 360.

For the second axis, we tested Project 360 in both Grading
Mode and Tutoring Mode. In both modes, students could load,
view, and submit responses for a wide class (select-project-join
queries, set queries, sub-queries, correlated sub-queries) of 42



test questions representative of a first-database course. Upon
submission, Project 360:

o Generated the reference query (Q,-) using its Text-to-SQL
engine.

o Compared the student’s query (@) for equivalence

o Assigned a grade (including partial credit, when applica-
ble).

o Generated an explanation detailing why the solution was
correct or incorrect.

In this initial edition of Project 360, grading was performed
using ChatGPT’s native grading capability. However, future
iterations will incorporate a custom-designed partial grading
mechanism, following methodologies such as [5], to refine the
assessment process.

IV. DISCUSSION

The modular design and the architecture of Project 360
open the door to a fully autonomous tutoring and assessment
system. This advancement raises several possibilities:

o Automated assignment generation on demand [9].
o Personalized learning paths tailored to student profiles
and learning outcomes [16].

« Autonomous reference query generation and comparison.
Since Project 360 can dynamically construct test databases,
generate assignments, and assess solutions without human
intervention, future research will focus on refining these
capabilities and evaluating their impact on student learning
outcomes. Project 360 is available for public use at http:
//dblab.nkn.uidaho.edu/project360/.

V. CONCLUSION

The primary goal of this paper is to examine the feasibility
of LLMs as SQL tutors and assessors. More broadly, it raises
an important question: Can LLMs effectively assume the role
of intelligent instructors in database education? While LLMs
exhibit impressive reasoning abilities, their logical consistency
and cognitive limitations remain areas of concern. As a result,
we must ask: Should we fully entrust them with tutoring
and assessment despite their known limitations and occasional
hallucinations?

Our experience suggests that LLMs, particularly ChatGPT-
4o, warrant serious consideration as intelligent SQL tutors and
assessors. Given the positive results, we encourage the research
community to further explore LLM-driven tutoring, a practice
that is already gaining traction [1, 3]. While challenges re-
main, they primarily lie in system design, user experience,
and implementation scalability — not in the underlying LLM
technology itself. Moving forward, the focus should be on
enhancing intelligent tutoring systems through better tooling
and pedagogical design, ensuring that LLM-driven education
remains effective, adaptive, and student-centered.
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