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Abstract

Existing LLM-based medical question-
answering systems lack citation generation
and evaluation capabilities, raising concerns
about their adoption in practice. In this work,
we introduce MedCite, the first end-to-end
framework that facilitates the design and
evaluation of citation generation with LLMs
for medical tasks. Meanwhile, we introduce
a novel multi-pass retrieval-citation method
that generates high-quality citations. Our
evaluation highlights the challenges and
opportunities of citation generation for
medical tasks, while identifying important
design choices that have a significant impact
on the final citation quality. Our proposed
method achieves superior citation precision
and recall improvements compared to strong
baseline methods, and we show that evaluation
results correlate well with annotation results
from professional experts.

1 Introduction

Large Language Models (LLMs) have demon-
strated remarkable capabilities in various natural
language processing tasks, such as question an-
swering (QA) and instruction following (Kaplan
et al., 2020; Wei et al., 2022a,b). Progress in
LLMs has also enabled the development of med-
ical agents that understand language used by pa-
tients and physicians, offering rich just-in-time as-
sistance (Singhal et al., 2022, 2023; Temsah et al.,
2023; Tangadulrat et al., 2023; Maples et al., 2024).

While the early signs are positive, current LLM-
powered medical QA systems still have multiple
limitations. For example, medical data often con-
tains sensitive information, such as personal health
records, which cannot be used for training large lan-
guage models without strict compliance with eth-
ical standards (Gilbert et al., 2023). Furthermore,
trustworthiness is particularly important in the
medical field. Issues such as hallucination, where

Figure 1: Medical QA system comparison. State-of-the-
art systems generate answers without citations. Med-
Cite not only generates answers but also associates each
answer with citations, improving the verifiability and
trustworthiness of the medical system.

the model generates information that is incorrect
or misleading, pose significant challenges to the re-
liability of LLM-based medical systems (Pal et al.,
2023; Ahmad et al., 2023; Huang et al., 2024).
To overcome the issue, researchers and practition-
ers have studied retrieval-augmented generation
(RAG) (Xiong et al., 2024a; Yang et al., 2024),
which combines LLMs with information retrieval
from external trustworthy data sources (Canese and
Weis, 2013). By providing the model with accurate
and relevant medical knowledge, these systems
allow LLMs to maintain relevance in responses.

Despite promising results, existing methods lack
verifiability (Liu et al., 2023), meaning that the an-
swers provided are not backed by reliable sources
or evidence. This can lead to misinformation and
potentially harmful consequences if incorrect med-
ical advice is followed. For instance, as shown in
Fig. 1, when providing a diagnosis based on a list
of symptoms without any references, the accuracy
of prognosis or treatment recommendations cannot
be assured, which creates a sense of uncertainty,
leading to suboptimal or even harmful decisions.

One promising approach to mitigate the verifia-
bility concern is through attribution (Bohnet et al.,
2022; Huang and Chang, 2024), i.e., associating
statements with citations, which offers the system
more credibility and accountability while provid-

18891



Figure 2: The overview figure of MedCite.

ing users a way to explore the source in greater
depth and verify the information source. However,
although there are prior efforts that analyze cita-
tion capabilities through LLMs on general domain
QA tasks (Liu et al., 2023; Gao et al., 2023c; Djed-
dal et al., 2024), citing sentences for medicine is
especially challenging and not widely adopted in
practice due to the following reasons.

First, existing works on medical QA often lever-
age multi-choice accuracy to benchmark and eval-
uate their performance (Xiong et al., 2024a; Yang
et al., 2024; Yu et al., 2024), which focuses on
evaluating the ability to select the correct answer
from a set of given options. However, citation gen-
eration is more challenging due to its open-ended
nature. For example, when prescribing medica-
tion for a rare genetic disorder or planning surgery
for a patient, both physicians and patients have
to rely on richer information. Therefore, a query
can have multiple answers, supported by multiple
possible sources. These aspects are important to
consider for the evaluation of citation generation
methods, but existing medicine QA frameworks do
not inherently account for them.

Second, there is a huge design space for citation
generation with complex interactions among re-

trievers (Asai et al., 2024; Izacard et al., 2022),
backbone LLMs (MetaAI, 2024; Zhang et al.,
2024; OpenAI, 2023), and citation generation al-
gorithms (Gao et al., 2023c). Therefore, it can be
challenging to determine which aspects contribute
the most. However, the analysis is crucial for de-
veloping strategies to improve the verifiability of
medical systems.

Third, while contributions continue to rise in
this field (Gao et al., 2023c; Xiong et al., 2024a;
Yang et al., 2024; Yu et al., 2024), there is a notice-
able deficiency in open-source frameworks useful
for designing, developing, and evaluating citation
generation quality for medical tasks. The exist-
ing citation evaluation frameworks are constructed
from generic questions, where the selection of met-
rics and evaluators for medical tasks remains an
open question. Moreover, it is quite costly to obtain
high-quality medical expert annotations, which de-
mands a high-quality classifier to judge whether a
citation attributes to a statement.

In this paper, we tackle these challenges with
the hope of fostering research in improving veri-
fiability for medicine systems. In particular, our
contributions are as follows:

• An in-depth study of different citation meth-
ods and key design components for medical
tasks using LLMs, ranging from text genera-
tion methods, information retrieval methods,
to citation attribution methods. Our study dis-
entangles the importance of different factors
from the backbone LLM.

• We present MedCite, the first end-to-end sys-
tem for enabling LLMs to generate verifiable
texts for medical QA systems with automatic
evaluation. Meanwhile, we introduce a novel
multi-pass retrieval-citation method that con-
ciliates retrieval-augmented generation and
post-generation citation.

• A comprehensive evaluation of MedCite
across different LLMs, which shows that Med-
Cite outperforms existing methods in both
text generation and citation generation quality
by up to 47.39% recall and 31.61% precision
respectively. We conduct human evaluation
by having medical doctors verify the attribu-
tion results. The results show that our auto-
matic evaluation pipeline correlates well with
domain expert judgments, demonstrating the
effectiveness of efficient and automatic cita-
tion evaluation for medicine.

Our code and data are available at https://
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github.com/xiaow4/MedCite

2 Related Work

Biomedical Question Answering. Biomedical
QA aims to answer clinical or biomedical ques-
tions using NLP techniques. Early systems were
rule-based (Lee et al., 2006; Cao et al., 2011), re-
lying on structured ontologies but lacking scal-
ability. Later, domain-specific language models
such as BioBERT (Lee et al., 2020) and Clinical-
BERT (Huang et al., 2019), built on BERT (De-
vlin et al., 2019), brought performance gains
across biomedical QA benchmarks (Yang et al.,
2024). Recently, generative models like GPT-
3.5/4 (Brown et al., 2020; OpenAI, 2023) and Med-
Gemini (Saab et al., 2024) enabled flexible answer
generation without predefined options. However,
these models can hallucinate, motivating the adop-
tion of retrieval-augmented generation (RAG) to
ground outputs on retrieved documents (Lozano
et al., 2023; Xiong et al., 2024a; Yang et al., 2024;
Yu et al., 2024; Zakka et al., 2024; Xiong et al.,
2024b). Our work focuses specifically on improv-
ing the verifiability of generated biomedical re-
sponses.

Citation Methods for LLM Generation. Adding
citations to LLM-generated text has become an
active area of research. Although LLMs such as
ChatGPT (Brown et al., 2020; Thoppilan et al.,
2022; Anil et al., 2023; OpenAI, 2023, 2024) can
be prompted to produce citations, these are often in-
accurate or fabricated (Zuccon et al., 2023). Direct
model-driven attribution (Sun et al., 2023; Agrawal
et al., 2023; Weller et al., 2024) enables LLMs to
cite autonomously but lacks reliability. Retrieval-
based methods improve grounding: post-retrieval
generation (PRG) retrieves relevant documents be-
fore generation (Guu et al., 2020; Borgeaud et al.,
2022; Reddy et al., 2023), while post-generation ci-
tation (PGC) retrieves evidence after answer gener-
ation (Huo et al., 2023). Though more robust, both
approaches add complexity (Gao et al., 2023b),
and may still fall short on biomedical tasks re-
quiring precise attribution. Our hybrid double-
pass citation method integrates RAG with post-
generation refinement to address these limitations.
Another direction involves fine-tuning LLMs on
curated or synthetic citation data to improve cita-
tion quality (Ye et al., 2024). Lastly, evaluation
protocols for citation accuracy are being devel-
oped (Rashkin et al., 2023; Gao et al., 2023c; Li

et al., 2024), though existing work largely focuses
on general-domain content. In contrast, our eval-
uation is medicine-specific and considers domain-
aware strategies for retrieval and citation genera-
tion.

Evaluation Frameworks in the Medical Domain.

Wu et al. (2024) proposed a citation evaluation
pipeline based on URL-retrieval and showed that
even top LLMs like GPT-4 (RAG) often failed to
provide fully supported answers. While both our
work and theirs aim to improve citation reliability,
they focus on prompting API-based models for on-
line URLs, whereas we propose a modular citation
system that improves biomedical grounding. As
detailed in Section 5, we show why parametric cita-
tion methods are unsuitable for open-source LLMs
due to issues like hallucinated URLs and lack of
access to verifiable sources. Our method leverages
hierarchical retrieval from trusted medical corpora
such as PubMed and incorporates multi-pass ci-
tation to ensure attribution of specialized content,
including drug names and genomic markers. A
more comprehensive discussion of related work is
provided in Appendix A.

3 Problem Setup

In this section, we first formulate the citation gen-
eration task for biomedical QA and then give an
overview of the approaches that we will examine
experimentally in the following section.

3.1 Problem Objective

The objective is to develop a system that automat-
ically adds relevant and accurate citations to text
statements generated by a large language model.
In particular, the inputs to the system include a user
query q, an LLM Φ, an external database D, which
contains ground truth documents. The outputs of
the system include a generated text passage, which
contains a list of statements S = {s0, s1, ..., sn} by
Φ. For each statement si, a set of in-line citations
Ci = {c0i , c

1
i , ..., }, where c

j
i ∈D, is assigned to it.

3.2 Dataset

Following prior work (Bolton et al., 2024; Ya-
sunaga et al., 2022; Xiong et al., 2024a), we use
the BioASQ-Y/N dataset (Nentidis et al., 2024),
which is a commonly used dataset for benchmark-
ing biomedical question answering systems. The
dataset consists of questions, human-annotated an-
swers, and relevant contexts that provide the nec-
essary information to answer the questions. The
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BioASQ-Y/N dataset has three characteristics that
motivate us to use it for the study: 1) Unlike other
datasets used for medical QA (Jin et al., 2020;
Hendrycks et al., 2021; Pal et al., 2022), which are
primarily multi-choice QA tasks, BioASQ-Y/N not
only provides option choices (Yes/No) but also a
gold set of answers w.r.t the informativeness of an-
swer statements. 2) BioASQ-Y/N provides ground
truth labels of the supporting documents for each
question. Meanwhile, it can be easily modified
to answer questions without the ground-truth doc-
uments provided, which represents a more real-
istic medical setting. 3) It has not so far been
used by existing generic citation methods. Apart
from BioASQ used for the analysis in Section 4,
we also include PubMedQA (Jin et al., 2019) in
Section 6. We include the details of the datasets
and hyperparameters in Appendix B. On the exter-
nal database side, we primarily consider PubMed
database (Canese and Weis, 2013), which contains
24.6 million biomedical documents vetted by med-
ical professionals. This vast database provides ac-
cess to a wealthy source of precise and legitimate
documents LLM-generated text can attribute to.

3.3 Evaluation Metrics

For medicine QA, evaluating both text and citation
generation quality is crucial to ensure that the out-
puts of LLMs are not only coherent and relevant
but also well-supported by accurate citations. As
such, we consider the following aspects.

Answer correctness. Different from multi-choice
QA, real medical systems often generate long and
open-ended answers. Therefore, we use ROUGE-
L (Lin, 2004) and MAUVE (Pillutla et al., 2021)
to evaluate the correctness and relevance of the
answer based on the ground truth answer. We still
let the model generate a Yes/No answer in addi-
tion to the long answer, such that we can make
comparisons with existing non-citation methods.

Citation quality. We evaluate citation quality at
the statement level, which offers a finer-grained
view than question-level document retrieval. This
better captures whether each generated statement
is grounded in medical evidence.

We consider an attribution judge Attr : X ,Y →
{0, 0.5, 1} that outputs 1 if the statements X can
be fully attributed to the statements Y , i.e., Y is
the source of X , 0.5 if X can be partially attributed
to Y , and 0 otherwise. To justify the introduction
of partial support, we refer to findings from re-
cent studies, such as Wührl et al. (2024), which

showed that in medical fact-checking tasks, 62.4%
of claims were partially supported by evidence.
This highlights the importance of capturing par-
tial attribution, as it is a frequent occurrence in
real-world medical statements.

For the use of citations in medical QA, an an-
swer can have multiple verifiable statements, and
multiple citations may be attached to support one
statement. S With the attribution judge, we mea-
sure citation qualities with two metrics: citation

recall, and citation precision. Both citation recall
and precision heavily affect the usability of medi-
cal QA, as a high recall means that the generated
responses are well supported by evidence, and a
high precision indicates that the assigned citations
have high quality that can be used to verify the
truthfulness of the generated texts. For simplicity,
let us consider a single statement s with n cita-
tions c1, c2, . . . , cn, where each of them is a set of
axioms.

Citation recall. We define recall as a statement-
level metric, which measures whether all the in-
formation in the statement is fully supported by
the citations. For recall = 1, every axiom (fact)
in As must be present in the collection of axioms
provided by all the citations.

In our experiments, we use the concatenation
of the citation documents to represent the union
of citations and make a judgment on whether the
statement can or cannot be fully supported by the
concatenated citations. Using the attribution judge
defined above, we have Recall(s, c1, · · · , cn) =
1 if and only if Attr(s,

⋃n
i=1

ci) = 1. We then
average over all statements to get the final recall
score of an answer passage.

Citation precision. Following previous research
(Liu et al., 2023), we define the precision metric
as a citation-level measurement, which assesses if
each individual citation contributes to supporting
the statement. Precision is 1 for a citation if it
either fully or partially supports the statement by
containing at least some of the necessary axioms
from the statement. The precision of ci for s is
computed as 1 if and only if Attr(s, ci) > 0. When
having multiple statements, we compute its citation
precision by averaging the precision scores of all
citations in it.

Citation F1. We use citation F1 (Liu et al., 2023)
to measure the combined citation precision and
recall via: F1 = 2× citation precision×citation recall

citation precision+citation recall
.
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4 Citation Procedure Analysis

This section explores and quantifies which choices
are important for successfully citing sentences for
medical tasks. Given that each component can be
varied, we investigate how each of these compo-
nents impacts the citation generation quality while
isolating the other components. Unless otherwise
specified, we use Llama-3-8B-I. for the experi-
ments in this section.

4.1 Parametric vs. Non-Parametric Citation

Recent LLMs can be prompted to include citations
in the text they generate by relying on its para-
metric contents, i.e., information internalized from
the training data. Given this advancement, one
question naturally arises: can we rely on LLMs to

self-cite their generated sentences? We compare
this strategy with non-parametric citation where
we generate citations by purely relying on non-
parametric information-retrieval (IR) contents, e.g.,
PubMed. In particular, for parametric citation, we
generate a prompt that includes the user question,
and a directive instruction for LLM to generate
answers while adding in-line citations in formatted
output for each statement. In this case, the model
solely depends on its pre-training data to generate
citations. For the non-parametric citation, we let
LLM to directly generate an answer without cita-
tions. Then we use a dense retriever MedCPT (Jin
et al., 2023) to retrieve a list of relevant document
(e.g., top-3) from D for each answer statement and
those documents as in-line citations. The prompts
used can be found in Appendix C.

Citation

Method
Model

Accuracy

(EM)

Text Quality Citation Quality

MAUVE ROUGE-L Rec. Prec.

Parametric (LLM)
Llama-3-8B-I. 74.76 61.94 17.72 / /
UltraMedical 69.09 67.70 13.96 / /

GPT-4o 88.51 74.82 20.03 / /

Non-parametric (IR)
Llama-3-8B-I. 73.95 65.31 19.05 60.89 53.90
UltraMedical 68.12 51.18 12.69 52.48 62.32

GPT-4o 87.70 70.15 20.20 79.72 80.95

Table 1: Comparison of parametric (LLM) vs. non-
parametric (IR) citation methods across different LLMs.

Table 1 compares the parametric vs. non-
parametric citation results across different LLMs.
We find that while LLMs have made significant
strides in understanding and following human in-
structions, they do have limitations when it comes
to generate citations in medical settings. In partic-
ular, both Llama-3-8B-I. and UltraMedical cannot
follow those instructions accurately. As a result,
the generated citations are either incorrect, fabri-
cated, or ill-formatted, and even though a small

proportion of them do exist, such citations might
not be freely accessible (e.g., some scientific ar-
ticles are behind a paywall). As such, without
API access to the content of any scientific articles
generated as citations by parametric methods, it is
challenging to automatically evaluate their quality.
This is unsurprising because these models are still
trained on next-token prediction, and LLM needs
to extrapolate the citation information with its pre-
training knowledge or hallucination. Interestingly,
GPT-4o not only achieves the highest accuracy
on the BioASQ task, but it can also consistently
follow the instructions to generate well-formatted
citations. However, the references GPT-4o gener-
ated are outdated (all before year 2018), making it
hard to include new studies. We include several ex-
amples of generated citations in Appendix D. This
observation highlights a critical limitation of the
parametric-only approach when applied to citation
generation, particularly in the medicine domain
with public LLMs. Given these limitations, we
focus on non-parametric citation methods using
trusted datasets like PubMed in the remainder of
the experiments.

4.2 RAG Makes Better Citations

While non-parametric citation improves the cita-
tion quality, the answer statement generation still
relies on the pre-training data itself. Therefore, the
answers can be based on outdated or incomplete
medical data. Despite multiple recent papers ob-
serving that adding retrieval-augmented generation
(RAG) helps improve LLM to better understand
biomedical tasks, producing higher accuracy than
non-RAG based approaches (Xiong et al., 2024a;
Yang et al., 2024; Yu et al., 2024), experiments
on how RAG affects both text and citation quality
are rarely reported. We dig deeper into the role
of RAG in citation generation by comparing sev-
eral different methods. For all methods, we use
the same dense MedCPT based retriever to assign
top-k (e.g., top-3) relevant documents as citations.

Non-RAG (CoT): We perform chain-of-thought
(CoT) prompting (Wei et al., 2022b) to leverage the
reasoning capability of LLMs to provide an answer
(e.g., a polar Yes/No answer) and text explanations
S to the question q. This is similar as the method
in (Xiong et al., 2024a), but no supporting context
is retrieved from the external database.

RAG: We first retrieve a shortlist of top-k support-
ing documents {d1, ..., dk} to the query q from D.
We then feed the concatenate shortlist documents
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Figure 3: Comparison of parametric (LLM) and non-parametric (IR) citation generation pipelines.

together with q to the LLM, and instruct the LLM
to generate the answer and text explanations S.

RAG w. Oracle: Similar to the above config-
uration, but using the ground truth supporting
documents (i.e., assuming a perfect retriever) in
BioASQ for each question.

Retrieval

Method

Accuracy

(EM)

Text Quality Citation Quality

MAUVE ROUGE-L Recall Precision

Non-RAG 71.36 53.24 18.07 59.05 52.93

RAG 82.85 52.22 14.79 49.01 42.77

RAG w. Oracle 94.34 63.45 20.63 57.46 43.20

Table 2: Comparison of RAG and Non-RAG methods
for citation generation.

Table 2 shows a comparison of non-RAG and
RAG methods for medicine. Interestingly, we ob-
serve that without RAG, the correctness of gen-
erated answers tend to be low (71.36). However,
the citation recall and precision are relatively high.
Conversely, integrating RAG leads to a significant
increase in answer correctness while resulting a
decrease in citation recall and precision. This is
because the citation quality metrics only assess
whether the LLMs’ generated statements are sup-

ported by verifiable sources, rather than directly
assessing the correctness of each statement. There-
fore, it is possible that the identified citations can
still support a hallucinated statement, even though
that statement is irrelevant to the user’s question.
This finding suggests that we need to holistically
assess LLM’s capability for both text and citation
generation. Specifically, we treat the correctness
of the answers (e.g., accuracy and text quality) as
a prerequisite of the evaluation of citations, and en-
abling citation capabilities should not compromise
the quality of answer generation.

Table 2 also shows that by using the ground truth
documents (oracle), the best obtainable results for
accuracy using RAG can go up to 94.34% and the
citation recall and precision can go up to 57.46%
and 43.20% respectively, leaving room to investi-
gate better retrieval augmentation methods. Never-
theless, these results indicate that RAG is crucial
to generating context relevant texts and is a critical
step for getting high-quality citations. Therefore,
we use RAG in the remainder of our experiments.

4.3 The Efficacy of Citation Seeker

Till now we have fixed the choice of the citation
seeker, i.e., how to find relevant documents and
assign them as citations to a statement. However,
one may wonder how the choice of citation-seeking
methods affects citation quality. To investigate this,
we consider the following strategies:
Pre-generation shortlist + LLM rerank. For
each generated statement, we instruct LLM to as-
sign a document retrieved as one of the supporting
documents from the pre-generation retrieval. No
additional retrieval is needed in this case.
Retriever-only re-retrieval. For each generated
statement, we relaunch the retriever to retrieve top-
k documents relevant to the statement from D and
append those as citations for each statement.
Re-retrieval + NLI rerank. For each generated
statement, we relaunch the retriever to retrieve top-
k documents relevant to the statement from D, and
use a light-weighted medicine NLI model to assign
those retrieved documents as citations.
Re-retrieval + LLM rerank. Similar as above
config, except that we instruct LLMs to assign
retrieved documents as citations.

Attribution Strategy
Accuracy

(EM)

Text Quality Citation Quality

MAUVE ROUGE-L Recall Precision

Pre-Gen. shortlist + LLM rerank 83.33 59.22 16.78 54.66 41.40

Retriever-only re-retrieval 83.33 59.22 16.78 65.69 47.69

Re-retrieval + NLI rerank 83.33 59.22 16.78 65.38 55.12

Re-retrieval + LLM rerank 83.33 59.22 16.78 65.78 60.95

Table 3: Comparison of citation seeking methods. We
use the Hybrid configuration described in Section 4
because it has overall better citation quality.

Table 3 shows the comparison results of different
citation seeking strategies. We find that re-retrieval

+ LLM reranking has the best overall performances,
which confirms the benefits of (1) re-retrieval leads
to improved citation precision and recall, and (2)
citation reranking as an effective approach for seek-
ing high quality citations. It is worth noting that
while re-retrieval + NLI reranking achieves similar
citation recall but with 5.8% lower recall precision,
the NLI model is overall much more lightweight
than an LLM. Therefore, if cost is a major con-
straint, a medicine-specialized NLI classifier can
also be considered for citation seeking.
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5 MedCite: A Citation Generation

System for LLM-Powered Medical QA

In the previous section we investigate several im-
portant design choices for citation generation of
medical tasks. We now aggregate these improve-
ments and evaluate their combined impact and
provide it as an open-source framework MedCite
(Fig. 2). Our final citation generation approach
integrates three core components: non-parametric
citation (§ 4.1), RAG (§ 4.2), and the retrieval +
LLM reranking citation seeking method (§ 4.3).
Additionally, we investigate another two important
factors that have been under-emphasized in pre-
vious work: (1) what if we combine parametric
and non-parametric citations through multi-pass
approaches; and (2) the impact of retriever choices
to the citation seeking.

Multi-pass citation generation. Intuitively, it
seems possible to leverage both LLM’s internal
parametric knowledge to provide initial answer
and citations while employing post-generation non-
parametric method to validate and refine the cita-
tions, utilizing the externally retrieved content. To
verify our hypothesis, we consider a new multi-
pass method: Similar to the approach in § 4.2,
we employ RAG to generate answers. Different
from that approach, we instruct LLM to assign
citations to statements based on the retrieved doc-
uments while answering the question. Then we
retrieve top-k relevant documents to each state-
ment. We deduplicate any redundant citations
from these two stages and combine the remaining
ones to form the final citations. Table 4 presents
the comparison results of the double-pass method
against non-parametric citation. The results in-
dicate that the double-pass approach consistently
outperforms the non-parametric method in citation
precision and recall while maintaining comparable
and slightly better answer correctness. By combin-
ing the strengths of both generative and retrieval
systems, the double-pass method mitigates the lim-
itations inherent in each individual approach.

Configuration
Accuracy

(EM)

Text Quality Citation Quality

MAUVE ROUGE-L Rec. Prec.

Non-parametric

RAG + Citation
Seeker

82.85 52.22 14.79 49.01 42.77

Hybrid

Double-pass
83.33 59.22 16.78 65.69 47.69

Table 4: Comparison of non-parametric and MedCite’s
double-pass method for citation generation.

Hierarchical two-stage ranking based citation

retrieval. Another factor is the choice of retriever
for the citation seeking. The recently proposed
MedRAG (Xiong et al., 2024a) uses a Reciprocal
Rank Fusion (RRF) based hybrid method to com-
bine results from BM25 (Robertson and Zaragoza,
2009) and MedCPT (Jin et al., 2023) to find sup-
porting documents in the pre-generation phase.
However, while it is possible to find a broad range
of relevant documents to enhance the context of
LLM-generated answers, citation retrieval must be
more fact-focused to ensure precise and accurate
referencing. In the ablation studies, we show that
a hierarchical two-stage ranker that first retrieve
documents based on key word matching through
BM25 (Robertson and Zaragoza, 2009) and then
semantic retriever based on MedCPT (Jin et al.,
2023) brings further improvements in performance
in citation quality, validating the importance of the
choice of retriever for citation.

6 Evaluation

6.1 Main Results

We compare MedCite with three baseline meth-
ods: the medical domain RAG method and two
general-domain citation methods from recent work,
including the post-retrieval generation and post-
generation citation method across different back-
bone LLMs: (1) MedRAG: The method described
in (Xiong et al., 2024a). (2) Post-retrieval gen-

eration (PRG): Following the method in (Gao
et al., 2023c), we prompt LLMs with a query, a
list of retrieved documents and instruct the LLMs
to include citations in their generated answer.
(3) Post-generation citation (PGC): Following
RARR (Gao et al., 2023a), We perform chain-of-
thought (CoT) prompting (Wei et al., 2022b) to
let LLM generate an answer, followed by the re-
retrieval + LLM reranking to assign citations to
each statement. We evaluate three models: Llama-
3-8B-I. (Llama-3-8B-Instruct) (MetaAI, 2024), Ul-
traMedical (Zhang et al., 2024), and commercial
LLM GPT-4o (gpt-4o-0806) (OpenAI, 2024).

We present the main results in Table 5. The main
takeaways from the experiments are as follow.

Generated responses remain correct with en-

abled citations. State-of-the-art medical QA sys-
tems such as MedRAG do not have citations in
their generated answers. We show that it is pos-
sible to enable citations in medical systems while
maintaining the correctness of generated answers.
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Model Method Acc. (EM)
Text Gen. Quality Citation Quality

MAUVE ROUGE-L Recall Precision F1-Score

BioASQ PubMedQA BioASQ PubMedQA BioASQ PubMedQA BioASQ PubMedQA BioASQ PubMedQA BioASQ PubMedQA

Llama-3-8B-I.

MedRAG 82.85 70.80 53.74 42.39 14.78 14.22 / / / / / /

PRG 84.95 69.40 72.53 47.79 17.97 20.99 35.44 30.08 38.71 35.00 32.50 36.73

PGC* 72.10 55.80 61.90 44.53 18.06 19.11 64.75 62.18 69.32 71.75 66.96 66.62

MedCite 84.95 69.40 72.53 47.79 17.97 20.99 74.86 69.50 69.47 67.73 71.74 68.60

UltraMedical

MedRAG 74.92 65.00 57.24 58.82 17.33 20.54 / / / / / /

PRG 63.43 53.60 63.87 48.02 13.27 14.89 27.54 28.51 30.80 31.17 28.01 30.94

PGC 68.12 44.80 50.71 41.04 12.69 13.33 49.91 54.28 62.18 72.82 55.37 62.21

MedCite 63.43 53.60 63.87 48.02 13.27 14.89 74.93 60.12 45.42 64.19 66.71 53.14

GPT-4o

MedRAG 92.39 73.80 51.29 38.00 15.77 24.11 / / / / / /

PRG 92.56 75.60 60.74 52.32 19.97 27.18 53.86 51.33 57.27 55.27 52.45 56.26

PGC 87.70 50.60 67.01 61.72 20.80 21.37 79.59 75.94 81.01 82.40 80.29 79.04

MedCite 92.56 75.60 60.74 52.32 19.97 27.18 84.86 84.54 83.85 89.43 84.36 86.48

Table 5: Comparison results of MedCite and alternative methods on BioASQ and PubMedQA datasets. * The
generation phase for PGC utilizes CoT, which is non-RAG. Consequently, the Accuracy (EM) score for PGC is the
same as that of the CoT (non-RAG) method.

In particular, both MedCite and PRG are able
to achieve comparable accuracy, MAUVE, and
ROUGE scores to MedRAG on Llama-3-8B-I. and
GPT-4o while providing citations to support gen-
erated answers. On the other hand, UltraMedical
obtains the highest accuracy with MedRAG de-
spite with an absolute accuracy (74.92%) much
lower than Llama-3-8B-I. (82.85%) and GPT-4o
(92.39%). By examining the generated output from
UltraMedical, we find that adding additional in-
structions seems to confuse the model, leading to
incorrect responses. This can be because Ultra-
Medical was trained with a context length of 2048,
making it harder for the model to focus on the most
relevant parts of the prompt as additional instruc-
tions are provided.

MedCite outperforms PRG and PGC in citation

quality. While both PRG and PGC enable citation
for medicine, MedCite outperforms the two meth-
ods by a large margin (e.g., 71.74% vs. 66.96%
and 32.50% on BioASQ). MedCite outperforms
PRG because MedCite’s second pass of citation
seeking leverages post-generation non-parametric
retrieval to refine the citations, which allows LLMs
to mitigate citation hallucinations. MedCite ob-
tains better performance than PGC, because it ex-
ploits pre-generation retrieval and LLM’s internal
parametric knowledge to obtain an initial set of
citations, which turns out to be useful for obtain-
ing high-quality final citations. These results have
demonstrated MedCite’s effectiveness in combin-
ing the strengths of both generative and retrieval
systems for citation generation.

MedCite consistently brings citation quality im-

provements over different LLMs. We see a uni-
versal trend that MedCite improves citation recall
and F1 score across LLMs. Using GPT-4o as the

backbone LLM leads to the highest-performing ci-
tation quality (e.g., GPT-4o 86.48 vs. Llama-3-I.
68.60 in F1 on PubMedQA), mainly driven by its
advanced reasoning and instruction following ca-
pabilities. In contrast, citation quality is the lowest
when the system is evaluated on UltraMedical (e.g.,
66.71 on BioASQ). These results underscore that
incorporating MedCite bolsters LLM’s capacity to
generate verifiable texts.

Qualitative case study. A qualitative case study
is presented in Appendix F, providing concrete ex-
amples that complement our quantitative findings.

6.2 Ablation Studies

Citation retrieval analysis. We evaluate how dif-
ferent citation retrievers affect the quality of Med-
Cite. In particular, we compare semantic-only (Jin
et al., 2023), lexical-only (Robertson and Zaragoza,
2009), and retrieval-fusion via RRF-2 (Xiong et al.,
2024a), and hierarchical two-stage retriever. Dif-
ferent from prior findings that the RRF-2 based
hybrid retriever leads to the best performance re-
sults, we find that lexical-only (e.g., BM25) re-
triever leads to the higher citation quality. Unlike
the retriever used in RAG, which aims to provide
supporting documents for LLM generation, cita-
tion retrieval requires examination of precise med-
ical terminology and quoting verbatim from the
source. For example, in our experiment, given the
LLM claim "peptides are short chains of amino
acids, and chlorotoxin is a specific type of pep-
tide," the semantic retriever retrieves a document
discussing the features of calitoxin. Although both
calitoxin and chlorotoxin are toxins, the document
does not help support the claim. Therefore, it can-
not serve as a valid citation for this statement. Be-
cause of this, a lexical retriever based on exact
match provides more precise citations. In contrast,
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semantic-only and retrieval-fusion based retriev-
ers negatively affect the citation quality. Finally,
the hierarchical two-stage retriever fist performs
lexical retrieval to obtain a long list of citation can-
didates followed by a semantic retriever to rank the
long list by the similarity score between the query
and the citation candidates. As a result, it offers
the best-performing results among our tested con-
figurations by achieving a good trade-off between
citing comprehensively and precisely.

Retriever Type Method
Accuracy Citation Quality

(EM) Rec. Prec.

Lexical-only BM25 94.34 77.53 79.89

Semantic-only MedCPT 94.34 65.93 66.78

Combination RRF-2 94.34 75.74 76.46

Hierarchical BM25 then MedCPT 94.34 77.84 80.02

Table 6: Effectiveness of different retrievers on Med-
Cite quality with Llama-3-8B-I. using Oracle relevant
documents as the supporting documents in the pre-
generation retrieval stage and re-retrieve top-3 docu-
ments per statement with LLM reranking.

6.3 Attribution judge analysis and human

annotations.

While prior studies often assume that Natural Lan-
guage Inference (NLI) models correlate well with
human judgements in making attribution evalua-
tion (Gao et al., 2023c; Bohnet et al., 2022), those
studies focus on general domain questions. To our
knowledge, no study has evaluated the effective-
ness of different models in attribution judgment
for medical tasks. We evaluate the performance of
various models in making attribution judgments for
medical tasks and comparing their results with pro-
fessional medical doctor judgments. The detailed
guideline provided to annotators for conducting
attribution labeling is available in Appendix E.

Surprisingly, Table 7 indicates that existing
medicine-specialized NLI models exhibit poor cor-
relation with professional medical doctor judg-
ments (e.g., <22.3% score in precision judge).
Also interestingly, GPT-4o/GPT-3.5 are not the top
performing models in this context. Instead, pub-
lic models such as Llama-3.1 and Mistral achieve
the best correlation with expert judgments, demon-
strating a higher level of agreement with medical
professionals. We hypothesize that this could be
because public LLMs might have been trained on
datasets that include more medical literature, al-
though it is hard to verify because the details of
the datasets used for training these models are not
publicly disclosed. At the same time, we recognize

Model Source Domain
Cohen’s Kappa Score

Rec.

Judge

Prec.

Judge

SciFive-MedNLI Open Medical 0.2593 0.1945
JSL-MedPhi2-2.7B Open Medical 0.1845 0.2218
UltraMedical Open Medical 0.4518 0.2162
Llama-3.1-8B-Instruct Open General 0.5862 0.5422

mistral-7B-Instruct Open General 0.6211 0.4241
GPT-3.5-Turbo Close General 0.3834 0.4075
GPT-4o Close General 0.4146 0.4075
GPT-4o-mini Close General 0.3834 0.3894

Table 7: Correlation of different models’ attribution
judge with human annotations.

that reasoning capabilities play a central role in
the attribution judgment task, as described in Ap-
pendix C, the prompt requires models to evaluate
the connection between a premise and a hypoth-
esis based on self-contained excerpts. However,
domain knowledge remains essential for interpret-
ing specialized claims(Wadden et al., 2020). For
instance, verifying claims such as “Cardiac injury
is common in critical cases of COVID-19” requires
medical expertise to connect elevated troponin lev-
els with cardiac injury. Thus, better-performing
LLMs likely benefit from extensive pretraining
on medical datasets, which enhances both reason-
ing and domain-specific understanding. Neverthe-
less, given the high correlation between recent top-
performing LLMs and expert judgments, we con-
sider using LLMs as attribution judgements to be
more promising for medicine, and we see this as
an opportunity for future work.

Expert annotations can vary in knowledge-
intensive domains like medicine. In the SciFact
dataset, inter-annotator agreement (Cohen’s kappa)
is about 0.75 (Phan et al., 2021). In our study, we
observed similar agreement: 0.83 for statement-
level recall and 0.66 for citation-level precision,
reflecting consistency comparable to prior work
despite the task complexity.

7 Conclusion

We introduce MedCite, the first end-to-end frame-
work fostering research that targets improving
the verifiability and trustworthy of medical sys-
tems with citations. Our in-depth examination
of important design choices for LLM-based med-
ical systems inspires us to propose MedCite, a
novel method for generating high quality citations
for medical systems. Extensive evaluation across
LLMs show that our approach leads to consistent
improvements to citation generation over alterna-
tive methods.
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8 Ethical Considerations and Limitations

The primary goal of this work is to assess and
improve the verifiability in LLM-based medical
systems via citations. In addition to gaining trust
from physicians and patients, there is also urgency
from regulation and audition consideration, where
the US Food and Drug Administration (FDA) has
called for regulation methods for using LLMs in
the medical industry (Baumann, 2024). However,
incorrect citations can have serious consequences
in the medical field, as they can affect patient and
physician’s treatment decisions. As such, the de-
ployment of LLM-based systems in medical con-
texts requires careful design while adhering to ethi-
cal considerations, e.g., the system should augment
human decision-making rather than replace it, and
human oversight remains critical to validate gener-
ated citations.

One of the limitation of this work is that we
did not perform extensive hyperparameter tuning
(e.g., the number of retrieved passages), instead
following prior empirical findings and practical
constraints. While our choices are justifiable, fur-
ther tuning could potentially improve performance.

While conducting this research, we have also
identified several critical yet unexplored challenges
in generating citations for medicine. For instance,
manual human verification by professional med-
ical doctors remains a costly and time-intensive
process, making it difficult to scale. Additionally,
whether a document supports a statement can be
subject to interpretation, even among medical ex-
perts, who may disagree on the extent to which a
document partially supports a statement. There-
fore, it is crucial to assess whether a high level of
consensus among doctors can be achieved. An-
other challenge is the limited availability of medi-
cal datasets that include both ground truth answers
and supporting documents, aside from BioASQ
and PubMedQA. The absence of certain informa-
tion, such as ground truth references, in medical
datasets complicates the overall verifiability eval-
uation in medicine. Future work should focus
on developing high-quality citation datasets for
medicine, which would significantly enhance the
trustworthiness and effectiveness of medical QA
systems, ultimately benefiting healthcare profes-
sionals and patients. Similarly, although we did not
observe many such cases in our study, it is worth
exploring the reasons behind instances where ci-
tations disprove claims. This is particularly rel-

evant when considering corpus updates, as new
research may refute prior studies, raising impor-
tant questions about how to handle such scenarios
effectively.

While MedCite is specifically tailored to the
medical domain, its generalization to other fields
presents notable challenges. Key components,
such as multi-pass citation generation and curated
database reliance, may not translate directly to
general-domain applications without significant
modifications. For example, the availability of
well-curated corpora like PubMed is unique to the
medical field. General domains often lack central-
ized resources, requiring extensive dataset prepa-
ration or integration of diverse sources. Similarly,
retriever selection, such as the use of MedCPT in
this study, may need to be adapted to align with
the characteristics and retrieval objectives of dif-
ferent fields. The effectiveness of retrieval con-
figurations and strategies could vary significantly
depending on corpus diversity and domain-specific
needs. Moreover, citation evaluation strategies may
need to accommodate varying requirements across
domains. In medicine, most claims necessitate cita-
tions due to high stakes and reliance on specialized
knowledge, whereas general domains may involve
claims rooted in common sense or widely accepted
facts. Evaluating citations in such contexts might
require adjustments to account for optional cita-
tions or more loosely defined relevance criteria.
Automatic evaluation approaches, while valuable,
would also need adaptation to handle the simpler or
binary relationships typical of claims and citations
in general fields. These limitations suggest that
while MedCite’s core framework offers a strong
foundation, further work is needed to ensure its
components are broadly applicable to non-medical
domains.
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A Related Work

A.1 Biomedical Question Answering

Biomedical question answering (QA) is a spe-
cialized field within natural language process-
ing. It focuses on answering questions related
to biomedical and clinical domains. Early ap-
proaches rely heavily on rule-based systems (Lee
et al., 2006; Cao et al., 2011). These methods
utilize structured databases and ontologies to re-
trieve answers to clinical questions. While pio-
neering, these systems were limited by their re-
liance on predefined rules and lack of scalabil-
ity. Subsequently, ML/DL based solutions have
brought significant improvements to biomedical
QA. Models such as BioBERT (Lee et al., 2020)
and ClinicalBERT (Huang et al., 2019) adapt pre-
trained BERT (Devlin et al., 2019) to biomedi-
cal texts, resulting in improved performance on
various biomedical QA tasks (Yang et al., 2024).
Recently, generative models represent a newer
paradigm in biomedical QA. Models such as GPT-
3.5/4 (Brown et al., 2020; OpenAI, 2023) and Med-
Gemini (Saab et al., 2024) generate answers di-
rectly from input text without relying on prede-
fined answer options, which enable more flexible
and contextually appropriate responses. However,

generative models also pose challenges, such as
the risk of generating incorrect or hallucinated an-
swers. To tackle the issue, recent work employs
retrieval-augmented generation (RAG) to retrieve
relevant documents and generate answers based
on the retrieved information (Lozano et al., 2023;
Xiong et al., 2024a; Yang et al., 2024; Yu et al.,
2024; Zakka et al., 2024; Xiong et al., 2024b). Dif-
ferent from these efforts, we focus on improving
the verifiability of medical systems.

A.2 Citation Methods for LLM Generation

The integration of citation mechanisms in LLM
based generation is a burgeoning area of research.
Recent advancements in LLMs can be prompted
to include citations in the text it generates (Brown
et al., 2020; Thoppilan et al., 2022; Anil et al.,
2023; OpenAI, 2023, 2024). However, the accu-
racy and relevance of these citations can be a chal-
lenge. Similar as hallucination in generated texts,
the model (e.g., ChatGPT) can generate plausible-
looking citations that are not actually accurate or
verifiable (Zuccon et al., 2023). Multiple meth-
ods have been proposed to add citations to LLM-
generated content. Direct model-driven attribution
methods allow the model to self-attribute, though
this often leads to unreliable results (Sun et al.,
2023; Agrawal et al., 2023; Weller et al., 2024).
Post-retrieval generation (PRG) involves retriev-
ing a list of documents relevant to the user query
before generating an answer and the relevant doc-
uments (Guu et al., 2020; Borgeaud et al., 2022;
Reddy et al., 2023). Post-generation citation (PGC)
seeks relevant documents after generating the an-
swer (Huo et al., 2023). Both PRG and PGC of-
fer more reliable attribution but increase system
complexity (Gao et al., 2023b), and as we show
in the paper, they may not achieve the optimal
citation quality for medicine systems due to the
nuanced nature of biomedical queries and the need
for precise, verifiable citations. Our hybrid double-
pass citation method aims to address these gaps
by integrating RAG with post-generation refine-
ment. Fine-tuning LLMs for citation generation
represents another approach, where models are
trained using curated or synthetic data to directly
produce citations during text generation (Ye et al.,
2024). Finally, there has been overall an absence
of automated evaluation for the citation methods
over LLM-based QA. Therefore, there has been
efforts that aim to improve the evaluation protocols
and benchmarks for LLM attributions (Rashkin
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et al., 2023; Gao et al., 2023c; Li et al., 2024).
Different from those efforts, which measures cita-
tions for general domain subjects, our evaluation
is medicine-centric and we also explore the other
components, such as medical-specific retrieval and
citation seeking strategies that impact LLM based
medicine tasks.

A.3 Evaluation Frameworks for

LLM-Generated Citations in Medical

Domain

Wu et al. (2024) introduced an evaluation pipeline
for assessing the validity of LLM-generated cita-
tions in medical domain, focusing on URL-based
online sources. Their work highlights significant
limitations in LLM citation quality, with even top-
performing models like GPT-4 (RAG) failing to
fully support all statements in nearly half of their
responses.

While both our study and Wu et al. share the
goal of improving citation reliability, our work dif-
fers in scope and methodology. Wu et al. provides
a comprehensive evaluation pipeline, with primary
focus on analyzing citation quality for parametric
methods by prompting API-based LLMs to provide
source URL in their answer, rather than proposing
methods to address identified gaps. In contrast, our
work not only evaluates but also introduces a modu-
lar framework combining hierarchical retrieval and
multi-pass citation to improve citation quality for
biomedical tasks. In Section 3.1, we explain why
parametric methods are unsuitable especially for
open-source LLMs due to challenges such as fabri-
cated citations, lack of access to reliable content,
and the difficulty of automatic evaluation without
API-level access to online sources. By empha-
sizing domain-specific hierarchical retrieval from
curated medical sources like PubMed, we address
challenges unique to the biomedical domain, such
as ensuring precision for highly specialized terms
like drug names or genomic markers.

B Additional Experimentation Details

B.1 Datasets

We use medical question answering datasets that
have ground truth answers to evaluate MedCite.
Specially, we use BioASQ (Nentidis et al., 2024)
and PubMedQA (Jin et al., 2019) in the final eval-
uation. In both cases, we only use questions
and remove all ground truth supporting contexts,
which represents a more realistic setting as often
no demonstrations are provided in real usage sce-

narios. Table 8 summarizes the details about these
two datasets.
Dataset Size Question Type Example Question GT Answer

PubMedQA* 500 Yes/No/Maybe
Is anorectal endosonography
valuable ... ?

yes

BioASQ-Y/N 618 Yes/No
Is medical hydrology the same as
Spa ... ?

yes

Table 8: The two datasets used in MedCite experiments.

PubMedQA. PubMedQA is a dataset for biomed-
ical question answering (QA) tasks. The questions
are either the titles of existing research articles or
derived from them. The context provides the ab-
stract of the article. The answer includes a ground
truth answer to the question, which is derived from
the conclusion of the abstract.

BioASQ-Y/N. BioASQ-Y/N is also a biomedical
QA dataset. For each instance in the dataset, it con-
tains a question, contexts that provide the informa-
tion to answer the question, and human annotated
answers.

B.2 Hyperparameters

To ensure reproducibility, we use greedy decoding
for all LLMs. For retrieval, we use a hierarchical
two-stage ranking process: (1) BM25 implemented
with Pyserini (Lin et al., 2021) using default hyper-
parameters for indexing, and (2) MedCPT Cross-
Encoder1 with default settings to rank the retrieved
documents for a given query. We retrieve the top-
32 documents for answer generation, ensuring they
fit within the model’s context window, and discard
those with lower similarity scores if necessary. We
retrieve top-3 documents for a single statement
when seeking citation after answer generation. We
chose k = 3 for retrieved documents based on two
main considerations: (1) the context length limit
of UltraMedical (1024 tokens), which accommo-
dates approximately three PubMed abstracts, mak-
ing k = 3 a natural fit across all models for fair
comparison; (2) prior analysis by Gao et al. (Gao
et al., 2023b) showed that citation quality plateaus
at top-3 passages, further supporting our choice.

B.3 Correlation between Rouge-L and

Accuracy

Table 9 illustrates the relationship between
ROUGE scores and accuracy under different con-
ditions:

1https://huggingface.co/ncbi/MedCPT-Cross-Encoder
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Conditions ROUGE-L Score Accuracy

medrag + medcpt 17.04 0.8414
medrag + MedCPT + system prompt 17.98 0.8576

medrag + medcpt + new prompt 17.34 0.8269
oracle relevant docs 22.00 0.9401

Table 9: Analysis of ROUGE-L Scores and Accuracy
under Different Conditions

The table clearly demonstrates a positive correla-
tion between ROUGE scores and accuracy. Specif-
ically, when the system prompt is introduced to
the MEdRAG model, the ROUGE score increases
from 17.04 to 17.98, and the accuracy also im-
proves from 0.8414 to 0.8576. This indicates that
by optimizing the prompts, we can enhance the
model’s output quality and accuracy to some ex-
tent. Moreover, when a new prompt is introduced,
although the ROUGE score slightly decreases, the
accuracy drops more notably, suggesting that the
new prompt may have affected the model’s perfor-
mance in certain aspects. Most notably, when using
the oracle relevant documents, both the ROUGE
score and accuracy reach their peak values, fur-
ther confirming the positive correlation between
ROUGE scores and the accuracy of the model’s
output. These results suggest that ROUGE scores
can serve as an effective metric to assess and opti-
mize the output quality of Large Language Models
(LLMs).

C Prompt Templates

Figure 4: Prompt templates used for CoT generations.

D Examples of Generated Citations

Table 10 shows examples of generated medical
references with parametric citation method using
Llama-3-8B-I., UltraMedical, and GPT-4o. For
Llama-3-8B-I., the URL provided in Reference [1]
is incorrect, and References [2] and [3] have dif-
ferent authors despite having the same title. Upon
inspection, it was found that the article in question
does not exist. UltraMedical includes poorly for-
matted in-line citations and fabricated references.

Figure 5: Prompt templates for parametric citations.

Figure 6: Prompt templates for MedRAG generations.

Figure 7: Prompt templates for MedRAG plus citation
generations.

GPT-4o, on the other hand, provides correct refer-
ences, but they are challenging to evaluate due to
limited API access to the sources.
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Question: Is obesity related to cognitive decline?
Llama-3-8B-I. answer:

Obesity is a complex condition that is associated with various health risks, including cardiovascular
disease, type 2 diabetes, and certain types of cancer [1]. Research has also suggested that obesity may be
linked to cognitive decline, as it can lead to chronic inflammation, oxidative stress, and changes in brain
structure and function [2]. Studies have shown that obese individuals are at a higher risk of developing
dementia and Alzheimer’s disease, and that weight loss may help to improve cognitive function [3].
Therefore, it is likely that obesity is related to cognitive decline.
References: [1] World Health Organization. (2018). Obesity and overweight. Retrieved from
<https://www.who.int/news-room/fact-sheets/detail/obesity-and-overweight>; [2] Yaffe, K., et al. (2013).
The association between obesity and cognitive decline in older adults. Journal of the American Medical
Association, 310(11), 1155-1162; [3] Luchsinger, J. A., et al. (2013). Obesity and cognitive decline in
older adults. Journal of Alzheimer’s Disease, 35(2), 247-255.
UltraMedical answer:

Obesity is a condition characterized by excessive body fat that poses a risk to health. It is associated
with various health issues, including cardiovascular diseases, diabetes, and certain types of cancer. To
determine if obesity is related to cognitive decline, we need to consider the evidence linking obesity to
brain health. 1. Research has shown that obesity can lead to changes in the brain’s structure and function.
For instance, studies have indicated that obesity is associated with reduced brain volume and alterations
in brain activity, which could potentially affect cognitive functions. 2. Additionally, obesity is known
to increase the risk of metabolic syndrome, which includes conditions such as hypertension, high blood
sugar, and high cholesterol. These conditions have been linked to an increased risk of cognitive decline
and dementia. 3. Inflammation is another factor to consider. Obesity is a state of chronic low-grade
inflammation, and inflammation is a known risk factor for cognitive decline. Adipose tissue, particularly
visceral fat, secretes pro-inflammatory cytokines that can affect brain health. 4. Furthermore, obesity
can lead to sleep apnea and other sleep disturbances, which are associated with cognitive deficits. Poor
sleep quality has been linked to a higher risk of cognitive decline and Alzheimer’s disease. 5. Based on
the evidence, it is reasonable to conclude that obesity is related to cognitive decline. The mechanisms
include direct effects on brain structure and function, metabolic disturbances, inflammation, and sleep
disturbances. Therefore, the answer is A. Yes, obesity is related to cognitive decline.
References: [1] Hall, K. D., & Guo, J. (2017). Obesity: portable operating instructions. JAMA, 318(17),
1685-1686; [2] Yaffe, K., et al. (2013). The metabolic syndrome, inflammation, and risk of cognitive
decline and dementia: the Health, Aging, and Body Composition Study. JAMA, 310(3), 197-208; [3]
Spiegel, K., et al. (2009). Sleep, cognition, and health: emerging research directions. Dialogues in
Clinical Neuroscience, 11(4), 667-679.
GPT-4o answer:

Obesity has been linked to cognitive decline through various mechanisms. Excess body fat can lead to
inflammation and insulin resistance, both of which are associated with negative effects on brain health
[1][2]. Additionally, obesity is a risk factor for cardiovascular diseases, which can impair blood flow to
the brain and contribute to cognitive decline [2][3]. Studies have shown that individuals with obesity may
have a higher risk of developing conditions like Alzheimer’s disease and other forms of dementia [1][3].
Therefore, there is substantial evidence supporting the relationship between obesity and cognitive decline.
References: [1] Smith, E., Hay, P., Campbell, L., & Trollor, J. N. (2011). A review of the association
between obesity and cognitive function across the lifespan: implications for novel approaches to prevention
and treatment. Obesity Reviews, 12(9), 740-755; [2] Kivipelto, M., Ngandu, T., Fratiglioni, L., Viitanen,
M., Kreholt, I., Winblad, B., & Nissinen, A. (2005). Obesity and vascular risk factors at midlife and the
risk of dementia and Alzheimer disease. Archives of Neurology, 62(10), 1556-1560; [3] Whitmer, R. A.,
Gunderson, E. P., Quesenberry, C. P., Zhou, J., & Yaffe, K. (2007). Obesity in middle age and future risk
of dementia: a 27 year longitudinal population based study. BMJ, 335(7630), 705.

Table 10: Examples of generated medical references using parametric citation methods. The citations are often
incorrect and ill-formatted. Most importantly, they are hard to evaluate due to lack of API access with sources.
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Figure 8: Prompt templates for citation seekers.

Figure 9: Prompt templates for attribute judge.

E Annotation Guidelines and Analysis

Below we provide the guidelines we used for the
human annotation in Section 6.3. We ask annota-
tors to follow these guidelines to make an attribu-
tion judge.

E.1 Annotation Guidelines

Citation Recall measures how well the combina-
tion of all citations supports the statement.

• For each statement, review all the provided
citations (e.g., PubMed articles) as a group.

• Determine if the combined information from
these citations fully supports, or cannot fully
support the statement.

Citation Precision measures how well each in-
dividual citation supports the statement.

• For each citation, evaluate whether it alone
fully supports, partially supports, or does not
support the statement.

• Repeat this evaluation for each citation inde-
pendently.

Note: Please only use the abstract of the

PubMed article as a citation, not the whole body

(only review the abstract instead of the whole

article).

Clarification on "Fully Supported": The de-
termination depends on the relationship between
the statement and the content in the citation(s).

• Words Not Mentioned in Articles: If the
word(s) in the statement represent something
entirely different from what the article de-
scribes (e.g., distinct medical terms with no
overlap), the statement cannot be considered
"fully supported." In such cases, the support
would likely be "not supported" or "partially
supported", depending on how closely related
the information is.
If the word(s) describe a subclass or specific
instance of a broader concept mentioned in
the article (e.g., the article discusses a class
of treatments, and the statement mentions one
treatment within that class), the citation may
qualify as "partially supported".

• Fully Supported Criteria: A statement can
only be considered "fully supported" if all
key terms and concepts in the statement are
directly addressed and explicitly supported by
the information in the citation(s).

E.2 Examples

• Statement: "Fruits like apples are a rich
source of Vitamin C."

• Citation 1: The article mentions that "fruits
like oranges, strawberries, and kiwis are ex-
cellent sources of Vitamin C".

• Citation 2: The article discusses "apples be-
ing nutritious but focuses on their fiber con-
tent", without mentioning Vitamin C.

Recall (Combination of Citations): If you look
at both citations together, they do not fully support
the statement. Although Citation 1 mentions fruits
rich in Vitamin C, it does not explicitly include
apples, and Citation 2 does not provide relevant
information about Vitamin C in apples.

Recall Score: Not supported.

Precision (Each Citation Individually):

• Citation 1: Provides "partial support" be-
cause it mentions fruits rich in Vitamin C but
does not specify apples.

• Citation 2: Provides "no support" because it
does not mention Vitamin C at all.
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F Case Study: MedCite v.s.

Open-domain Baselines

To illustrate the limitations of existing baselines
and the benefits of MedCite, we present a case
study on the question in the BioASQ dataset: “Is

avelumab effective for urothelial carcinoma?”

We compare four configurations desccribed in
Section 6.1: MedRAG, PRG, PGC, MedCite

with Llama-3-8B-I. as the backbone LLM.
Below we present excerpts from each system’s

output, followed by statement-level citation evalu-
ation. Full outputs and supporting documents are
provided in Appendix F.2.

F.1 Analysis

This case highlights several key limitations of ex-
isting methods and the advantages of MedCite.
MedRAG and PRG both rely on a single round
of question-level retrieval. As a result, important
claims may be missing supporting documents en-
tirely (MedRAG), or incorrectly cited due to coarse
retrieval granularity (PRG). In contrast, PGC per-
forms better in terms of support coverage: all state-
ments are supported through post-hoc citation re-
trieval. However, its generation is purely based
on parametric model knowledge, making it diffi-
cult to update and prone to factual drift as medical
knowledge evolves.

MedCite bridges these gaps. By grounding
the initial answer generation in retrieved docu-
ments (like PRG), and then refining citation sup-
port through statement-level retrieval and rerank-
ing (like PGC), it achieves the best of both worlds:
answer correctness, completeness, and adaptabil-
ity. In high-stakes domains like medicine, where
knowledge updates are frequent and trustworthi-
ness is paramount, this hybrid design offers a more
robust and verifiable solution than purely paramet-
ric or coarse-retrieval-based approaches.

F.2 Case Study Full Outputs and Citations
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Question: Is avelumab effective for bladder cancer?

Method Generated Answer Statement Evaluation

MedRAG

Avelumab is a PD-L1 inhibitor that has been approved
by the FDA for the treatment of urothelial carcinoma
(UC) in patients who have received platinum-based
chemotherapy. The JAVELIN Bladder 100 trial showed
that avelumab maintenance treatment after first-line
chemotherapy significantly prolonged overall survival...

• Statement 1: No citation — unverifiable
• Statement 2: Not supported — document

coverage unclear

PRG

Avelumab is a PD-L1 inhibitor that has been shown to be
effective in treating advanced urothelial carcinoma. In
the JAVELIN Bladder 100 trial, avelumab was found to
significantly prolong overall survival compared to best
supportive care alone [17]. Additionally, avelumab has
been approved by the FDA for the treatment of patients
with locally advanced or metastatic urothelial carci-
noma who have disease progression during or following
platinum-containing chemotherapy [17].

• Statement 1: Not Fully Supported — no
citation provided

• Statement 2: Fully Supported
• Statement 3: Not Fully Supported — cited

doc does not mention FDA approval

PGC

Avelumab is a monoclonal antibody that targets PD-
L1, a protein that helps cancer cells evade the immune
system [1][2]. It has been studied in various clinical
trials for the treatment of bladder cancer, particularly in
patients with locally advanced or metastatic urothelial
carcinoma [3][4]. The results of these trials have shown
that avelumab can improve overall survival and response
rates [5][6]. Therefore, based on the available evidence,
I conclude that avelumab is effective for bladder cancer
[7][8].

• All statements Fully Supported

MedCite

Avelumab is a PD-L1 inhibitor that has been shown to
be effective in treating advanced urothelial carcinoma
[2][3]. In the JAVELIN Bladder 100 trial, avelumab
was found to significantly prolong overall survival com-
pared to best supportive care alone [1][4]. Additionally,
avelumab has been approved by the FDA for the treat-
ment of patients with locally advanced or metastatic
urothelial carcinoma who have disease progression
during or following platinum-containing chemotherapy
[1][5][6].

• All statements Fully Supported

Table 11: Comparison of model-generated answers and statement evaluation for an example.
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Question: Is avelumab effective for bladder cancer?
MedRAG Answer:
After reviewing the documents, I found that avelumab is a PD-L1 inhibitor that has been approved by the FDA for the
treatment of urothelial carcinoma (UC) in patients who have received platinum-based chemotherapy. The JAVELIN Bladder
100 trial showed that avelumab maintenance treatment after first-line chemotherapy significantly prolonged overall survival
compared to best supportive care alone. I also found that avelumab has been shown to be effective in treating patients with
locally advanced or metastatic UC who have responded or stabilized after first-line platinum-containing chemotherapy. The
National Comprehensive Cancer Network Clinical Practice Guidelines in Oncology recommend avelumab as a category 1
preferred checkpoint inhibitor maintenance option for patients with cisplatin-eligible and cisplatin-ineligible locally advanced
or metastatic UC. Based on the evidence, I conclude that avelumab is effective for bladder cancer.
PRG Answer:
Avelumab is a PD-L1 inhibitor that has been shown to be effective in treating advanced urothelial carcinoma. In the JAVELIN
Bladder 100 trial, avelumab was found to significantly prolong overall survival compared to best supportive care alone [17].
Additionally, avelumab has been approved by the FDA for the treatment of patients with locally advanced or metastatic
urothelial carcinoma who have disease progression during or following platinum-containing chemotherapy, or have disease
progression within 12 months of neoadjuvant or adjuvant platinum-containing chemotherapy [17].
Cited Documents:
Document [17] (Title: Avelumab Maintenance Therapy for Advanced or Metastatic Urothelial Carcinoma, PMID: 32945632):
"Platinum-based chemotherapy is standard-of-care first-line treatment for advanced urothelial carcinoma. However,
progression-free survival and overall survival are limited by chemotherapy resistance. ..."
PGC Answer:
Avelumab is a monoclonal antibody that targets PD-L1, a protein that helps cancer cells evade the immune system [1][2]. It
has been studied in various clinical trials for the treatment of bladder cancer, particularly in patients with locally advanced or
metastatic urothelial carcinoma [3][4]. The results of these trials have shown that avelumab can improve overall survival and
response rates [5][6]. Therefore, based on the available evidence, I conclude that avelumab is effective for bladder cancer
[7][8].
Cited Documents:
Document [1] (Title: Immune checkpoint inhibitors of PD-L1 as cancer therapeutics, PMID: 31488176): "Since the discovery
of immune checkpoint proteins, there has been a special interest in developing antibodies that block programmed cell death 1
receptor (PD-1) and programmed cell death receptor ligand 1 (PD-L1) ..."
Document [2] (Title: Avelumab: combining immune checkpoint inhibition and antibody-dependent cytotoxicity, PMID:
28274143): "Immune checkpoint inhibition holds great promise for selected tumors. ..."
Document [3] (Title: Immunotherapy in bladder cancer-quo vadis? Update on current trials and developments, PMID:
32468092): "Great advances have been made for the treatment of urothelial carcinoma by the introduction of checkpoint
inhibitors (CPI). ..."
Document [4] (Title: The biology and rationale of targeting nectin-4 in urothelial carcinoma, PMID: 33239713): "Bladder
cancer is the tenth most common cancer type worldwide. Urothelial carcinoma is the most common type of bladder cancer
and accounts for 90% of bladder cancer cases in the USA and Europe. ..."
Document [5] (Title: Avelumab for advanced Merkel cell carcinoma in the Netherlands: a real-world cohort, PMID:
32948651): "Merkel cell carcinoma (MCC) is associated with high recurrence rates and poor survival when metastatic
disease is present. ..."
Document [6] (Title: Clinical Evaluation of Avelumab in the Treatment of Advanced Urothelial Carcinoma: Focus on Patient
Selection and Outcomes, PMID: 35237074): "First-line therapy for treatment of advanced urothelial carcinoma includes
combination platinum-based chemotherapies, ..."
Document [7] (Title: Plain language summary of results from the JAVELIN Bladder 100 study: avelumab maintenance
treatment for advanced urothelial cancer, PMID: 35416053): "This is a plain language summary of an article originally
published in <iThe New England Journal of Medicine</i. ..."
Document [8] (Title: Cost-Effectiveness of Avelumab Maintenance Therapy Plus Best Supportive Care vs. Best Supportive
Care Alone for Advanced or Metastatic Urothelial Carcinoma, PMID: 35570929): "Avelumab (MSB0010718C) is a fully
human anti-programmed cell death ligand 1(PD-L1) antibody against PD-L1 interactions and enhances immune activation
against tumor cells in the meantime. ..."

Table 12: Case study answers and cited documents.
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MedCite:
Avelumab is a PD-L1 inhibitor that has been shown to be effective in treating advanced urothelial carcinoma [2][3]. In the
JAVELIN Bladder 100 trial, avelumab was found to significantly prolong overall survival compared to best supportive care
alone [1][4]. Additionally, avelumab has been approved by the FDA for the treatment of patients with locally advanced or
metastatic urothelial carcinoma who have disease progression during or following platinum-containing chemotherapy, or
have disease progression within 12 months of neoadjuvant or adjuvant platinum-containing chemotherapy [1][5][6].
Cited Documents:
Document [1] (Title: Avelumab Maintenance Therapy for Advanced or Metastatic Urothelial Carcinoma, PMID: 32945632):
"Platinum-based chemotherapy is standard-of-care first-line treatment for advanced urothelial carcinoma. ..."
Document [2] (Title: Clinical Evaluation of Avelumab in the Treatment of Advanced Urothelial Carcinoma: Focus on Patient
Selection and Outcomes, PMID: 35237074): First-line therapy for treatment of advanced urothelial carcinoma includes
combination platinum-based chemotherapies, though resistance and long-term toxicity concerns to these regimens cause
limitations in progression-free survival and overall survival. ..."
Document [3] (Title: Which place for avelumab in the management of urothelial carcinoma?, PMID: 31286802): "<bIntro-
duction</b: Urothelial carcinoma (UC) has a poor prognosis, with the only standard first-line metastatic treatment being
platinum-based chemotherapy. ..."
Document [4] (Title: Patient-reported Outcomes from JAVELIN Bladder 100: Avelumab First-line Maintenance Plus Best
Supportive Care Versus Best Supportive Care Alone for Advanced Urothelial Carcinoma, PMID: 35654659): In JAVELIN
Bladder 100, avelumab first-line maintenance plus best supportive care (BSC) significantly prolonged overall survival (OS;
primary endpoint) versus BSC alone in patients with advanced urothelial carcinoma (aUC) without disease progression with
first-line platinum-containing chemotherapy. ..."
Document [5] (Title: FDA Approval Summary: Atezolizumab for the Treatment of Patients with Progressive Advanced
Urothelial Carcinoma after Platinum-Containing Chemotherapy, PMID: 28424325): "Until recently in the United States, no
products were approved for second-line treatment of advanced urothelial carcinoma. ..."
Document [6] (Title: Avelumab in metastatic urothelial carcinoma after platinum failure (JAVELIN Solid Tumor): pooled
results from two expansion cohorts of an open-label, phase 1 trial, PMID: 29217288): "The approval of anti-programmed
death ligand 1 (PD-L1) and anti-programmed death 1 agents has expanded treatment options for patients with locally
advanced or metastatic urothelial carcinoma. ..."

Table 13: Case study answers and cited documents.
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