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Abstract Physics-baseddynamic rupture simulations are valuable for assessing the seismic hazard in the
Cascadia subduction zone (CSZ), but require assumptions about fault stress andmaterial properties. Geode-
tic slip deficit models (SDMs) may provide information about the initial stresses governingmegathrust earth-
quake dynamics. We present a unifiedworkflow linking SDMs to 3D dynamic rupture simulations, and 22 rup-
ture scenarios to unravel thedynamic trade-offs of assumptions for SDMs, rigidity, andpore fluid pressure. We
find thatmargin-wide rupture, an earthquake that ruptures the entire length of the plate boundary, requires a
large slip deficit in the central CSZ. Comparisons between Gaussian and smoother, shallow-coupled SDMs
show significant differences in stress distributions and rupture dynamics. Variations in depth-dependent
rigidity cause competing effects, particularly in the near-trench region. Higher overall rigidity can increase
fault slip but also result in lower initial shear stresses, inhibiting slip. The state of pore fluid pressure is crucial
in balancing SDM-informed initial shear stresses with realistic dynamic rupture processes, especially assum-
ing small recurrence time scaling factors. This study highlights the importance of self-consistent assumptions
for rigidity and initial stresses between geodetic, structural, and dynamic rupture models, providing a foun-
dation for future simulations of groundmotions and tsunami generation.

1 Introduction
1.1 The Cascadia Subduction Zone
The Cascadia Subduction Zone (CSZ; Fig. 1a) dominates
the seismic hazard in most of the northwestern United
States and Canada (Petersen et al., 2002). While pre-
instrumental records suggest that M>8 earthquakes
have occurred (Goldfinger et al., 2012), the CSZ has re-
mained silent for the past three centuries. The last
large earthquake(s) occurred in 1700 A.D. (Atwater and
Yamaguchi, 1991) and likely caused a tsunami docu-
mented in Japanese historical records (Satake et al.,
2003). It remains debated if paleoseismological evi-
dence implies margin-wide or a series of partial rup-
tures (Melgar, 2021). Since then, the CSZ has been ac-
cumulating strain, though the paleoseismic record pro-
vides limited constraints on the occurrence of inter-
plate seismic activity, including potential M6+ or M7+
events.
The CSZ may have accumulated about 15 m of slip

deficit (the difference between the tectonic plate mo-
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tion and actual slip along a fault) that could be released
in future earthquakes (e.g., DeMets et al., 2010); how-
ever, slip deficit calculations rely on many assumptions
(Wang and Dixon, 2004; Almeida et al., 2018; Herman
et al., 2018; Lindsey et al., 2021), some of which we dis-
cuss further in Sec. 4.1. Assessing the seismic (and
tsunami) hazard posed by future events in the CSZ is
challenging due to sparse observational data that span a
wide spatiotemporal time scale (e.g., seismic, geodetic,
paleoseismic) and poorly quantified structural and rhe-
ological complexities that are expected to affect earth-
quake characteristics (Heuret et al., 2011; Wang and
Tréhu, 2016; Walton et al., 2021; Wirth et al., 2022).

1.2 The sparsity of instrumental observa-
tions

The lack of instrumental records of a sizeable mega-
thrust earthquake complicates the mitigation of future
seismic and tsunami risks posed by theCSZ. In addition,
nearly all of both the lockedmegathrust and potentially
tsunamigenic upper plate splay faults are located off-
shore, rendering some features of the megathrust chal-
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lenging to observe. In contrast, the CSZ paleoseismic
record of past earthquakes is long, spanning millennia
(Engelhart et al., 2015; Dura et al., 2016; Walton et al.,
2021). This includes onshore stratigraphic evidence
(Kelsey et al., 2002; Witter et al., 2003; Nelson et al.,
2008; Wang et al., 2013; Brothers et al., 2024), marine
and lacustrine turbidite records (Adams, 1990; Goldfin-
ger et al., 2012; Leithold et al., 2018), and other on-land
earthquake effects such as liquefaction (Takada and At-
water, 2004), and landslides (Schulz et al., 2012), which
can provide indirect evidence of past earthquakes. The
CSZ paleoseismic record offers insights into earthquake
variability, including magnitude, rupture area, and re-
currence interval. While paleoseismic data have sig-
nificant uncertainties regarding earthquakemagnitude,
timing, and rupture characteristics (Wirth et al., 2022),
these observations can be useful to validate numerical
models, e.g., in terms of modeled uplift and subsidence
levels (e.g., Ramos et al., 2021; Biemiller and Gabriel,
2022).

1.3 Geodetic slip deficit models to inform
seismic hazard assessment

Geodetic slip deficit models (SDMs) map the spatial dis-
tribution of slip deficit accumulatedwithin plate bound-
aries relative to the plate convergence rate derived from
geodetic observations such as GPS and Interferometric
Synthetic Aperture Radar (InSAR) (e.g., Savage, 1983;
Bürgmann et al., 2005;McCaffrey et al., 2013; Schmalzle
et al., 2014; Li et al., 2018; Johnson et al., 2024; Pollitz,
2025). SDMs can inform seismic hazard assessment in
various ways based on the degree of coupling between
the overriding plate and the subducted plate and the to-
tal slip deficit (Diao et al., 2024). We will use the term
‘coupling’ in a kinematic sense to describe the ratio of
slip deficit to long-term slip rate, not to be confused
with themechanical concept of ‘locking’, which implies
knowledge of the frictional faulting behavior (Lay and
Schwartz, 2004; Wang and Dixon, 2004; Almeida et al.,
2018; Lindsey et al., 2021).
From inferences of the temporal and spatial evolution

of slip deficit rates, SDMs provide insights into the accu-
mulation of strain that may contribute to future earth-
quakes. Geodetic data has been measured over several
decades, though ideally a longer time scale extending
to the last major event would offer a more complete as-
sessment. Larger co-seismic slip may correlate with
highly coupled regions of the slab (Konca et al., 2008;
Ozawa et al., 2011; Li and Freymueller, 2018). How-
ever, in shallowly locked slabs (<20 km), such as the
CSZ, the northeast Japan trench, and the Hikurangi,
New Zealand subduction zone, SDMs often lack suffi-
cient constraint due to the sparsity of offshore geode-
tic data (Wang and Tréhu, 2016). Thus, the degree of
coupling of the shallow part of the CSZ remains debated
(Schmalzle et al., 2014; Wang and Tréhu, 2016).
Assessing earthquake slip distributions relying solely

on SDMs may overlook the potential for heterogeneous
or aseismic release of accumulated strain (Kanda et al.,
2013; Chlieh et al., 2014; Materna et al., 2019). This may
result in an overestimation of the magnitude of future

earthquakes. The recently introduced concept of ’stress
shadows’, describing how down-dip asperities partially
or entirely immobilize the shallow part of the mega-
thrust, may complicate assessing the true spatial dis-
tribution of the slip deficit rate (Wang and Dixon, 2004;
Hetland and Simons, 2010; Almeida et al., 2018; Lindsey
et al., 2021). For instance, Lindsey et al. (2021) demon-
strate that imposing a non-negative constraint on the
geodetically inferred shear stress rate eliminates a ma-
jority of models proposing low shallow coupling for the
CSZ. This concept is not to be confused with the stress
shadow describing a negative Coulomb failure stress
change on the fault, as defined by Harris and Simpson
(1996, 1998).

1.4 Dynamic rupture simulations

Dynamic rupture simulations combine the physics of
how earthquakes nucleate, propagate, and arrest with
seismic wave propagation (Harris et al., 2018; Ramos
et al., 2022). Thereby, 3D dynamic rupture models can
be used to reproduce geophysical and geologic observ-
ables, such as seismic and geodetic observations, in a
physically self-consistent manner (e.g., Ma et al., 2008;
Gallovič et al., 2019, 2020; Harris et al., 2021; Gabriel
et al., 2023; Schliwa et al., 2024). Dynamic rupture sce-
narios using SDMscan supplement groundmotion anal-
ysis and contribute to earthquake hazard and risk as-
sessments (Yao and Yang, 2023).
Previous 2D (Madariaga and Olsen, 2002; Kozdon and

Dunham, 2013; Ramos and Huang, 2019) and 3D dy-
namic rupture models (e.g., Yang et al., 2019a; Ramos
et al., 2021; Prada et al., 2021a; Ulrich et al., 2022; Mad-
den et al., 2022; Ma, 2023; Yao and Yang, 2023) have
highlighted the importance of 3D variability in initial
stresses, frictional behavior, rigidity or shear-wave ve-
locity variations, or effective pore fluid pressure gov-
erning megathrust earthquake dynamics as well as the
challenges in constraining these initial conditions.
Dynamic rupture simulations, often restricted to 2D,

have been applied to subduction zones world-wide, in-
cluding the Tohoku (Ide and Aochi, 2013; Huang et al.,
2014; Galvez et al., 2016; Ma, 2023), Nankai (Hok et al.,
2011), Sumatra (Ulrich et al., 2022), Nicoya Peninsula
(Yao and Yang, 2020), Hellenic Arc (Wirp et al., 2024),
Guerrero México (Li and Gabriel, 2024) and Cascadia
(Ramos and Huang, 2019; Ramos et al., 2021) subduc-
tion zones. 3D dynamic rupture simulations at the scale
of megathrust earthquakes can be computationally de-
manding (Uphoff et al., 2017) since they need to account
for the vast space and time scales as well as the com-
plex geometries and subsurface structure of subduc-
tion zones. However, recent computational advances
allow us to routinely perform forward simulations of
3D megathrust rupture scenarios, accurately resolving
on-fault rupture dynamics, static and time-dependent
ground deformation, and longer period seismic wave
propagation, requiring only a few thousand CPU hours
(e.g., Ulrich et al., 2022; Wirp et al., 2024).
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1.5 Shallow rheology of the Cascadia sub-
duction zone

In subduction zones, a critical data gap lies in under-
standing the material properties of the wedge, which
may govern the rupture speed of earthquakes. While
faster ruptures often result in stronger ground shaking
(Wirth and Frankel, 2019), slow rupture velocities asso-
ciated with large dip-slip earthquakes can contribute to
tsunami generation in so-called ‘tsunami earthquakes’
(Kanamori, 1972; Kanamori and Kikuchi, 1993; Wang
et al., 2016). Off-fault rigidity is a key controlling fac-
tor of earthquake kinematics, dynamics, and tsunami
genesis (Lay and Bilek, 2007; Lay et al., 2012; Ulrich
et al., 2022) in subduction zones. Shallow rigidity re-
duction can lead to slower rupture propagation, larger
slip, longer rupture duration, and energy depletion at
high frequencies characteristic of tsunami earthquakes
(Sallarès and Ranero, 2019). However, the lack of data
regarding rigidity variations in CSZ poses a knowledge
gap that may lead to discrepancies. Bridging this gap
is essential for accurate tsunami hazard assessment,
as characteristics of the upper plate strongly influence
the tsunamigenic potential of megathrusts (Prada et al.,
2021a).
The frictional behavior of the shallow portion of the

fault is yet another knowledge gap that is not lim-
ited to subduction zones. Although shallow velocity-
strengthening or slip-strengthening friction is a com-
mon assumption in dynamic rupture simulations for
subduction zones to mimic shallow locking (Kaneko
et al., 2008; Kozdon and Dunham, 2013; Ramos et al.,
2021; Ulrich et al., 2022), in CSZ, whether or not the
shallow part is locked is still debated. The sediments
along the CSZ margin exhibit different consolidation
states, affecting their long-term response to tectonic
loads (strain accumulation) and short-term response
to periodic loads such as earthquakes (yield strength).
Han et al. (2017) argue that over-consolidated sediments
offshore Washington (North of 45°N) allow strain ac-
cumulation and potentially extend the rupture to the
trench. Thus, in this study, we relax the assumption of
slip-strengthening friction at shallow depths (<5 km),
allowing shallow slip to the trench, following Han et al.
(2017), but also to fully assess the effect of the initial
stresses and the shallow rigidity reduction on the rup-
ture extent.

1.6 Initial stressesandpore fluidpressure for
rupture dynamics simulations

Dynamic rupture modeling requires as an input the
state of the initial stresses acting on a fault based on
available data and model assumptions. However, the
absolute magnitude of the initial stresses cannot be
constrained directly from observation. One approach
is to take advantage of regional focal mechanisms be-
fore and after past large earthquakes or stress rota-
tions following earthquakes to obtain a snapshot of
the stress state or fault strength (e.g., Hardebeck and
Michael, 2006; Arnold and Townend, 2007; Hardebeck,
2012; Martínez-Garzón et al., 2016). Nevertheless, the
solution is not well constrained if there is little varia-

tion in the focal mechanisms’ orientations or if no large
earthquake has happened. Alternatively, SDMs offer
variations of slip deficit rates that can be readily con-
verted into initial fault stresses. However, using SDMs
in dynamic rupture simulations requires a set of as-
sumptions regarding the total slip deficit, spatial vari-
ability of rock rigidity, and the state of pore fluid pres-
sure (Pf ).
Accounting for Pf in dynamic rupture simulations is

essential as it affects the magnitude of the deviatoric
stresses acting on a fault and reduces the effective nor-
mal stress. Thus, it affects the effective strength of the
fault. Madden et al. (2022) showed that near-lithostatic
Pf best fits the Sumatra earthquake observations from
2004. In this case, the effective normal stress is nearly
constant with depth (e.g., Rice, 1992), shifting peak slip
and peak slip rate up-dip. However, the state and po-
tential variability of Pf distribution governing the CSZ
remains debated. High Vp/Vs ratios observed in the
CSZ can be explained by high (near-lithostatic) Pf (Au-
det et al., 2009). This is consistent with the assumption
that mature faults are effectively mechanically weak.
Recent consolidation analysis (Tobin, 2022) implies a
strong wedge environment and high seismic velocity
with close-to-no fluid overpressure (hydrostatic condi-
tions). Previous work by Ramos et al. (2021) produced
results comparable to the paleoseismic subsidence data
using a single high Pf gradient without accounting for
different Pf gradients.
In this paper, we present a unified workflow linking

SDMs to 3D dynamic rupture simulations by converting
SDMs into heterogeneous initial stresses using the Slab2
geometry (Hayes et al., 2018, Fig. 1b). We extend the
approach of Ramos et al. (2021) and choose two possi-
ble sets of end member models for the slip deficit near
the trench. We assume the rigidity structure and the
Pf in our computational domain and study the dynamic
trade-offs of variable SDMs, rigidity, and Pf of differ-
ent dynamic rupture models on sustained megathrust
earthquake nucleation, propagation, and arrest in the
CSZ. We account for varying states of Pf by modifying
the depth-dependent effective normal stresses (Madden
et al., 2022). Weconsider shallow rigidity reduction (Sal-
larès and Ranero, 2019; Ulrich et al., 2022).
In Sec. 2, we describe the dynamic rupture model

parameters and the newly developed workflow to use
SDMs to constrain the initial stresses in 3D dynamic
rupture simulations. Next, in Sec. 3, we present the
rupture dynamics of simulated scenarios with varying
depth-dependent rigidity and Pf . For selected scenar-
ios, we show the resulting total slip and uplift. We
compare our dynamic rupture results with paleoseis-
mic subsidence estimates based on microfossil studies
(Wang et al., 2013). We discuss the initial conditions
required for margin-wide rupture (Sec. 3.5) and com-
pare our results with the 1700 A.D. best-fit model of
Ramos et al. (2021) (hereafterR2021). Using the shallow-
coupled SDMs based on the slip deficit rate models of
Lindsey et al. (2021), we analyze the effect of the as-
sumed depth to which the shear stress rate is tapered
in SDMs on initial stresses and dynamic rupture prop-
agation (Sec. 3.6). In Sec. 4, we discuss the impor-
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tance of self-consistent assumptions on rigidity and ini-
tial stresses and limitations of our approach.

2 Methods
We simulate spontaneous 3D dynamic rupture cou-
pled with seismic wave propagation using SeisSol
(www.seissol.org) in the CSZ (Fig. 1). SeisSol is an
open-source software package that implements the Ar-
bitrary high-order DERivative-Discontinuous Galerkin
(ADER-DG) approach (Dumbser and Käser, 2006) and is
optimized for high-performance computing (e.g., Hei-
necke et al., 2014). SeisSol features local time stepping,
which increases runtime efficiency due to a reduced
dependency of the computational cost on the smallest
mesh element (Breuer et al., 2016; Uphoff et al., 2017).
The versatility of SeisSol allows incorporation of com-
plex 3D bathymetry and topography as well as com-
plex fault geometries. Furthermore, its reliability has
been demonstrated in community benchmarks for dy-
namic rupture earthquake simulations (Pelties et al.,
2012, 2014; Harris et al., 2018; Taufiqurrahman et al.,
2022). We employ SeisSol with sixth-order accuracy in
time and space, i.e., the polynomial order of the basis
functions is p = 5.
Dynamic rupture simulations require prescribed ini-

tial conditions, including initial fault stress distribution,
material properties, fault geometry, and fault frictional
parameters (Ramos et al., 2022). In the following, we
detail our initial condition setup for all presented CSZ
simulations. Our model setup workflow, which utilizes
SDMs and dynamic relaxation calculations with SeisSol,
is illustrated in Fig. 1c. We detail all scenario setups and
parameters in Table S1.

2.1 Computational domain
Our computational domain encompasses the CSZ and
includes the slab and the surrounding area (Fig. 1a). We
include topography and bathymetry (GEBCO Bathymet-
ric Compilation group, 2020) with a resolution of 20 km.
We construct the megathrust fault from the Slab2 ge-
ometry of Hayes et al. (2018). We generate a statically
adaptive, unstructured 3D tetrahedral mesh of the com-
putational domain (Fig. 1b), which spans latitude 28°N
to 62°N (3785 km), longitude 128°W to 122°W (668 km),
and a depth of 150 km. We transform longitude/latitude
coordinates to Cartesian coordinates in km, using a cus-
tom projection based on a spherical Earth approxima-
tion (see “Data and Code availability”).
We carefully choose the on-fault element edge size

(h = 1.5 km) to be sufficiently small to accurately resolve
the process zone size (Λ), the area behind the rupture
front where stresses drop from their static to their dy-
namic levels. This ensures we correctly resolve the evo-
lution of dynamic stresses and slip-weakening behav-
ior within the cohesive zone, which is required for con-
vergence and stability conditions (e.g., Day et al., 2005).
Higher resolution in element size h and order of accu-
racy p compared to previous work (Ramos et al., 2021)
is feasible due to recent computational and algorithmic
advances (e.g., Krenz et al., 2021). This high resolution

assures that both the smallest (Λmin) and the average
(Λavg) process zone are sufficiently resolved through-
out all simulations and across all parts of the fault that
rupture dynamically. For example, the Λmin and Λavg

widths are 247 m and 363 m, respectively, in scenario
15 (Table S1). For h = 1.5 km and polynomial order
p = 5, Λmin and Λavg are sampled by 1.15 and 1.69 el-
ements, respectively, which is in agreement with the
recommended values of 0.46 for the minimum and 1.65
for the average process zone widths from the numeri-
cal analysis of Wollherr et al. (2018). We use statically
adaptive mesh coarsening away from the slab.
We discretize the mesh using the open-source li-

brary PUMGen (https://github.com/SeisSol/PUMGen), a
tool to generate unstructured meshes in parallel using
the Simmetrix Simulation Modeling Suite C++ API. Our
resulting computational domain comprises 6,450,482
elements in each of our simulations. The simulation
time of each scenario is 420 seconds, which requires ap-
proximately 2 hours on 64 nodes (6144 CPU hours) of
SuperMUC-NG, a supercomputer located at the Leibniz
Supercomputing Center in Garching, Germany.

2.2 Geodetic slip deficit models (SDMs)

We compute spatially variable initial stresses acting on
the slab using SDMs. Since current observations do
not uniquely constrain the state of coupling in the shal-
low part of the CSZ, we choose slip deficit end-member
models (Table S1): a Gaussian slip deficit rate model
based (Fig. 2a) SDM assuming creeping behavior and a
low slip deficit rate near the trench versus two shallow-
coupled slip deficit ratemodels (Figs. 2b, c) based SDMs
representing large slip deficit rates near the trench.
Ramos et al. (2021) show that dynamic rupture mod-

els using the Gaussian SDM of Schmalzle et al. (2014)
can fit the 1700 A.D. paleoseismic data (Wang et al.,
2013) better compared to using the shallow-coupled
Gamma SDM of the same study. We contrast this with
two shallow-coupled SDMs of Lindsey et al. (2021) rep-
resenting a large slip deficit rate near the trench. These
two models constrain the shear stress rate to remain
non-negative to a given tapering depth: the first model
has this non-negative stress rate constraint applied to a
depth of 30 km and yields the best fit to geodetic data
(Fig. 2b; hereafter, we refer to this SDM as ‘shallow-
coupled 30’); and the second SDM has the non-negative
stress rate constraint applied to 80 km depth, the full
depth extend of the modeled slab (Fig. 2c; hereafter
SDM ‘shallow-coupled 80’).
The two groups of SDMs have different geometries.

The Gaussian SDM uses the Slab1.0 geometry (Hayes
et al., 2012), whereas the two shallow-coupled SDMscor-
respond to the Slab2 geometry (Hayes et al., 2018). The
main differences between the Slab1.0 and Slab2 geome-
tries are the convexity of the slab in northern Casca-
dia and the length of the overall subduction zone (i.e.,
Slab1.0 is steeper and slightly longer than Slab2) . More-
over, the Slab2 model is able to leverage additional off-
shore and regional tomographic data to constrain the
upper and deeper portions of the megathrust, respec-
tively (Hayes et al., 2018). In all of our dynamic rupture
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(b) (c)

Figure 1 (a) Map of the study area and the extent of the computational domain. The red dashed line is the trench of the
Cascadia subduction zone (CSZ). The yellowareamarks the extent of themodeled 3D subduction interface fromSlab2 (Hayes
et al., 2018). (b) Example of snapshot of the seismic wavefield (particle displacement in m) and the dynamic rupture propa-
gation (slip rate inm/s) inmodel 2 at a simulation time of 80 s. The clippedmesh view shows the 3D subduction interface and
the computational domain topography (GEBCO Bathymetric Compilation group, 2020). The meshedmegathrust interface is
not intersecting the model domain boundaries. (c) Schematic workflow illustrating the assumptions explored and unified
workflow we used to generate 3D dynamic rupture simulations based on the Gaussian and the shallow-coupled slip deficit
models (SDMs, seemain text for details). This workflow schematic includes a dynamic relaxation simulation, detailed in Sec.
2.5, but omits post-processing of simulation outputs.

scenarios, we use the Slab2 geometry. We interpolate
the three SDMs directly onto the same 3D unstructured
tetrahedral mesh following the Slab2 geometry that we
use for the dynamic rupture simulations, thereby min-
imizing the required interpolation steps of our work-
flow. The Gamma and Gaussian SDM of Schmalzle
et al. (2014) relies on elastic dislocation block models
presented in McCaffrey et al. (2007); McCaffrey (2009),
while the shallow-coupledmodel byLindsey et al. (2021)
relies on block model corrections derived by Li et al.
(2018).
We infer the total slip deficit accumulated along the

slab to convert SDMs into initial stresses for dynamic
rupture simulations, assuming it is entirely released
co-seismically (complete stress drop). To this end, es-
timates of recurrence interval times of large Casca-
dia megathrust earthquakes are typically used (Ramos
et al., 2021; Chan et al., 2023). These can be inferred
from paleoseismic records andmay vary along the Cas-
cadia margin and may be associated with considerable
uncertainties (Long and Shennan, 1998; Kelsey et al.,
2005; Goldfinger et al., 2012; Graehl et al., 2015; Engel-
hart et al., 2015; Hutchinson and Clague, 2017; Padgett
et al., 2022).
We compute the total slip deficit using the product of

slip deficit rates and a certain duration (referred to as
scaling factors, SFs):

Sdeficit = Ṡdeficit · T, (1)

where Sdeficit is the total slip deficit, Ṡdeficit is the slip
deficit rate, andT is the duration, respectively. Here, we
introduce along-strike variable scaling factors. While
the SFs have units of time and may be interpreted as
recurrence intervals of large earthquakes, they merely

govern the potential maximum stress drop for a given
dynamic rupture scenario based on a given slip deficit
model. In some of our models, we use the same along-
strike segmentation of recurrence time scaling factors
(hereafter ‘reference SFs’) as introduced in Ramos et al.
(2021) (Fig. 4b). They partitioned the margin based
on paleoseismic (Goldfinger et al., 2012, 2017), ETS
(Brudzinski and Allen, 2007), andmorphotectonic stud-
ies (Watt and Brothers, 2020). Using trial and error dy-
namic rupture simulations, they modified their SFs to
fit the simulated uplift and subsidence amplitudes to pa-
leoseismic measurements along the CSZ. In other mod-
els, we increase these SFs by amultiplication factor (M).
This results in an increase in the stress drop during dy-
namic rupture.

2.3 Depth-dependent variable rigidity and
1D velocity models

We explore the role rigidity variability may play in gov-
erning themagnitude and the spatial distribution of the
initial stresses, how it affects dynamic rupture propaga-
tion, and the importance of self-consistent parameteri-
zation between geodetic and dynamic rupture models.
We use two distinct 1D depth-dependent elasticmate-

rial models of the velocity structure, thus, we do not ac-
count for bi-material effects (Ma and Beroza, 2008). Al-
though off-fault plasticitymay contribute to seafloor up-
lift (Ma andNie, 2019;Wilson andMa, 2021;Ulrich et al.,
2022; Wirp et al., 2024), we do not account for it to iso-
late the dynamic effects of rigidity variability, especially
in the shallow parts of megathrust rupture. The rigid-
ity profiles are characterized by either high (Stephen-
son et al., 2017; Ramos et al., 2021) or low (Sallarès and
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Figure 2 The three slip deficit ratemodels for the Cascadia subduction zone (CSZ) that are used in this study. We assume a
reference convergence velocity of 40 mm/yr. (a) Gaussian slip deficit rate model, modified after Schmalzle et al. (2014) using
the Slab1.0 geometry (Hayes et al., 2012). (b),(c) shallow-coupled slip deficit ratemodels, modified after Lindsey et al. (2021)
for the CSZwith the non-negative shear stress rate taper applied to a depth of (b) 30 kmand (c) 80 km, respectively, and using
the Slab2 geometry (Hayes et al., 2018). All of our dynamic rupture scenarios use Slab2 geometry.

Ranero, 2019) rigidity, as shown in Fig. 3a. Importantly,
the rigidity profiles are used twice: (i) to compute the
initial fault stresses from the SDMs and (ii) to govern
dynamic rupture and seismic wave propagation in the
earthquake simulations. We construct the low rigidity
profile from density and shear wave speeds of Sallarès
and Ranero (2019) in all our scenarios as ρV 2

s where
ρ and Vs are the density and shear wave speed of the
rock, respectively. Exceptions are model 5 and model 7
(Table S1), where we use a higher-rigidity profile based
on the densities and shear wave speeds given in Ramos
et al. (2021).

The strongly depth-dependent 1D rigidity profile pro-
posed by Sallarès and Ranero (2019) is based on a global
compilation of subduction zone velocity models. They
used 48 P-wave velocity models obtained with travel-
time modeling of wide-angle reflection and refraction
seismic profiles across circum-Pacific and IndianOcean
subduction zones. They then averaged the P-wave ve-
locities and used them to derive a 1D rigidity profile.
It has been shown that such rigidity variations may
strongly impact the depth-varying rupture behavior of
dynamic rupture simulations of the 2004 Sumatra earth-
quake (Ulrich et al., 2022). This significant rigidity re-
duction of up to almost 30 GPa (Fig. 3a) within the seis-
mogenic zone (6.5-27 km) led to longer rupture duration
and higher slip, slower rupture speed and depletion in
the high frequency radiated seismic energy compared
to earthquake scenarios characterized by a higher rigid-
ity.

We use the low rigidity profile of Sallarès and Ranero
(2019) in all our scenarios, except in model 5 andmodel
7 (Table S1), where we use the same higher-rigidity pro-
file as Ramos et al. (2021) which is a smoothed 1-D av-
erage of a 3D community velocity model for P- and S-
waves for Cascadia (Stephenson et al., 2017).

2.4 Friction parameters

We use a linear slip-weakening friction law (Ida, 1972;
Palmer et al., 1973; Andrews, 1976; Day, 1982). Linear
slip-weakening friction is widely used in dynamic rup-
ture simulations (e.g., Guatteri and Spudich, 2000; Har-
ris et al., 2018) and can reproduce coseismic on-fault ob-
servations as well as seismic and geodetic ground mo-
tions (Gallovič et al., 2019; Tinti et al., 2021; Gallovič
and Valentová, 2023), specifically for large megathrust
earthquakes (Galvez et al., 2016; Ramos et al., 2021; Ul-
rich et al., 2022;Madden et al., 2022; Yao andYang, 2023;
Li and Gabriel, 2024). Slip-strengthening parameteri-
zation can mimic rate-strengthening behavior on co-
seismic time scales (Quin, 1990).
The linear slip-weakening friction law is parameter-

ized by the static, µs, and the dynamic, µd, friction
coefficients and a critical slip-weakening distance, Dc,
which is the distance alongwhich the fault strength falls
from its static to dynamic strength at each point on the
fault, as

τ = −C − σn(µs − µs − µd

Dc
D) , (2)
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Figure 3 Key assumptions regarding rigidity, depth-dependent stress, and frictional properties for 3Ddynamic rupture sim-
ulations of Cascadia subduction zone (CSZ) megathrust earthquakes. (a) Two alternative rigidity-depth profiles were used in
this study. The high rigidity (green) profile corresponds to the 1D average of a 3D community velocity model of Cascadia
(Stephenson et al., 2017) and is used in Ramos et al. (2021). The low rigidity (red) profile is inferred by Sallarès and Ranero
(2019) from global subduction zone velocitymodels. (b) Variations with the depth of normal stress (σn; magenta), ‘very high’
pore-fluid pressure (0.97 of σn; orchid), and effective normal stress (σ′

n; indigo). This pore-fluid pressure gradient is assumed
to be close to the lithostatic stress, resulting in low effective normal stress. (c) Depth-dependent initial shear stresses (τd0) for
the ‘very high’ pore-fluid pressure assumption shown at a cross-section in the North (latitude 48°N), Center (latitude 45°N),
and South (latitude 42°N) of the CSZ, and depth-dependent staticµsσ′

n and dynamicµdσ′
n fault strengths. (d) Static,µs = 0.6,

(gray), and dynamic friction coefficients, µd = 0.1 (blue) and µd = 0.3 (orange), used with the Gaussian and shallow-coupled
SDMs, respectively. The black dashed horizontal line at 27 km depth marks the seismogenic depth in most models, below
which shear stress is equal to the dynamic strength of the fault. Models 3, 4, and 18 have different seismogenic depths.

where τ is the fault strength, C is the frictional cohesion,
σn is the normal stress, and D is the accumulated fault
slip.
In dynamic rupture simulations with linear slip-

weakening friction and depth-dependent initial stress,
frictional cohesion is often used to counteract low ef-
fective normal stress at shallow depths and to suppress
locally large amplitude slip and slip-rates, and supers-
hear rupture (e.g., Harris et al., 2021). We assign co-
hesion to be small (C = 40 KPa) following Ramos et al.
(2021) in all simulations. The critical slip-weakening
distance governing large earthquakes is challenging
to constrain (Mikumo et al., 2003) and maybe scale-
dependent (Gabriel et al., 2024). We set Dc to a constant
value of Dc = 1 m following Ramos et al. (2021) for the
Gaussian SDM, and Dc = 1 m and Dc = 0.7 m for the
shallow-coupled SDMs (Table S1). This choice of Dc is
comparable to the range used in slip-weakening simula-
tions of the Tohoku-Oki earthquake, which constrained
Dc using the frequency range of back-projection results
(Huang et al., 2014), and the 2004 Sumatra earthquake
(Ulrich et al., 2022).
We set µs = 0.6 in all simulations, which is typical for

many rocks, (e.g., Byerlee’s Law, Byerlee, 1978). The
dynamic friction coefficient µd is set to µd = 0.1 and
µd = 0.3 for theGaussian and the shallow-coupled SDMs,
respectively (Fig. 2c and Table S1). We prescribe slip-
weakening behavior (µd < µs) across most of our as-
sumed seismogenic zone, spanning depths from 6.5 km

(top of the slab) to 27 km (Fig. 3d). At deeper portions of
the slab, we prescribe slip-neutral behavior (µd = µs, at
depths ranging from27 to 39 km) and slip-strengthening
parameters (µd > µs, down to 50 km depth (bottom of
the slab). The total depth of the mesh is 150 km. An
exception are models 3, 4, and 18 (Table S1 and Sec.
3.1), where we explore the effect of slip-neutral friction
(model 3), slip-strengthening friction (model 4), and
varying coupling depth (model 18) on rupture dynam-
ics.

2.5 Initial stresses from slip deficit models
(SDMs)

Calculating the initial stresses for dynamic rupture sim-
ulations is challenging due to sparse observational data,
varying interpolation and parameterization choices,
and strongly non-linear dynamic trade-offs (Yao and
Yang, 2023). In addition, the state of the initial stresses
is strongly dependent on the assumed state of pore fluid
pressure Pf and off-fault rigidity.
Ramos et al. (2021) used Poly3D, a displacement dis-

continuity boundary element method (Thomas, 1993),
to compute static shear stress changes along-dip from
a geodetic slip deficit model. The shear stress changes
were assigned as the total initial shear stresses, similar
to the dynamic rupturemodels discussed in (Tinti et al.,
2021), without adding regional background stresses (as
was done in, e.g., Ulrich et al., 2022; Gabriel et al.,
2023). The resulting initial normal stresses and shear
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stresses were decoupled. In distinction, Chan et al.
(2023) added static shear stress changes from SDMs to
the background stress comprised of the effective nor-
mal stress times the dynamic friction coefficient µd.
However, both studies assumed near lithostatic Pf at
the majority of the fault-locked zone (10 km–20 km), re-
sulting in a constant effective normal stress of 50 MPa.
As a result, the effects of varying Pf were not consid-
ered. Here, we link initial shear and normal stresses
and explore Pf assumptions. Note that our approach
and previous works omit regional background loading
in the sense of assuming a potentially complex tectonic
stress statemodulated by the slab geometry along-strike
and along-dip (e.g., Ulrich et al., 2022).

SDMs can be used to compute the initial stresses act-
ing on a fault (Yang et al., 2019b). Our study presents
a unified workflow (Fig. 1c) to constrain the initial
shear and normal stresses for 3D dynamic rupture sim-
ulations from SDMs, minimizing interpolation steps
(Fig. 4) and accounting for variable Pf gradients and
rigidity profiles. We use a pseudo-static simulation,
hereafter referred to as ‘dynamic relaxation simulation,’
using the same computational mesh and the same fault
geometry as the subsequent dynamic rupture simula-
tions. We impose a Gaussian slip rate function as an
internal boundary condition to determine the stress-
change time series across the slab interface. The advan-
tage of this approach is that the displacement disconti-
nuity is accurately represented in SeisSol’s discontinu-
ous finite element mesh. We perform the dynamic re-
laxation simulation for 200 seconds, to ensure all seis-
mic waves leave the domain and to achieve a steady
state. While this approach has not been used to con-
sistently infer initial stresses from SDMs for dynamic
rupture simulations before, its implementation is com-
parable to using a kinematic finite source model of an
earthquake to determine initial dynamic parameters for
modeling the event (Day et al., 1998; Tinti et al., 2005;
Causse et al., 2014; Yang et al., 2019b).

Fig. 4a illustrates the slip deficit rates from a cho-
sen slip deficit rate model multiplied with reference re-
currence time scaling factors (reference SFs) to obtain
the total slip deficit (Fig. 4b). We interpolate the slip
deficit models (SDMs) into a designated ASAGI (https://
github.com/TUM-I5/ASAGI) file format. ASAGI is an open-
source library with a straightforward interface for ac-
cessing Cartesian and geographic datasets within mas-
sively parallel simulations featuring dynamically adap-
tive mesh refinement (Rettenberger et al., 2016). The
dynamic relaxation simulation yields the shear stress
changes in the dip (∆τd0) direction (Fig. 4c), and strike
(∆τs0) direction, as well as the changes in the normal
stresses (∆pn0). The resulting shear stress changes are
negative in the shallowanddeep sections of the slab. We
taper the shear stress changes to remain non-negative
and elaborate on this in Sec. 3.2.

The initial shear stresses in the dip (τd0) and strike
(τs0) directions are calculated by adding the stress
changes from the dynamic relaxation simulation to the
dynamic fault strength, which is the dynamic friction
coefficient (µd) times the effective normal stress (σ′

n).

τd0 = sin(π/2)[−µdσ′
n] − ∆τd0 , (3)

τs0 = cos(π/2)[−µdσ′
n] − ∆τs0 . (4)

Equation 3 and Equation 4 show this procedure for
the dip and strike directions, respectively. We followLiu
and Rice (2009); Li and Liu (2016) and assume that the
dynamic fault strength increases linearly with depth.
We prescribe normal stress (σn) as the vertically depth-
dependent lithostatic stress (σv), assuming a shallow
dipping slab (σn = σv). The vertical lithostatic stress
is σv = ρgz, where ρ is the density of rock, g = 9.81
ms−2 is gravitational acceleration, and z is depth. The
effective normal stress (σ′

n) is the difference between
the vertical lithostatic stress and Pf (Equation 5). To
the depth-dependent, linked initial shear and normal
stresses, we add the stress changes from the dynamic
relaxation simulation as:

σ′
n = σv − Pf − ∆pn0 . (5)

Pf is often characterized as a fraction of the verti-
cal stress denoted by the pore fluid pressure ratio γ, as
Pf = γσv. We compare models with varying Pf gradi-
ents: moderate-high (γ = 0.65–0.71), high (γ = 0.85–0.91),
and very high ( γ = 0.96–0.97). The very highPf gradient
is illustrated in Fig. 3b and is used inmostmodels. Mad-
den et al. (2022) showed that such near lithostatic Pf

ratios best fit the 2004 Sumatra megathrust earthquake
observations. In Fig. 3c, the initial shear stress varia-
tions with depth for the scenario with very high pore
fluid pressure (γ = 0.97) are shown in three cross sec-
tions: North (latitude 48°N), Center (latitude 45°N), and
South (latitude 42°N) of CSZ.

2.6 Rupture nucleation
Dynamic rupture is initiated by a kinematically driven
rupture with the imposed rupture velocity decreasing
away from the hypocenter, allowing for a smooth tran-
sition from forced to spontaneous rupture (Harris et al.,
2021). The minimum size of the nucleation area (Galis
et al., 2015) is given by a critical nucleation radius (Rcrit)
that canbe estimated assuminguniformstress drop and
a 3Danalyticalmodel of a circular crack followingEqua-
tion 6 of Day (1982):

Rcrit = 7π

24
µ(S + 1)Dc

∆τp
, (6)

where µ is the shear modulus and S is the seismic S ra-
tio. S is a relative fault strength defined as the ratio be-
tween strength excess and maximal possible potential
stress drop:

S = µsσ′
n − τ0

τ0 − µdσ′
n

, (7)

where µsσ′
n is the effective static fault strength, τ0 is the

initial shear stress, and µdσ′
n is the effective dynamic

fault strength. ∆τp is the potential stress drop defined
as the difference between the initial shear stress and the
effective dynamic fault strength, ∆τp = τ0 − µdσ′

n.
We estimate Rcrit empirically for each scenario by

trial and error. We choose Rcrit within approximately
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Figure 4 Illustration of the workflow to derive initial stresses from a given slip deficit model (SDM). (a) Gaussian slip deficit
rate model, modified after Schmalzle et al. (2014). (b) Derived slip deficit distribution associated model (SDM) and a given
assumption of along-arc recurrence time scaling factors (SFs) segmentation of Ramos et al. (2021) (reference SFs). (c) Initial
along-dip shear tractions resolved onto the Slab2 geometry computed from a dynamic relaxation simulation using SeisSol.
Negative shear tractions are tapered to zero. The white contour in (c) indicates the 27 km depth Slab2 contour, i.e., the as-
sumed seismogenic depth in most models.

10% of the relative error from the theoretical value of
Equation 6. We then gradually increase τ0 until it ex-
ceeds µsσ′

n (τ0 > µsσ′
n) and spontaneous rupture just

occurs. Wealign the location of thenucleation areawith
the highest values of slip rate and total slip deficits of the
Gaussian SDM (Fig. 4a,b) and keep it the same for the
shallow-coupled SDMs for consistency. All hypocenter
locations have a depth of 16 km in our simulations.

3 Results

We analyze a total of 22 simulations, illuminating vari-
ous trade-offs in constraining 3D rupture dynamics us-
ing slip deficitmodels (SDMs). Allmodels are detailed in
Table S1 and introduced in Sec. 3.1. Seven Examples of
3D dynamic rupture scenarioswill be discussed inmore
detail and are illustrated in Fig. 5. Despite their vastly
differing parameterizations, all 22 scenarios adhere to
the empirical megathrust earthquake scaling relation-
ships proposed by Allen and Hayes (2017) (Fig. 6).
We analyze dynamic rupture scenarios constrained

by a Gaussian SDM in Sections 3.3-3.5. In Sec. 3.2,
we analyze the effects of negative initial shear stress
changes on rupture dynamics, potentially introduced
by SDMs (not included in Figure 5). In Sec. 3.3, we
compare high and low rigidity depth profiles, highlight-
ing the effect of shallow rigidity reduction. In Sec. 3.4,
we analyze the trade-offs between the Gaussian SDM
and varying assumptions on depth-dependent (Pf ). We

detail the initial conditions that lead to a margin-wide
dynamic rupture in Sec.3.5 and compare a margin-
wide scenario to a partial dynamic rupture scenario.
We analyze rupture dynamics resulting from assuming
shallow-coupled SDMs in Sec. 3.6 and illustrate the ef-
fects of the prescribed depth to which the non-negative
shear stress rate is tapered.

3.1 Parameterization of a suite of dynamic
rupture scenarios

In the following, we provide an overview of the 22 dy-
namic rupture model setups explored in this study, as
summarized in Table S1.
To parameterize model 1 (Fig. 7a,d), we calculate the

initial stresses as described in Sec. 2.5. This includes
using a Gaussian SDM and the reference SFs, assum-
ing the low-rigidity profile and the very high Pf ratio
(γ = 0.97). In model 2 (Fig. 7b,e), we use the same dy-
namic parameters as inmodel 1, but we enforce the ini-
tial stresses to be non-negative. This allows us to ex-
amine the effect of negative initial stresses in compar-
ison to model 1. In all other models, the initial stresses
are similarly constrained to be non-negative. Model 3
(Fig. S1b) and model 4 (Fig. S1c) differ from model 2
by varying the depth-dependent frictional parameteri-
zation. In model 3, slip-weakening friction is applied at
greater depths, replacing the previously prescribed slip-
neutral frictional behavior. In model 4, slip-weakening
friction is assigned to even larger depths, supplanting

9
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Figure 5 Overviewof seven dynamic rupturemodels and their initial conditions out of the 22models analyzed in this study.
For eachmodel, we show the geodetic slip deficit model (SDM, top row), the inferred initial along-dip shear traction (middle
row), and the slip resulting from the dynamic rupture simulation (bottom row). Slip deficitmodels are chosen fromoneof the
two groups: (a) shallow-coupled slip deficit models: ’shallow-coupled 30’ with non-negative shear stress rate tapered to a
depthof 30kmand ’shallow-coupled80’withnon-negative shear stress rate tapered toadepthof 80km. And (b)Gaussian slip
deficit models: ’Gaussian’ with reference recurrence time scaling factors (reference SFs) shown in Fig. 4b, ’Gaussian SFs x 2’
and ’Gaussian SFs x 4’ with higher reference SFs and ’Gaussian increased SF at central CSZ’ with higher SF at central CSZ. The
initial stresses, here shown in terms of along-dip shear tractions, are computed from the slip deficit models assumption in a
dynamic relaxation simulation. Rigidity assumptions for dynamic relaxation and dynamic rupture simulations are indicated
above the initial stress and modeled slip figures, respectively, for each scenario. γ values indicate the level of Pf we use in
each of the dynamic rupture simulations. The magenta star denotes the rupture initiation location (hypocenter).
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Figure 6 Average (a) and maximum (b), modeled slip vs. moment magnitude (Mw) for all 3D dynamic rupture scenarios
(Gaussian and shallow-coupled SDMs), compared with empirical megathrust earthquake scaling relationships (Allen and
Hayes, 2017) with themean(solid black) and one standard deviation (dashed black). Marker shapes identify different choices
of the pore fluid pressure (Pf ) ratio (γ) and rigidity. Diamonds denote a very high Pf ratio (γ = 0.96–0.97), squares represent
a high Pf ratio (γ = 0.85–0.91), and triangles represent a moderate-high Pf ratio (γ = 0.65–0.71). Model 8 (mixed Pf ratio) is
representedby a circle. Non-filledmarkers indicate a scenario assuming depth-dependent lower rigidity, while filledmarkers
indicate scenarios assuming higher rigidity (models 5, 7) or constant rigidity (models 6, 21). The rupture area is inferred as
the sum of the area of all triangular fault element faces that slip more than 1 cm. The dynamic parameters of all scenarios
are detailed in Table S1.

both slip-neutral and slip-strengthening frictional be-
havior in other models. Models 5, 6, and 7 analyze
the effects of varying depth-dependent rigidity on ini-
tial stresses and rupture dynamics. Model 5 (Fig. 8a)
and model 6 (Fig. S2) explore these effects by prescrib-
ing higher rigidity with depth or constant rigidity, re-
spectively. In model 7, we isolate the dynamic effects
of rigidity reduction. The initial stresses are computed
using high rigidity, as inmodel 5, but low rigidity is used
during the dynamic rupture simulation (Fig. S3a).
Models 8 and 9 explore the effects of varying assump-

tions on pore fluid pressure (Pf ). Model 8 prescribes
a variable Pf gradient with depth (Fig. S4). Pf is mod-
erately high at depths < 10 km (γ = 0.65) and very high
at depths > 10 km (γ = 0.97). Model 9 assumes slightly
lower (γ = 0.96) Pf (Fig. S5). Models 10–15 explore the
trade-offs between the assumed state of pore fluid pres-
sure (Pf ) and recurrence time scaling factors (SFs) af-
fecting the total slip deficit derived from the geodetic
slip deficit rate models (Fig. 5; ’Gaussian SFs × 2’ and
’Gaussian SFs × 4’). The first subset includes models 10,
11, and 12 (Figs. S6a; γ = 0.91,9a; γ = 0.88, and Fig. S6b;
γ=0.85) which assume double (M = 2) the Gaussian SFs
used in models so far (Fig. 4b). The second subset in-
cludes models 13, 14, and 15 (Figs. S6c; γ = 0.71, S6d;
γ = 0.68, and 9b; γ = 0.65) which assume the Gaussian
SFs×4 (M = 4).
Model 16 is the only margin-wide rupture scenario

presented, assuming larger SFs only in the central CSZ
(Fig.10; ’Gaussian increased SF at central CSZ’ in Fig. 5).
Model 17 assumes the hypocenter is located at the
southern Cascadia margin (Fig. S7).
In model 18 (Fig. S8), we analyze the effect of assum-

ing a shallower coupling depth of 22 km compared to
27 km used in all the other models. In models 19-21, we
analyze rupture dynamics when changing the assumed
SDM tapering depth, where shear stress rates must re-
main non-negative.
Inmodels 19 (Fig. S9), 20 (Fig. 11a), and 21 (Fig. S10b),

we use the shallow-coupled 30 SDM (Sec. 2.2) and very
high Pf (γ = 0.97). In model 22 (Fig. 11b), we use the
shallow-coupled 80 SDM (Sec. 2.2) and a slightly larger
Pf (γ = 0.98). Initial stresses are computed using the
low rigidity depth profile for models 19, 20, and 22 and
a constant rigidity of 32 GPa for model 21. For model
19, we assign Dc = 1m, the same as in all previous mod-
els (1–18). For models 20, 21, and 22, we use a lower
Dc = 0.7 m, which allows using a smaller Rcrit to nucle-
ate spontaneous rupture.

3.2 The dynamic effects of negative shear
stress changes

Using SDMs to inform dynamic rupture simulations
may introducenegative stress changes (Fig. S11), which,
combined with depth-dependent background stresses,
can result in negative initial shear stresses acting on the
fault (Fig. 7a). Negative initial shear stresses can also
arise due to potential discrepancies between the con-
stant rigidity assumed to compute the SDMs and amore
realistic depth-dependent rigidity in our dynamic relax-
ation step and dynamic rupture simulations.
While we taper along-dip and along-strike shear

stress changes to remain non-negative in models 2-22,
model 1 illustrates the effect of including negative shear
stress changes on rupture dynamics. We compare the
modeled fault slip and seafloor subsidence amplitudes
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Figure 7 The effect of enforcing non-negative along-dip shear tractions on the resulting initial stresses (upper panel): (a)
model 1 without specific enforcement of non-negative shear stresses, and (b) model 2 with enforcement of non-negative
shear stresses, (c) Shear stress residuals between (a) and (b) and the corresponding modeled fault slip (lower panel): (d)
without specific enforcement and (e) with enforcement. (f) Associatedmodeled subsidence (red and purple lines) compared
with paleoseismic observations of the 1700 A.D. rupture (Wang et al., 2013) (blue circles).
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of model 1, assuming all stress changes as unaltered
output from the dynamic relaxation calculation, and
model 2 has initial shear stress changes along dip and
strike tapered to remain non-negative. Both scenar-
ios use otherwise equivalent initial conditions. We use
the Gaussian SDM and the low rigidity profile (Fig. 3a)
to compute the initial stresses in the dynamic relax-
ation simulation and low rigidity and very high Pf ra-
tio (γ = 0.97) in the rupture dynamics simulations (Ta-
ble S1).
The negative along-dip shear stress changes are

mostly concentrated at shallow (< 15 km) depths and be-
low the seismogenic zone (> 27 km), and reach≈ -1MPa
at shallow depths (Figs 7c, S12). Shallow negative initial
along-dip shear stress limits the propagation of slip to
the trench and reduces overall slip magnitudes, result-
ing in a considerably smallermomentmagnitude ofMw
8.43 (Fig. 7d) compared to Mw 8.60 in model 2 (Fig. 7e).
Varying amounts of slip to the trench translate into dis-
tinct levels of modeled subsidence (Fig. 7e). While
based on initial conditions that may appear less realis-
tic, model 1 matches the 1700 A.D. subsidence data bet-
ter in the northern part of the CSZ (Fig. 7f). This is con-
sistent with the findings of Ramos et al. (2021), where
thebest fit is achieved for dynamic rupturemodelswith-
out shallow slip up to the trench.

3.3 Varying rigidity

In our framework, we must prescribe the rigidity struc-
ture surrounding the fault to (i) compute the initial
stresses from SDMs using a dynamic relaxation simula-
tion and (ii) perform 3D dynamic rupture simulations.
By comparing two depth-dependent and one constant
rigidity profiles, we illustrate how rigidity variations af-
fect initial stresses and rupture dynamics. To examine
the effect of the rigidity reduction in model 2 compared
to the larger rigidity used in Ramos et al. (2021), we run
model 5 (Fig. 3a), assuming high rigidity in both the dy-
namic relaxation step and the dynamic rupture simula-
tion. We identify trade-offs leading to comparable sub-
sidence levels produced by both depth-dependent rigid-
ity models.
In Fig. 8, we show the modeled fault slip and subsi-

dence for models 2 and 5. To the North, the maximum
modeled fault slip inmodel 5 (high rigidity, Fig. 8a) and
model 2 (low rigidity, Fig. 8b), is comparable. However,
the magnitude is significantly higher to the South-East
for the high rigidity profile.
Fig. S12c shows that the difference in the modeled

fault slip between models 2 and 5 can reach up to 2 m.
Model 5, based on higher rigidity, yields larger slip am-
plitudes across most of the coseismic slip area. Dis-
tinctively, bothmodels produce comparable subsidence
levels and overestimate the 1700 AD subsidence in the
North of the CSZ (Fig. 8c), likely due to too high slip to
the trench.
Analyzing a model with constant rigidity allows us to

examine the impact on dynamic relaxation simulations
compared to using depth-dependent rigidity. Fig. S2
shows the fault slip distribution for model 6, which
uses a constant rigidity of 32 GPa to compute the initial

stresses (dynamic relaxation simulation) and a depth-
dependent low rigidity profile in the dynamic rupture
simulation. The fault slip remains limited to a smaller
rupture area compared to model 2 and model 5, and re-
sults in a smaller moment magnitude of Mw 8.45 com-
pared to Mw 8.60 and 8.77 for model 2 and model 5,
respectively. These notable differences highlight the
importance of self-consistent assumptions on rigidity
and initial stresses between geodetic, structural, and
dynamic rupture models.

3.4 The state of pore fluid pressure and dy-
namic trade-offs governing dynamically
plausible 3D earthquake scenarios

Different assumptions on pore fluid pressure Pf , and
thus on the gradient of the effective normal stress (Sec.
2.5), can significantly affect rupture dynamics (Madden
et al., 2022). We find that, using the SFs from Ramos
et al. (2021) (reference SFs) in combination with depth-
dependent effective initial normal stress, sustained dy-
namic rupture occurs only in combination with very
high Pf , i.e., γ = 0.96 to 0.97. For lower pore fluid
pressure, dynamic rupture propagation cannot be sus-
tained.
We analyze variable Pf , modulating the effective nor-

mal stress gradient (models 10–15 in Table S1). Assum-
ing lower Pf leads to higher effective normal stress and
to the increase of the seismic S ratio (Equation 7). The
effects are well demonstrated in the case of assuming
variable depth-dependent Pf in model 8 (Fig. S4). Dy-
namic rupture is arrested at a depthof 10 km, coinciding
with the transition from very high Pf ratio (γ = 0.97) be-
low 10 km to a lower, moderately high Pf ratio (γ = 0.62)
at a depth shallower than 10 km. In this case, the S ratio
is too large (S>6, Fig. S4c), and the fault is dynamically
too strong to allow for the rupture to propagate above a
depth of 10 km into the moderate Pf ratio zone.
To model sizeable earthquakes with lower Pf , we in-

crease the SFs, which resembles assuming a higher slip
deficit. Increasing SFs roughly linearly increases thepo-
tential stress drop (∆τd), Fig. 9d), which, in turn, de-
creases the S ratio (Equation 7) and results in the slab
being closer to failure (e.g. Templeton and Rice, 2008).
We find that the resulting increased initial stresses en-
able sustained dynamic rupture nucleation and propa-
gation with lower Pf (models 10–15). We adjust the nu-
cleation radius (Rcrit) to the new initial stress condi-
tions, as explained in Sec. 2.6. Wefind that, as expected,
our empirically determined Rcrit is smaller when as-
suming a lower Pf , see Table S1).
Fig. 9 shows the modeled fault slip for two dynamic

rupture models with increased SFs: model 11 employs
the reference SFs increased by a multiplier of M = 2
(Fig. 9a), andmodel 15 adopts even larger SFswithM = 4
(Fig. 9b). Bothmodels result in very large modeled sub-
sidence compared to the paleoseismic observations of
the 1700 A.D. rupture (Fig. 9c). The modeled fault slip
increases in direct proportion to the increase in SFmul-
tipliers. In addition, the average fault slip increases ap-
proximately linearly inmagnitudewith the resulting av-
erage potential stress drop∆τd (Fig. 9e). Despite explor-
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Figure 8 Impact of the rigidity model on rupture dynamics and associated subsidence. Modeled fault slip for (a) dynamic
rupture scenariomodel 5, assuminghighdepth-dependent rigidity and a very highPf ratio (γ = 0.97) and (b) dynamic rupture
scenariomodel 2assuming lowdepth-dependent rigidity andaveryhighPf ratio (γ =0.97). (c)Modeled subsidence formodel
5 (red) and 2 (green) comparedwith paleoseismic observations of the 1700 A.D. rupture (Wang et al., 2013) (blue circles). The
magenta stars denote the rupture initiation location (hypocenter).

ing a range ofPf ratios, the resulting average stress drop
and slip exhibitminimal variations for a given set of SFs.

3.5 Initial conditions for margin-wide 3D dy-
namic rupture

Dynamic rupture models 1–15 are partial ruptures that
do not propagate through central CSZ, Oregon (Fig. 1a).
This is due to a locally high S ratio that dominates the
central CSZ initial conditions (Fig. S13b). Inmodel 16, to
modelmargin-wide rupture in our framework,we intro-
duce locally larger SFs to decrease theS ratio in the cen-
tral CSZ (Fig. S13c). We gradually increase the SFs (the
product of slip deficit rates and a certain duration, fol-
lowing equation 1) in the central CSZ only (latitude 43.2
to 46°N) until dynamic rupture can just propagate across
this region. We find that this is dynamically viable once
the scaling factor at central CSZ is set to SF = 500. Fig. 10
shows the resulting margin-wide dynamic rupture of
model 16. This scenario produces approximately the
same subsidence levels in the northern CSZ as a par-
tial rupture (e.g., model 2, Fig. 10c). In addition, the
margin-wide rupturemostly fits the 1700A.D. paleoseis-
mic subsidence observations in the South within obser-
vational uncertainties. However, this scenario overesti-
mates the subsidence in northern and central CSZ with

respect to observations. Our margin-wide rupture pro-
duces subsidence levels that are, on average, 1m higher
in the north than the 1700 A.D. best-fit model of Ramos
et al. (2021) R2021. The differences decrease towards
the southern CSZ.

3.6 Dynamic rupture scenarios based on
shallow-coupled slip deficit models

Stress shadows may govern shallow slip deficit mag-
nitude and distribution (Avouac, 2015; Almeida et al.,
2018; Lindsey et al., 2021). The stress shadow forces
a very gradual change in the slip deficit rate, result-
ing in lower shear stress rates. The depth to which
the stress shadow extends is a critical factor. If the
stress shadowextends deeper, suddendrops in coupling
are prevented. This explains, for example, why the
30 km depth-constrainedmodel of Lindsey et al. (2021),
(Fig. 2b) better fits GNSS data than the 80 km depth-
constrained model (Fig. 2c). We refer to the shallow-
coupled SDMs as ’shallow-coupled 30’ and ’shallow-
coupled 80’. Ournaming convention indicates thedepth
to which the shear stress rate is tapered (30 and 80 km,
respectively).
In this section, we aim to better understand the ef-

fect of varying geodetic stress shadows on rupture dy-

14
SEISMICA | volume 2.4 | 2025



SEISMICA | RESEARCH ARTICLE | 3D Cascadia dynamic rupture simulations

Figure 9 Quantifying trade-offs between the assumedPf ratio γ and recurrence time scaling factors (SFs) comparingmod-
els 2,9, and 10–15. All of these models adopt the lower rigidity profile. Modeled fault slip for (a) dynamic rupture model 11,
with reference SFs (Fig. 4b) multiplied by M = 2 combined with a high Pf ratio (γ = 0.88) and (b) for model 15, with reference
SFsmultiplied byM= 4 combinedwith amoderatePf ratio(γ = 0.65). Themagenta stars denote the rupture initiation location
(hypocenter). (c)Modeled subsidence formodel 11 (magenta) andmodel 15 (lime) comparedwith paleoseismic observations
of the 1700 A.D. rupture. (d) Average stress drop (∆τd) over the ruptured area for different Pf ratios γ and SF multiplication
factors (M). Diamonds aremodels 2 and 9, scenarioswith very high γ of 0.97, and 0.96, respectively; squares aremodels 10–12
with high γ of 0.91, 0.88, and 0.85, respectively; triangles are models 13–15 with moderate-high γ of 0.71, 0.68, and 0.65, re-
spectively. (e) Modeled fault slip averaged (AS) over the ruptured area for different Pf ratios γ and ∆τd. The equations at
the bottom right show the analytical representation of∆τd as a linear function of the SFmultiplication factors (M) for (d) and
modeled average slip as a linear function of the average stress drop ∆τd for (e).
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Figure 10 Comparison of a partial (model 2) and margin-wide (model 16) dynamic rupture scenario. Both scenarios use
low rigidity and very highPf ratio (γ = 0.97). Model 16 is obtained by assuming a higher scaling factor (SF = 500) in the central
portion of the CSZ.Modeled fault slip for (a)model 2 and (b)model 16. (c) Modeled subsidence formodel 2 (red) and 16 (gray)
compared with the 1700 A.D. best-fit model of Ramos et al. (2021) (R2021), and paleoseismic subsidence observations of the
1700 A.D rupture. The magenta star denotes the rupture initiation location (hypocenter).

namics. We find that different tapering depths im-
pact rupture characteristics, including rupture area and
fault slip. We present 3 models based on the shallow-
coupled slip deficitmodels of Lindsey et al. (2021). Mod-
els 20 and 21 are based on the shallow-coupled 30 SDM
(Fig. 2b), and model 22 on the shallow-coupled 80 SDM
(Fig. 2c). Models 20 and 22 use low rigidity in the dy-
namic relaxation simulation. Model 21 differs from
model 20 only in using constant rigidity in the dynamic
relaxation simulation. Models 20 and 22 are included in
the overview of Fig. 6a.
We apply the same methodology that we used for the

Gaussian SDM outlined in Sec. 2.5 to compute the ini-
tial stresses for the shallow-coupled SDMs using low
rigidity and reference SFs. In the case of the shallow-
coupled 30 SDM, the limited depth of the shear stress
rate tapering results in a more shallow pattern of slip
deficit accumulationmostly above 30 km depth (Fig. 5a;
left). Conversely, the shallow-coupled 80 SDM requires
a more gradual transition of the slip deficit (Fig. 5a;
right) with less slip deficit concentrated in the shallow
part. The disparity in the distribution of slip deficit be-
tween the shallow-coupled 30 SDMand shallow-coupled
80 SDM (Fig. 5a) influences both themagnitude and spa-
tial pattern of initial shear stress changes along the fault
(Fig. S11; middle panel and Fig. S11; lower panel, re-

spectively).
In addition, the initial shear stress changes associated

with the shallow-coupled 30 SDM and shallow-coupled
80 SDM models are considerably reduced compared to
the initial shear stress changes observedusing theGaus-
sian SDM (Fig. S11; upper panel).
Changing the SDM fromGaussian to shallow-coupled

models changes the balance between initial stresses
and fault strength that governs dynamic rupture. To
achieve comparable dynamic rupture scenarios be-
tween the shallow-coupled SDMs and the Gaussian SDM
in terms of earthquake magnitude and average fault
slip, adjustments to the dynamic parameters are nec-
essary. Specifically, when using the shallow-coupled
SDMs the strength dropmust be reduced to decrease the
relative fault strengthS compared to the Gaussian SDM.
Different means of decreasing strength drop are pos-

sible, including increasing the assumed dynamic fric-
tion coefficient µd, decreasing the static friction coef-
ficient µs, or increasing the pore fluid pressure ratio
γ. Here, we choose to iteratively increase µd starting
from the Gaussian SDM value of µd = 0.1. We find that
µd = 0.3 allows restoring the dynamic rupture potential
using the shallow-coupled SDMs. Furthermore, for the
shallow-coupled 80 SDM, a slight adjustment of the pre-
viously set Pf ratio from γ = 0.97 to γ = 0.98, further de-
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creasing relative fault strength S, is required to initiate
self-sustained dynamic rupture. We compensate the ef-
fect of the decreased strength drop on the nucleation
size (see Equation 7) and on the rupture process zone
widthbyusing a smallerDc of 0.7m (Fig. 11b) compared
to Dc = 1 m for the Gaussian SDM. We note we were
able to generate a viable model based on the shallow-
coupled 30 SDM using a Dc of 1 m (model 19, Fig. S9)
with fault slip comparable in magnitude to model 2 of
the Gaussian SDM but across a smaller rupture area.
However, the dynamic rupture scenarios with shallow-
coupled 80 SDM fail to nucleate with a Dc of 1 m.
We present the results of the dynamic rupture mod-

els 20 and 22 constrained by the shallow-coupled 30
SDMand the shallow-coupled 80 SDMbefore discussing
model 21. Fig. 11 compares the fault slip of the shallow-
coupled 30 model 20 (Fig. 11a) and the shallow-coupled
80 model 22 (Fig. 11b). Both models produce very low
subsidence and are inconsistent with the 1700 A.D. pa-
leoseismic data (Fig. 11c). This is not unexpected for
these SDMs since they are smoother and, hence, have
lower shear stress rates. However, the Mw 7.98 earth-
quake produced by the shallow-coupled 80 model 22 is
smaller than all other dynamic rupture simulations pre-
sented here, which is unexpected.
The combination of constant rigidity and shallow

geodetic stress shadow (model 21) leads to even more
surprising rupture dynamics. Fig. S10 shows thatmodel
21 produces a slightly larger event (Mw 8.32) when com-
pared to model 20 (Mw 8.29), with a larger rupture
area and higher fault slip (Fig. S10b). This scenario
diverges from the case of constant rigidity combined
with the Gaussian SDM model 6, where the resulting
rupture area, slip amplitudes, and moment magnitude
are smaller compared to the Gaussian SDM low rigid-
ity scenario (model 2). This difference arises from (i)
the higher slip deficit at shallow depths for the shallow-
coupled 30 SDM models and (ii) the higher rigidity
(32 GPa) compared to the depth-dependent low rigid-
ity profile (Fig. 3a, 20-25 GPa at shallow depths <10 km).
This combination results in higher initial shear stress
changes (Fig. S14), leading to larger initial shear stresses
and subsequently larger fault slip compared to model
20.

4 Discussion

4.1 Negative initial shear stress changes and
rigidity assumptions

We find that SDMs can induce negative shear stress
changes. As a result, the total initial shear stress level
constraining dynamic rupture models can be negative
if the negative stress change exceeds the assumed back-
ground stress. In our framework, where initial shear
stress is proportional to the depth-dependent effec-
tive normal stress gradient, the negative shear stress
changes arise in areas with low slip deficit. This limits
the dynamic rupture extent, resulting in low subsidence
levels and less slip to the trench with potentially impor-
tant implications for tsunami hazard.
By construction, shallow-coupled SDMs may elim-

inate negative shear stress changes up to a certain
depth. However, we observe localized negative shear
stress changes using the shallow-coupled SDMs 30 and
80. This may be due to smoothing during the inver-
sion, sparse geodetic data, or simplifications in the used
structural model (Lindsey et al., 2021). The negative ini-
tial shear stress changes may also arise from a discrep-
ancy between the assumed variable rigidity in the dy-
namic relaxation simulation and the constant rigidity
assumedbyLindsey et al. (2021), a commonassumption
in geodetic inversions for slip deficit modeling (Noda
et al., 2013; Schmalzle et al., 2014; Jiang et al., 2015),
while in nature, rigidity in the overriding plate is ex-
pected to present strong variability, especially at shal-
low depths (e.g., Lay et al., 2012; Sallarès and Ranero,
2019). However, even when using constant rigidity to
compute the stress changes in the dynamic relaxation
simulation, smaller, negative stress changes are still
present Fig. S14).
Denser off-shore observationswill be crucial to better

constrain shallow initial stresses since current SDMs do
not achieve good resolution in the shallow part of the
subduction interface (Wang and Tréhu, 2016). For ex-
ample, ocean-bottom strain meters may better inform
the amplitudes of stressing rates (e.g., Zumberge et al.,
2018; Ide et al., 2021), while laboratory experiments on
drilling samples of megathrust fault gouge may help
determine appropriate levels of dynamic friction (e.g.,
Kopf and Brown, 2003; Ikari and Kopf, 2017). The nega-
tive shear stresses we observe may be an artifact stem-
ming frommodeling assumptions and may not provide
information on local faulting conditions. Temporary
negative shear stressing implies an ongoing release of
stored strain energy, such as during a slow slip event.
However, the SDM underlying geodetic data are long-
term averages and reflect steady-state during the inter-
seismic period.

4.2 Shallow rigidity reduction

In elastic models, reduced shallow rigidity may help ex-
plain the slow rupture speeds, large slip, and long dura-
tion of megathrust earthquakes that are prone to gener-
ate devastating tsunamis (Lay and Bilek, 2007; Lay et al.,
2012; Sallarès and Ranero, 2019). In our study, assum-
ing low rigidity (model 2) generates a slightly lower fault
slip than assuming high rigidity (model 5) under other-
wise equivalent model assumptions. This may be sur-
prising as we expect low rigidity to aid larger fault slip
(e.g., Prada et al., 2021b; Ulrich et al., 2022). However,
our results reflect the trade-off between two factors:
the impact of assumed rigidity when calculating initial
stresses in dynamic relaxation simulations and the im-
pact of rigidity on rupturedynamics. Usinghigher rigid-
ity results in larger stress changes and, thus, larger ini-
tial shear stresses, but the dynamically evolving fault
slip is lower.
To isolate the effects of low rigidity on dynamic rup-

ture, we runmodel 7 (Fig. S3a), which uses high rigidity
during the dynamic relaxation simulation and low rigid-
ity during the dynamic rupture simulation despite the
physical inconsistency of using different rigidity pro-
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Figure 11 Dynamic rupturemodels 20 and 22using two shallow-coupled SDMsof Lindsey et al. (2021), inwhich shear stress
rates are constrained to be non-negative. Model 20 uses the geodetically best-fitting ’shallow-coupled 30’ SDM (non-negative
stress rate to 30 km depth), while model 22 uses the ’shallow-coupled 80’ SDM (non-negative stress rate to full slab depth of
80 km). Both scenarios assume low rigidity profiles and critical slip-weakening distance Dc = 0.7 m. Model 20 is based on
pore fluid pressure ratio γ = 0.97, and model 22 uses γ = 0.98. Modeled fault slip for (a) model 20 and (b) model 22 (c)The
magenta stars denote rupture initiation location.

files. We observe a significantly higher fault slip of up
to 6 m compared to model 5, which uses high rigidity
during the dynamic relaxation simulation and the dy-
namic rupture simulation. In model 2, this effect is
overprinted by the lower initial shear stresses associ-
ated with the lower rigidity used in the dynamic relax-
ation simulation. These results demonstrate dynamic
trade-offs between low rigidity at shallow depth pro-
moting increased near-trench slip and reduced near-
trench shear stresses associated with the same lower
rigidity, which disfavors fault slip as well as the impor-
tance of self-consistent assumptions on rigidity and ini-
tial stresses between geodetic, structural, and dynamic
rupture models.

4.3 Pore fluid pressure

Pf may be nearly lithostatic throughout the seismo-
genic zone portion of the slab (Saffer and Tobin, 2011;
Madden et al., 2022). This results in the effective initial
normal stress being nearly constant with depth (Rice,
1992), and this assumption is used in many rupture dy-
namic models. However, here, we identify important
trade-offs between the range of the dynamically plausi-
ble Pf and the SDMs, including the assumed SFs. As-

suming higher SFs allows us to assume lower Pf while
still nucleating realistic spontaneous dynamic rupture
(models 10–15), compatible with empirical megathrust
scaling relationships (Fig. 6). This results in overall
larger magnitude earthquake scenarios. We show that
for the same set of recurrence time scaling factors SFs,
it may be possible to vary pore fluid pressure Pf while
maintaining the same average slip (Fig. 9e). This dy-
namic trade-off will depend on the change of parame-
ters resulting in negligible changes in ∆τd. Additional
dynamic rupture simulations, not presented, suggest
thatPf values less thanmoderate-high (γ < 0.65) are un-
likely to generate realistic scenarios with our model as-
sumptions.

In this study, we vary Pf only along-depth and SFs
only along-strike. Our results in model 8, in which we
combine two depth-dependent Pf gradients alongside
a single SDM (Sec. 3.1), may imply that additional steps
to constrain complex 3D initial stresses varying along-
strike and along-depth while accounting for trade-offs
with locally variable Pf are required (Fig. S4). This
may involve better constraining SFs that vary both along
strike and depth and better observations to constrain
the state of Pf in the CSZ.
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4.4 Slip deficit and frictional constraints on
dynamic rupture arrest

Ramos et al. (2021) showed that central CSZ acts as a bar-
rier preventing rupture propagation due to a lower slip
deficit constrained by the available SDMs and the nar-
rower seismogenic zone caused by the steeper dipping
slab in this region. They concluded that central CSZ
requires additional slip deficit to dynamically model
margin-wide rupture using the SFs we show in Fig. 4b.
However, due to our different initial stress assumptions
and despite using an equivalent Gaussian SDMand scal-
ing factors (SFs) to constrain the slip deficit, and simi-
lar friction parameters at depths deeper than 5 km as
Ramos et al. (2021), we here cannot model margin-wide
ruptures. To achieve a margin-wide dynamic rupture
scenario, we need to increase the SF for central Casca-
dia (model 16).
We attribute this difference in the capacity to rup-

ture the central CSZ to our different initial conditions
and workflow, including the dynamic relaxation simu-
lation and incorporation of the effect of pore fluid pres-
sure. Specifically, the initial effective normal stress σ′

n

throughout the entire seismogenic region is assumed
depth-dependent in our study and not constant. Also,
we compute the total initial stresses as the sum of the
dynamic strength µdσ′

n and the stress change from the
SDMs, while Ramos et al. (2021) assigned this stress
change directly. Our assumptions are also different
from the margin-wide CSZ 3D dynamic rupture simula-
tions of Chan et al. (2023), which incorporate constant
initial normal stress of 50 MPa combined with spatially
variable initial shear stresses.
However, a central CSZ scaling factor equivalent to

500 years might be prohibitively high with respect to
paleoseismological evidence (Goldfinger et al., 2017).
Thus, future studies may explore along-strike variable
pore fluid pressure or frictional behavior (see also
Sec. 4.7 to reconcile physically realistic margin-wide
dynamic rupture scenarios with observations. Specif-
ically, while beyond the scope of this study, rate-and-
state friction-based simulations may account for creep-
ing, velocity-strengthening rate-and-state friction be-
havior in central Cascadia. In addition, the rate-and-
state friction framework can capture severe coseismic
velocity-weakening observed in both laboratory experi-
ments and theoretical studies (Noda et al., 2009; Di Toro
et al., 2011), and lower dynamic friction may trade off
with pore fluid pressure in governing dynamic fault
strength and thus influencing the potential for margin-
wide rupture.
Fig. S13 shows the comparison of the S ratios of the

best fit model of Ramos et al. (2021) (model R2021) with
respect to the 1700 A.D subsidence data (Fig. S13a), our
partial rupturemodel 2 (Fig. S13b) and ourmargin-wide
rupture model 16 (Fig. S13c). Models 2 and R2021 use a
Gaussian SDM and the same scaling factors (reference
SFs) to constrain the slip deficit. In R2021, the S ratio
is S ≈4.5 in the central CSZ, low enough to allow for
a margin-wide rupture. The S ratio in our model 2 is
S ≈>6 in the CSZ, which is too large to sustain dynamic
rupture. Therefore, the rupture transition from partial

tomargin-wide in our setting requires a larger SF in cen-
tral CSZ. After we decrease the S ratio by increasing the
SF at central CSZ, our margin-wide rupture (model 16)
propagates through central CSZ with an S ratio that is
smaller than is required in R2021 of S ≈3.5.
The shallow-coupled SDMs are much smoother and,

hence, have lower shear stress rates. The stress changes
in the shallow-coupled 30 and shallow-coupled 80 mod-
els are almost twice and four times lower than those
resulting from the Gaussian SDM, respectively. The
non-negative stress-rate constraint indeed forces a very
gradual change in the slip deficit rate. If it extends
deeper, it prevents a sudden drop in coupling, which
explains the lower stress for the shallow-coupled 80
model. The smaller stress changes result in smaller
total initial stresses. Consequently, the smaller stress
changes from the shallow-coupled SDMs yield smaller
fault slip and smaller magnitude earthquakes generat-
ing lower subsidence (Fig. 11). We highlight that us-
ing these SDMs to produce larger earthquake dynamic
rupture scenarios will likely be possible when choosing
different SFs or different frictional rheologies in future
work.
None of our models explores shallow slip-

strengthening frictional rheologies. Using the Gaussian
SDM, model 1, in which negative initial shear stress
changes were allowed, produces subsidence levels in
the North of the CSZ that are consistent with the find-
ings of Ramos et al. (2021). In both our study and theirs,
the best fit to paleoseismic data is achieved when there
is no shallow slip to the trench. Ramos et al. (2021)
achieved this match by assigning slip-strengthening
frictional behavior near the trench(< 5 km). Future
work is required to fully capture the physical mecha-
nisms of shallow deformation, including models using
rate-and-state friction, which are computationally
more demanding (Krenz et al., 2021) but can account
for shallow velocity-strengthening behavior (Kaneko
et al., 2008) and models accounting for off-fault plas-
ticity and/or splay faulting (Ma, 2023; Biemiller et al.,
2023).
Recent observational evidence suggests that stick-

slip frictional behavior may occur in the CSZ ‘gap’ (or
transition zone) where episodic tremor signals (ETS)
have also been located (Fan et al., 2022). We com-
pare deep slip-neutralwith slip-strengthening frictional
behavior in our scenarios, and we show that alter-
ing the depth of frictional transition influences the ex-
tent of the rupture and fault slip and resulting mo-
ment magnitude (Mw). As expected, a deeper fric-
tional transition depth facilitates deeper dynamic rup-
ture propagation (Fig.S1). We observe this behavior
with two models: (1) model 3 in which the slip-neutral
friction zone (27-32 km) is replaced by slip-weakening
friction (Fig.S1b) and (2) model 4 in which both slip-
neutral and slip-strengthening friction are replaced by
the slip-weakening friction at depths greater than 27 km
(Fig.S1b). Melgar et al. (2022) showed that deeper
slip may still respect the paleoseismic subsidence in
simpler kinematic simulations. However, Wirth and
Frankel (2019) argued that deep slip would be incon-
sistent with paleoseismic subsidence. Our results con-
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tribute to this discussion by demonstrating how differ-
ent frictional behaviors influence rupture extent and
moment magnitude, with implications for shaking haz-
ard.
Changing parameters from model 2 (including slip-

neutral and slip-strengthening friction zones) to model
3 and subsequently to model 4 only marginally af-
fects the resulting Mw, rupture dynamics, and fault slip
(Fig.S1c,b). In model 3, the rupture propagates deeper
(32 km) and is arrested at the slip-strengthening fric-
tion zone. In model 4, despite the presence of slip-
weakening friction at greater depths, the rupture arrests
at approximately 32 km depth. This depth represents
the coupling depth in this model and, thus, the rup-
ture limit determined by the available slip deficit from
the Gaussian SDM in our models. Conversely, a shal-
lower frictional transition depth, which limits dynamic
rupture propagation, results in a significantly smaller
earthquake (Mw 8.4) and fault slip extent compared to
model 2 (Fig. S8).

4.5 Rupture style and speed: Pulse-like rup-
tures and localized supershear rupture
speed

In all of our dynamic rupture scenarios, we observe
pulse-like rupture styles with an average rupture speed
(Vr) that is sub-Rayleigh relative to the shear wave ve-
locity (Vs) on the slab interface (Vs = 2881 m/s, and
Vs = 3247 m/s for the low and high rigidity scenarios,
respectively; Fig. S15). However, instances of local su-
pershear rupture occur. Except for models 11 (γ = 0.88),
12 (γ = 0.85), and 15 (γ = 0.65), localized supershear rup-
ture occurs especially up-dip very close to the trench.
The extent of localized supershear episodes decreases
as Pf is chosen lower for a particular set of SFs.
We find in our analysis of several of our dynamic rup-

tures (models 10–12 and models 13–15) that the transi-
tion from subshear to supershear rupture occurs when
S = 1.217, which is consistent with the theoretical pre-
dictions for the occurrence of supershear ruptures un-
der slip-weakening friction in 3D by Dunham (2007).
In most of our scenarios, the S ratio is relatively

small and close to 1.217, reflecting dynamic trade-offs
between nucleating self-sustained rupture and realistic
rupture characteristics. For example, the γ values that
we pick must be large enough for a given set of SFs to
ensure nucleation of self-sustained rupture. However,
at the same time, γ maynot be chosen too high, or spon-
taneous nucleation may happen in other slab areas that
are well-oriented or close to critically pre-stressed. As
γ decreases for a particular set of SFs (constant stress
drop), the static fault strength increases, leading to an
increase in theS ratio, discouraging supershear rupture
transition. In our framework, simulations without any
supershear rupture have a γ value just high enough to
allow for large enough initial stresses for dynamics rup-
ture to nucleate. Achieving this balance is more chal-
lenging when the SFs are small, resulting in a very lim-
ited range of γ values that are sufficiently low to prevent
the transition to supershear rupture.
Dynamic rupture scenarios as developed here can

be useful in future linked or fully-coupled earthquake-
tsunami simulations for the Cascadia subduction zone
(Lotto et al., 2019; Wilson and Ma, 2021; Madden et al.,
2022; Abrahams et al., 2023), focusing on the effects of
varying assumptions on tsunami generation. For exam-
ple, while all our simulations are, on average, rupturing
faster than tsunami earthquakes (Kanamori, 1972), sim-
ulations 19-22, which are informed by shallow-coupled
SDMs (Lindsey et al., 2021), are among the slowest: e.g.,
model 19 has an average rupture speed of about 1800
m/s.

4.6 Implications for the 1700 A.D. mega-
thrust rupture

While the focus of this study is to explore dynamic
trade-offs in dynamic rupture scenarios of the Cascadia
Subduction Zone (CSZ), we observe that most dynamic
ruptures in our study arrest before they can propagate
along the entire margin and the margin-wide scenario
overestimates the 1700 A.D. coseismic subsidence am-
plitudes. This apparent contradiction may be recon-
ciled by several partial ruptures rather than a single,
margin-wide event (Melgar, 2021).
Using our framework for estimating the initial stress

conditions and careful consideration of how rigidity,
pore fluid pressure, and SDMs interplay, partial rup-
tures are dynamically favored along the Cascadia mar-
gin. The mechanical, frictional, and stress conditions
in the central CSZ exert first-order control on rupture
dynamics. There, the dynamic conditions conducive to
margin-wide ruptures are different from those required
for partial ruptures, and include a slip deficit in the cen-
tral CSZ exceeding 10 m. This model leads to an over-
estimation of the 1700 A.D. coseismic subsidence am-
plitudes. While the fact that a dynamic model does not
fit paleosubsidence does not rule out such behavior as
likely for future events, the physical implausibility of
the required assumptions on initial parameters render
the margin-wide scenario unlikely in our framework.
Future dynamic rupture models may also explore alter-
native slip deficit models, particularly focusing on shal-
low coupling.
Weuse paleoseismic subsidencemeasurements from

the 1700 A.D. event from Wang et al. (2013) to com-
pare our physics-based model predictions with, follow-
ing Ramos et al. (2021). Our aim is to estimate the rela-
tive subsidence amplitudes in the context of various dy-
namic rupture model parameters. However, such pa-
leoseismic data may also capture pre- and post-seismic
elastic and viscoleastic deformation, potentially over-
estimating co-seismic subsidence. More recent paleo-
seismological analyses (e.g., Kemp et al., 2018; Padgett
et al., 2022; Staisch, 2024; Nieminski et al., 2024), can be
included in future modeling studies.
In our SDMs, we adopt a representative value of con-

vergence rate of 40 mm/yr to simplify the modeling
framework and maintain consistency across the mar-
gin. Notably, a single, relatively high convergence rate
provides a conservative basis for assessing slip poten-
tial. Incorporating a lower convergence rate in the
southern segment would further reduce the likelihood
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of full-margin ruptures by decreasing the available slip
budget in that region. Therefore, while beyond the
scope of this study, we expect that spatially variable con-
vergence rates may reinforce our conclusion that full-
margin rupture is unlikely under current loading con-
ditions.

4.7 Model limitations

While SeisSol can account for more sophisticated fric-
tional rheologies, including classical rate-and-state fric-
tion laws (Dieterich, 1979; Ruina, 1983), fast coseismic
velocity-weakening representing flash-heating (Noda
et al., 2009; Dunhamet al., 2011) aswell as thermal pres-
surization (Sibson, 1973; Vyas et al., 2023) and off-fault
Drucker-Pragerplasticity (Wollherr et al., 2018), wehere
use linear slip-weakening friction and elastic off-fault
material. This simple and computationally efficient
framework parameterized with few parameters allows
us to efficiently isolate important trade-offs. Also, co-
seismically, linear slip-weakening dependent fault fric-
tion resembles that governed by aging law rate-and-
state friction (Okubo and Dieterich, 1986; Bizzarri and
Cocco, 2003; Kaneko et al., 2008; Garagash, 2021).
In this study, we account only for depth-dependent

pore fluid pressure (Pf ) and friction parameter varia-
tions. However, accounting for along-strike Pf and fric-
tion parameters variationsmight hold an alternative ex-
planation to how the rupture transitions from partial
rupture to margin-rupture through the creeping region
of central CSZ without the requirement for a very high
slip deficit rate, including but not limited to slip or ve-
locity strengthening friction and higher Pf .
Our approach to computing initial stresses from

SDMs accounts for larger-scale stress heterogeneity.
Stress heterogeneitymaybe vital in reproducing ground
motions of past earthquakes (Guatteri and Spudich,
2000; Gallovič et al., 2019, 2020; Taufiqurrahman et al.,
2022). Future work may additionally account for small-
scale stress heterogeneity, e.g., by including stochas-
tic initial stresses (Andrews and Barall, 2011), or by
constraining more variable background stress from re-
gional seismicity data (e.g., Oral et al., 2022).
This study uses the Slab2 CSZ geometry (Hayes et al.,

2018). A recent and more detailed slab model pro-
vided by the Cascadia Seismic Imaging Experiment
2021 (CASIE21, Carbotte et al., 2024), reveals differences
including sharper transitions in slab dip, more pro-
nounced segmentation, and localized variations in sed-
iment underthrusting and subduction. Future dynamic
rupture studies incorporating the CASIE21 geometry
may focus on capturing smaller-scale heterogeneities
that may affect magnitude and rupture characteristics
of dynamic scenarios (Ide and Aochi, 2005; Wirp et al.,
2024).
Fig. S16 illustrates the effect of modeled rigidity

on ground shaking, comparing peak ground veloci-
ties (PGVs) from the low-rigidity Model 2 and high-
rigidity Model 5 to the ground motion prediction equa-
tion ASK14 (Abrahamson et al., 2014). While the high-
rigidity Model 5 better matches empirical PGVs, both
models generally underestimate them. Incorporating

amore realistic 3D velocity model in future simulations
will allow us to account for bi-material effects on rup-
ture dynamics (Ma and Beroza, 2008) as well as the ef-
fects of sedimentary basins (e.g., Olsen, 2000; Pilz et al.,
2021; Niu et al., 2025) on ground shaking. Such future
work may focus on evaluating the potential of all the
scenarios presented here in producing realistic ground
shaking estimates.

5 Conclusions
This study presents a comprehensive workflow that in-
tegrates geodetic slip deficit models (SDMs) with 3D dy-
namic rupture simulations in the Cascadia Subduction
Zone (CSZ) and analysis of the dynamic trade-offs of im-
portant underlying assumptions. Wefind that SDMs can
induce negative shear stress changes, resulting in total
initial shear stress levels that are negative when these
changes exceed assumed background stress. These ar-
tifacts can limit the dynamic rupture extent, leading
to lower subsidence levels and less slip to the trench,
which could have significant implications for tsunami
hazard assessment.
Variations in depth-dependent rigidity cause com-

peting effects, particularly in the near-trench region.
For example, assuming lower rigidity dynamically pro-
motes higher fault slip. However, lower rigidity also
results in lower stress changes and, thus, lower ini-
tial shear stresses, which inhibit fault slip. To capture
such trade-offs correctly, self-consistent assumptions
on rigidity and initial stresses between geodetic, struc-
tural, and dynamic rupture models are important.
The state of pore fluid pressure is significant in bal-

ancing the initial shear stresses with realistic dynamic
rupture processes. Achieving this balance is more chal-
lenging when the geodetic recurrence time scaling fac-
tors are small, resulting in a very limited range of pore
fluid pressure values that are sufficiently low to prevent
the transition to widespread supershear rupture. Our
results show that very high pore fluid ratios (γ ≈ 0.97)
lead to sustained dynamic rupture propagation, espe-
cially when lower recurrence time scaling factors are
assumed. Our exploration of dynamic trade-offs be-
tween pore fluid pressure and recurrence time scaling
factors shows that assuming increasing scaling factors
can compensate for assuming lowerporefluidpressure.
For the same set of scaling factors, we can assume a
range of pore fluid pressure ratios, leading to compa-
rable stress drop and dynamic rupture.
The comparison between a Gaussian and two

shallow-coupled SDMs of Lindsey et al. (2021) reveals
significant differences in initial stress distributions
and rupture dynamics. Shallow-coupled models,
which fit GNSS data well, produce low subsidence
and comparably small earthquake magnitudes in our
framework. We discuss the importance of constraining
the depth to which shear stress rates are required to
remain non-negative for informing dynamic rupture
simulations.
We have shown that partial ruptures are favored

along the Cascadia margin, which may suggest that the
dynamic conditions conducive tomargin-wide ruptures
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are different from those required for partial ruptures.
Our updated framework for estimating the initial stress
conditions and careful consideration of how rigidity,
pore fluid pressure, and SDMs interplay corroborate the
observed tendency forMw<9 events. However,margin-
wide rupture is only realized if the slip deficit in the cen-
tral CSZ exceeds 10 m, which leads to an overestima-
tion of the 1700 A.D. coseismic subsidence amplitudes.
Our results suggest prioritizing the reconciliation of the
mechanical, frictional, and stress conditions in the cen-
tral CSZ, as its state exerts first-order control on rupture
dynamics and, consequently, tsunamigenesis or strong
ground motion.
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