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Abstract

Traditional star formation subgrid models implemented in cosmological galaxy formation simulations, such as that
of V. Springel & L. Hernquist (hereafter SH03), employ adjustable parameters to satisfy constraints measured in
the local Universe. In recent years, however, theory and spatially resolved simulations of the turbulent, multiphase,
star-forming interstellar medium (ISM) have begun to produce new first-principles models, which when fully
developed can replace traditional subgrid prescriptions. This approach has advantages of being physically
motivated and predictive rather than empirically tuned, and allowing for varying environmental conditions rather
than being tied to local-Universe conditions. As a prototype of this new approach, by combining calibrations from
the TIGRESS numerical framework with the pressure-regulated feedback-modulated (PRFM) theory, simple
formulae can be obtained for both the gas depletion time and an effective equation of state. Considering galaxies in
TNG50, we compare the “native” simulation outputs with postprocessed predictions from PRFM. At TNG50
resolution, the total midplane pressure is nearly equal to the total ISM weight, indicating that galaxies in TNG50
are close to satisfying vertical equilibrium. The measured gas scale height is also close to theoretical equilibrium
predictions. The slopes of the effective equations of states are similar, but with effective velocity dispersion
normalization from SH03 slightly larger than that from current TIGRESS simulations. Because of this and the
decrease in PRFM feedback yield at high pressure, the PRFM model predicts shorter gas depletion times than the
SH03 model at high densities and redshift. Our results represent a first step toward implementing new, numerically
calibrated subgrid algorithms in cosmological galaxy formation simulations.

Unified Astronomy Thesaurus concepts: Star formation (1569); Interstellar medium (847); Stellar feedback (1602);
Magnetohydrodynamical simulations (1966)

1. Introduction

In the large-box cosmological simulations needed to study
the history and statistics of galaxy formation, limitations of
spatial resolution make it impossible to directly follow the
dynamics and thermodynamics of the multiphase interstellar
medium (ISM), and the physical processes involved in star
formation and stellar feedback. As a result, simple prescriptions
for star formation must be adopted, which are generally applied
when the density exceeds a threshold designated to select star-
forming regions of galaxies.

For mg the gas mass in a cell or particle that is above the
density threshold in the cosmological simulation, the most

common prescription for star formation is to set * =m mg

( )-t n ndep,0
1

H th
1 2, where nH= ρg/(μHmp) is the local measured

gas number density, nth is an adopted threshold density, and
tdep,0 is a gas depletion time at density nth. The functional form
here is motivated by the physical concept of making the
specific star formation rate (SFR) inversely proportional to
the freefall time in the gas, ( )p r= -t G3 32ff g

1 2. Following
the star formation and ISM model introduced by V. Springel &
L. Hernquist (2003; hereafter SH03) with some minor modifica-
tions, this approach is employed in Illustris (M. Vogelsberger et al.
2013), where tdep,0= 2.2Gyr and nth= 0.13 cm−3 are adopted
(see Section 2). The overall normalization of the SFR is sometimes
also cast in terms of an efficiency per freefall time, εff=
tff(nth)/tdep,0; the parameter choices in Illustris correspond to εff=
0.06. Other cosmological simulation frameworks adopt similar
practices. In the MUFASA and SIMBA simulations, star formation
follows the above scaling with density, but only in gas that is
designated as molecular, based on a subgrid model (R. Davé et al.
2016, 2019). In the EAGLE simulations (J. Schaye et al. 2015),
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*m mg is explicitly set to be proportional to a power law in
pressure, rather than density, although with the effective equation of
state (eEoS) rµP g

4 3 that is adopted above nH= 0.1 cm−3, the

resulting relation is * µm m n ;g H
0.3 the coefficient in the specific

SFR is empirically set based on R. C. Kennicutt (1998).14 In
general, normalizations adopted in empirically constrained star
formation prescriptions are based on low-redshift observations.

More recently, other subgrid models of star formation have been
implemented in cosmological zoom and isolated-galaxy simula-
tions that are motivated by turbulence-driven theories developed
for conditions within giant molecular clouds (GMCs; e.g.,
V. A. Semenov et al. 2016; T. Kimm et al. 2017; J. Gensior
et al. 2020; M. Kretschmer & R. Teyssier 2020; Y. Dubois et al.
2021; A. Nunez-Castineyra et al. 2021; S. M. R. Jeffreson et al.
2024), or employ subgrid models for molecular content (e.g.,
N. Y. Gnedin et al. 2009; P. F. Hopkins et al. 2018; R. Feldmann
et al. 2023). A stochastic SFR scaling with local density
* rµ µ-m m tg ff

1
g
1 2 is sometimes also adopted in dwarf galaxy

simulations with even higher resolution that employ additional
physics, including direct feedback (e.g., C.-Y. Hu et al. 2016;
A. Emerick et al. 2019; N. Lahén et al. 2020; M. C. Smith et al.
2021; U. P. Steinwandel et al. 2023, 2024). Interestingly,
simulations employing Lagrangian and Eulerian methods can
have very different results because in the former case collapse
continues to much smaller scales, resulting in much higher net star
formation efficiency, and greater feedback (C.-Y. Hu et al. 2023).
Cosmological zoom simulations that resolve high densities have
much higher thresholds than large-box simulations; e.g., FIRE-2
adopts a default density threshold of nth= 103 cm−3 (P. F. Hopkins
et al. 2018).

The parameters chosen for cosmological subgrid models are
set based on empirically determined gas depletion times


*ºt M Mdep g (note that we use uppercase “M” here to

distinguish empirical measurements from the lowercase “m”
representing a mass element in a numerical simulation).
Observationally, tdep∼ 1 Gyr for the majority of gas in the
local Universe, although depletion times drop in high-density
regions of the ISM (notably galactic centers) and at higher
redshift (e.g., R. C. Kennicutt 1998; R. Genzel et al. 2010;
R. C. Kennicutt & N. J. Evans 2012; D. Utomo et al. 2017;
C. D. Wilson et al. 2019; L. J. Tacconi et al. 2020). With the
majority of star-forming gas in cosmological simulations just
over the density threshold, the adopted tdep normalizations give
reasonable agreement with the overall observed conversion rate
from gas to stars.

It is not clear, however, that the scaling relation
/* rµ µ-m m tg ff

1
g
1 2 is justified in the regimes of density

accessible to cosmological simulations. Within GMCs (at
densities 102 cm−3 and temperatures ∼10 K), fragmentation
to form stars is regulated by the interactions among gravity,
supersonic turbulence, and magnetic fields. The specific
SFR under GMC conditions is often characterized as

* e= -M M tg ff ff

1, but from theory and simulations, εff is in
fact quite sensitive to the virial parameter (the ratio of twice
kinetic to gravitational energy) and mass-to-magnetic flux ratio

(e.g., M. R. Krumholz & C. F. McKee 2005; P. Padoan et al.
2012; J.-G. Kim et al. 2021; see also reviews by C. Federrath &
R. S. Klessen 2012; P. Padoan et al. 2014 for further discussion
of turbulence-controlled theories of star formation on GMC
scales). The virial parameter and mass-to-flux ratio depend on
conditions on larger scales and on the GMC formation process,
and based on observations appear to vary considerably (e.g.,
N. J. Evans et al. 2021). Empirically, the mean value is
εff≈ 0.01 for molecular gas in GMCs in local-Universe
galaxies, but there is an order of magnitude variation about
this (e.g., M. R. Krumholz et al. 2012; D. Utomo et al. 2018;
N. J. Evans et al. 2022; J. Sun et al. 2023). Meanwhile, the
efficiency of star formation over a cloud lifetime depends on
the action of feedback (see, e.g., M. Chevance et al. 2023, and
references therein). Moreover, GMCs are overdense compared
to average ISM conditions, and they (and the processes that
form them) cannot be resolved in cosmological simulations.
The densities that are accessible in large-box cosmological

galaxy formation simulations represent averages over the
whole of the multiphase ISM, rather than conditions similar
to those in GMCs. When averaged over very large scales and
multiple ISM phases in galaxies, it is known that SFRs respond
to a highly complex array of physical processes rather than just
the mean freefall time in the gas (see, e.g., reviews of
C. F. McKee & E. C. Ostriker 2007; M. G. H. Krause et al.
2020; P. Girichidis et al. 2020; M. Chevance et al. 2023). From
a theoretical point of view, it has proven fruitful conceptually
to focus on the requirements for thermal and dynamical
equilibrium in the mass-containing components of the ISM,
and the role of star formation feedback in maintaining this
(E. C. Ostriker et al. 2010; C.-G. Kim et al. 2011; E. C. Ostriker
& R. Shetty 2011). The pressure-regulated, feedback-modu-
lated (PRFM) theory of the star-forming ISM (summarized in
E. C. Ostriker & C.-G. Kim 2022, hereafter OK22) formalizes
these ideas and emphasizes the importance of the feedback
“yield,” defined as the ratio between total gas pressure and SFR
per unit area, ΣSFR.
Recent advances in theoretical and computational modeling

of the star-forming ISM provide an opportunity to develop
more sophisticated subgrid model treatments in cosmological
simulations. A key goal of the Learning the Universe Simons
Collaboration15—as well as one of its precursors, the SMAUG
collaboration—is to replace the current, empirically calibrated
prescriptions for star formation with new subgrid models that
are instead calibrated from “full-physics” ISM simulations,
such as that implemented in the “TIGRESS” and “TIGRESS-
Nonequilibrium Cooling and Radiation (NCR)” frameworks
(C.-G. Kim & E. C. Ostriker 2017; C.-G. Kim et al.
2023, 2024; J.-G. Kim et al. 2023) and their successors.16 In
order to develop a new star formation subgrid model that can
be used for galaxy formation/evolution, it is necessary to
conduct parameter survey simulations at ∼pc resolution over a
range of conditions in galaxies, and to fit the resulting SFRs (as
begun in C.-G. Kim et al. 2013, 2020b; E. C. Ostriker &
C.-G. Kim 2022). The functional forms adopted should be
motivated both by fundamental theoretical considerations of

14 The EAGLE approach to implementing star formation via a power law in
pressure is motivated by J. Schaye & C. Dalla Vecchia (2008) as a way to
directly reproduce empirical Kennicutt–Schmidt relations in which ΣSFR
follows a power law in Σg. Two practical difficulties with this, however, are
that stellar gravity is in general as important as gas gravity in setting the
equilibrium pressure, and that the pressure in a simulation will be lower than it
should be if the spatial resolution is insufficient (see Section 3).

15 https://www.learning-the-universe.org/
16 Current simulations with the TIGRESS-NCR framework include supernova
feedback, UV radiative transfer via adaptive ray-tracing, and photochemistry/
nonequilbrium cooling for hydrogen and key carbon and oxygen species, while
future work will include a cosmic-ray fluid as implemented based on L. Arm-
illotta et al. (2021).
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ISM physics and by knowledge of what parameters are
available in cosmological simulations, and robust to changes
in resolution. In this paper, we present a first demonstration of
applying a new subgrid star formation model—based on the
PRFM theory and calibrated against high-resolution ISM
simulations—to galaxies as formed in much lower-resolution
cosmological simulations.

As necessitated by the limited resolution in cosmological
simulations, in addition to a subgrid star formation model, it is
typical practice to adopt an eEoS for gas above some density
threshold. This serves an important numerical purpose of
suppressing self-gravitating fragmentation that could otherwise
occur (e.g., J. K. Truelove et al. 1997). Additionally, an eEoS
can in principle represent a physical relationship between the
mean effective pressure and the mean density in the ISM.
Given the complex, multiphase nature of the ISM gas, deriving
relationships of this kind is nontrivial. In SH03, an eEoS was
proposed based on a theoretical model of the ISM (see
Section 2.1 for more details). As noted above, EAGLE adopts
P∝ ρ4/3 for star-forming gas (J. Schaye et al. 2015), and the
same is true for MUFASA and SIMBA (R. Davé et al.
2016, 2019). With the recent development of high-resolution
ISM simulations that resolve multiphase gas, including
radiative transfer and chemistry as needed for following the
main heating and cooling processes, and resolving collapse
leading to star formation as well as radiation and supernova
(SN) feedback, it is now possible to instead calibrate an eEoS.
eEoS functions calibrated in this way can then serve as a
subgrid ISM model in cosmological simulations. Here, we
provide a first demonstration of applying a calibrated eEoS
function—based on a set of TIGRESS simulations— to
compute the pressure–density relationship in cosmological
simulations of galaxies.

In addition to the effects of star formation feedback in
pressurizing ISM gas, which can be captured for the purpose of
a cosmological subgrid model via an eEoS, feedback also leads
to driving of galactic winds. As part of the SMAUG and
Learning the Universe Simons Collaboration, we are addition-
ally developing new subgrid approaches to modeling wind
driving that take into account the essential multiphase nature of
winds. This “Arkenstone” framework has (interacting) hot and
cool phases that require separate implementations (M. C. Smith
et al. 2024); outflow loading factors for each component are
calibrated from the same high-resolution TIGRESS simulations
as are used for star formation and eEoS models (C.-G. Kim
et al. 2020a, 2020b).

This paper is organized as follows: we first discuss TNG50
in Section 2, including presenting a detailed review of methods
from SH03 in Section 2.1, and describing measurement of local
ISM properties from simulations in Section 2.2. Formulae for
quantifying ISM properties (including pressure, disk scale
height, and the dynamical timescale) under a vertical
equilibrium are presented in Section 3, and the PRFM theory
and TIGRESS resolved ISM simulations are reviewed in
Section 4. We then present a detailed comparison between
quantities in TNG50 galaxies under the “native” SH03
prescriptions, and under alternative prescriptions based on
PRFM theory and TIGRESS simulations, considering the
effective velocity dispersion, gas scale height, eEoS, depletion
time, and observed star formation scaling relations in Section 5.
Finally, we summarize our key findings and discuss future
applications in Section 6.

2. TNG50 Simulations

The TNG50 simulation (A. Pillepich et al. 2019; D. Nelson
et al. 2019) is the highest-resolution run of the IllustrisTNG
simulation project, achieving a mass resolution approaching that
of zoom-in simulations. TNG50 evolves dark matter, gas, stars,
and black holes within a simulation box of a size of 51.73

comoving Mpc3, using 21603 gas fluid elements and dark matter
particles each. The mean baryon and dark matter mass resolutions
are 8.5× 104Me and 4.5× 105Me, respectively. The minimum
adaptive gravitational softening length for gas cells (comoving
Plummer equivalent), and the z= 0 softening of the collisionless
components are 74 and 288 pc, respectively (softenings for the
collisionless component are smaller at z> 1 since they are
comoving). Details of IllustrisTNG’s implementation of various
aspects of subgrid physics involved in galaxy formation are
covered in R. Weinberger et al. (2017), V. Springel et al. (2018),
A. Pillepich et al. (2018a, 2018b), F. Marinacci et al. (2018),
J. P. Naiman et al. (2018), and D. Nelson et al. (2018). Given the
importance of the star formation subgrid model in the present
work, we next describe it in somewhat more detail here.

2.1. Star Formation and Effective Equation of State in TNG50

In SH03, the SFR model is

( ) ( )*
*

b= - ºm
m

t

m

t
1 , 1g g

dep

where mg is the mass of gas eligible for star formation (gas
particles with a hydrogen number density of nH� 0.13 cm−3),
t* is a characteristic timescale (depending on the gas density) to
convert this gas into stars with mass m*, β (≈0.1) is the mass
fraction of stars that explode as SNe and would be returned to
the ISM very quickly, and tdep is the net instantaneous gas
depletion time. The Illustris/TNG simulation approach
(M. Vogelsberger et al. 2013) modifies this slightly by
explicitly including stellar mass return separately and therefore
omitting the (1− β) factor.
As discussed in Section 1, Illustris and IllustrisTNG adopt

the SH03 prescription in which the star formation timescale t*
follows a freefall scaling with gas density. The TNG50
simulation modifies this to allow for more efficient star
formation at high densities (steeper dependence of SFR on
ρ), in order to avoid a very short numerical time step
(D. Nelson et al. 2019). In the modified SFR prescription,

( )
( )

( )
⎜ ⎟

⎜ ⎟

⎧
⎨⎪⎪
⎩⎪⎪

⎛⎝ ⎞⎠ ⎛⎝ ⎞⎠
⎫
⎬⎪⎪
⎭⎪⎪

*

*

*

r

r
r

r r

r
r
r

r r

=

>

-

-


t

t

t

; 230

230
230

; 230

, 2
,0

th

1 2

th

th
th

1

th

where ρ= 230ρth is equivalent to nH= 24.4 cm−3. Here,
t*,0≡ tdep,0 in the terminology of Section 1. In order to
approximately reproduce the global empirical star formation
relation of R. C. Kennicutt (1998), SH03 adopt t*,0= 2.1 Gyr,
while t*,0= 2.2 Gyr is used for the normalization of Illustris
and IllustrisTNG.
The IllustrisTNG simulation project makes use of the

subgrid multiphase model developed by SH03. Inspired by
C. F. McKee & J. P. Ostriker (1977) and G. Yepes et al. (1997),
the SH03 model conceives of the ISM as consisting of a hot
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intercloud medium (comprising the majority of the ISM’s
energy density) within which is embedded a population of cold
clouds (comprising the majority of the mass). It is assumed that
the hot phase gains energy from SNe and uses some of this
energy in conductively evaporating cold clouds; and then
radiates away this energy (at the same average rate), leading to
mass condensation into cold clouds. The coefficient in the
condensation rate is adjusted so that the hot+cold subgrid
model transitions to a single-temperature model at the point
where the hot gas temperature drops to 105 K, and the density
threshold is chosen such that the temperature in the eEoS
continuously connects at that density to an isothermal equation
of state at 104 K. In the IllustrisTNG treatment of star-forming
gas, there is an interpolation between the temperature as
predicted by the SH03 eEoS, and an isothermal with T= 104 K,
with an interpolation parameter qEOS= 0.3 (M. Vogelsberger
et al. 2013).

While the eEoS in IllustrisTNG, as adapted from SH03, is
effective numerically and is physically motivated based on
the original C. F. McKee & J. P. Ostriker (1977) three-phase
theory, ISM theory in recent years has taken a different
perspective on the key physical processes controlling the state
of the multiphase ISM, and the considerations needed to define
an eEoS. In particular, observations suggest that most of the hot
ISM is at high enough temperature to be radiatively inefficient
(with only a few percent of SN energy radiated in X-rays),
producing orders of magnitude less emission in O VI than would
be expected from the original C. F. McKee & J. P. Ostriker (1977)
model that relied on cooling of the hot phase (D. P. Cox 2005; see
also B. Otte et al. 2003; D. V. Bowen et al. 2008). In modern ISM
theory, SN energy partly goes into kinetic energy of cooler
phases, partly is lost in a hot galactic wind, and partly is lost to
postshock cooling and cooling in turbulent radiative mixing layers
at the edges of SN remnants, superbubbles, and in the galactic
fountain; cooling directly from the hot phase is very limited (e.g.,
J. D. Slavin et al. 1993; K. Kwak & R. L. Shelton 2010;
C.-G. Kim & E. C. Ostriker 2015a; C.-G. Kim et al. 2017;
K. El-Badry et al. 2019; D. B. Fielding et al. 2020; B. Tan &
S. P. Oh 2021). From the point of view of characterizing the
effective pressure in the ISM, thermal conduction is currently
considered to play a subdominant role. While classical (Spitzer)
thermal conduction can contribute to evaporation of cooler phases,
increasing the mass of the hot phase and lowering its temperature
(L. L. Cowie & C. F. McKee 1977; R. Weaver et al. 1977), the
pressure of the hot medium in superbubbles is the same regardless
of conduction, making the dynamical effect of SNe on the cooler
phases insensitive to conduction. Only if losses in turbulent
radiative mixing layers were unphysically small would the
evaporative mass flux be able to reduce the temperature of the
hot medium significantly (see, e.g., Equation (45) of K. El-Badry
et al. 2019), leading to enhanced cooling via O VI and other high-
ionization lines. Thus, while the level of thermal conduction
(which tends to be suppressed by magnetic fields; e.g., R. Narayan
& M. V. Medvedev 2001; S. Orlando et al. 2008; R. Kooij et al.
2021) quantitatively affects the temperature and emission from the
hot phase, the properties of the cooler phases that comprise most
of the mass (and produce star formation) are not currently thought
to be significantly affected by conduction.

Since the eEoS is intended to link a large-scale average gas
density (equal to the surface density divided by twice the disk
scale height) with a large-scale average pressure, one must
consider what physically determines the scale height of the

warm (T∼ 104 K) and cold (T 100 K) gas that comprises the
majority of the ISM mass. As we shall discuss in Section 3, it is
the turbulent, thermal, and magnetic pressures of the warm and
cold gas itself that support these phases against gravity and
determine their scale height. The pressure of the hot phase on
large scales does not directly support cooler gas (this situation
would be Rayleigh–Taylor unstable); rather, blast waves
produced by SNe shocks accelerate cooler phases, thereby
setting their turbulent velocity dispersion and pressure. This
turbulence acts in concert with shear to drive the galactic
dynamo (C.-G. Kim & E. C. Ostriker 2015b). Meanwhile, the
thermal pressure in warm and cold gas is controlled by far-UV
radiation (plus cosmic-ray) heating proportional to the recent
SFR. Pressure unrelated to SN energy injection was not directly
considered in the SH03 model. Defining an eEoS consistent
with modern ISM theory requires calibrating the total effective
velocity dispersion for cool gas phases (combining turbulent,
magnetic, and thermal terms), which since it depends on
intricate details of feedback is best accomplished using
resolved ISM simulations such as TIGRESS (see Section 4).

2.2. Measurements of the Local Galactic Disk and Star
Formation Properties in TNG50

We follow closely the analysis presented in B. Motwani
et al. (2022) and refer to it for extensive discussions. We here
briefly describe how the different local properties are measured
from the TNG50 simulation, and summarize the distributions
of these properties. We focus our presentation on properties at
redshifts z= 0 and 2, but the trends shown hold more
generally.17 Due to resolution limitations, we select central
and satellite galaxies from TNG50 as follows: first, we consider
only galaxies with stellar masses between 107 Me to 1011Me.
Second, we apply a minimum limit of 100 particles for all types
(gas, stars, and dark matter), and a minimum SFR threshold of
5× 10−4Me yr−1. Third, we exclude any “misidentified”
galaxies (according to the halo-finding criteria in TNG). Using
these selection criteria, our final sample includes 10,397 and
21,155 galaxies at redshifts z= 0 and z= 2 respectively. The
reason for adopting a minimum SFR threshold in our sample
selection is that the PRFM theory may not apply to
dynamically quenched galaxies with very low SFR, such as
some ellipticals (e.g., S. Jeffreson et al. 2024, in preparation).
For each galaxy within our sample, we first use the angular

momentum direction to rotate the spatial coordinates
and velocities to a face-on view, with ẑ along the angular
momentum direction. Next, for each galaxy, we create a map
with radius equal to twice the half-stellar mass–radius ( r1 2)
along the x–y-direction (map size= {- r2 1 2, +

r2 1 2}). Within
each map, we assume a pixel size of 1 proper kpc, which is
similar to the horizontal box size (and the averaging scale) in
the TIGRESS star-forming ISM simulations. We use a column
of ±10 proper kpc along the z-direction to obtain projection
maps of various properties, which include the gas surface
density Σg, stellar surface density Σ*, the SFR surface density
ΣSFR, stellar scale height H*, stellar midplane volumetric
density ρ*, and dark matter volumetric density ρd. For surface
densities, we sum all masses within columns and divide them
by the pixel area. The stellar scale height is defined as
H* =Σ*/(2ρ*) with ρ* the midplane density measured by the

17 We have checked the results at z = 1, 3, and found a similar evolution can
be predicted using z = 0, 2 results.
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mean stellar density within z=±100 pc. The dark matter
volumetric density ρd is directly computed from the local total
mass density around gas particles (snapshot-provided), which
is estimated using the standard cubic-spline smoothed particle
hydrodynamics kernel within a sphere enclosing the 64± 1
nearest dark matter particles.

For each map pixel, we also obtain several midplane
properties of the gas for comparison with the PRFM prediction
(Section 5), including the mass-weighted averages of pressure
components (thermal, turbulent, and magnetic—see Section 5.1
for definitions) and gas density ρg. In particular, the turbulent
pressure is an average of rvz

2, where the vertical velocity vz is
computed relative to the mean galactic velocity in the
coordinate system where ẑ is along the direction of the angular
momentum. These measurements are used to calculate the
effective velocity dispersion (Section 5.2) and gas scale height
(Section 5.3). The “midplane region” is defined as being within
100 proper pc above/below the z= 0 plane.18 All galactic
property maps are directly computed from the instantaneous
snapshots at z= 0 and z= 2 in proper units. A schematic
summary of how we measure these property maps is depicted
in Figure 1 for a random spiral galaxy of stellar mass
Må= 3.2× 1010Me at z= 0.

It is worth noting that all comparisons performed in this
work are at the level of 1 proper kpc pixels, from all galaxies
combined. We intentionally do not present the analysis in terms
of different galaxy masses or types, but rather focus on the
broad distributions of the 1 proper kpc patches from different
environments within the whole simulation domain at different
cosmic times. This ensures that we uniformly sample all galaxy
environments.

Figure 2 shows the ΣSFR-weighted distributions of various
local environmental properties from the TNG50 maps created
as described above, for z= 0 (solid) and z= 2 (dashed). As
expected, all surface (Σg, Σ*, ΣSFR) and volumetric (ρ*, ρd)
densities are higher at high redshifts (roughly 1–2 orders of
magnitude higher at z= 2 compared to z= 0). The stellar scale
height H* distributions show the expected opposite evolution,
with H* lower at z= 2 compared to z= 0; the redshift
evolution of H* is weaker than other quantities, however.

Both the stellar and dark matter distributions show a double-
peak profile owing to different galactic regions (inner/outer)
and types. See B. Motwani et al. (2022) for a more detailed
discussion of the multivariate distributions of these properties
and others. In particular, the peak at higher ρd is associated
with low-mass galaxies, whereas the more prominent peak at
lower ρd is close to the peak at ρd∼ 10−2Me pc−3 for galaxies
with stellar mass in the range 1010–1011Me at z= 0 (see Figure
3 of B. Motwani et al. 2022). Note that the SFR-weighted mean
value Σ*∼ 10Me pc−2 in z= 0 galaxies is lower than that
observed in nearby star-forming galaxies; in the PHANGS
survey, for example, this is closer to Σ*∼ 100Me pc−2 (J. Sun
et al. 2022). While TNG rotation curves are not dissimilar to
those in observed z= 0 disk galaxies, M. R. Lovell et al. (2018)
previously pointed out that the dark matter contribution to the
potential in TNG galaxies at small radii appears to exceed that
of observed disk galaxies, which is reflected in the peak of the
Σ* distribution appearing at a significantly lower value than in

nearby galaxies. Potentially, more realistic models of star
formation and galactic winds may rectify this discrepancy.
The basic properties shown here are those that are needed as

an input to implement the PRFM model in TNG50. We next
discuss a key element of the PRFM theory, namely, the vertical
equilibrium requirement.

3. Vertical Equilibrium and Dynamical Timescale in the
ISM of Disk Galaxies

In this section, we derive relations for the equilibrium
midplane pressure, vertical thickness, and vertical dynamical
time for a gas disk subject to a gravitational potential with
contributions from the gas, the stellar disk, and a spherical dark
matter halo. These relations generalize those presented in
Section 2.1 of OK22, and represent a time-averaged, locally
horizontally averaged state of the ISM disk, such that the
relevant variables are treated just as functions of vertical
coordinate z.
In OK22, which focused on conditions as found in local star-

forming galaxies, the results presented were for the case in
which the gas disk is thin compared to the stellar disk. In that
circumstance, the gravitational effects of the stellar disk and the
dark matter potential can be captured using their combined
midplane density. Since, however, the assumption of a thin gas
disk may not hold in high-redshift starburst galaxies (as well as
low-redshift analogs), here, we derive more general formulae
than those presented in OK22. In particular, the analysis here
allows for the gas disk to be either thinner or thicker than the
stellar disk, and also allows for arbitrary relative importance of
the gravity from gas, stars, and dark matter in confining the gas.
To make contact with other formulae that have previously
appeared in the literature (and for the convenience of readers
who prefer simpler expressions where applicable), in the
solutions presented here, we include formulae for limiting cases
as well as the most general case.
In numerical simulations of galaxy formation, the vertical

thickness of the disk is sometimes well resolved and sometimes
unresolved. Section 3.5 discusses resolution criteria, and
provides a guide to results that may be used in resolved/
unresolved cases.

3.1. ISM Pressure and Weight

We can write the effective pressure that provides vertical support
in the gas disk, Ptot, as the product of the density, ρg, and square of
the effective velocity dispersion σeff: r s=Ptot g eff

2 . Here, Ptot (and
therefore σeff) may include thermal, turbulent, and magnetic
contributions, defined using (horizontal) averages as Ptot=Pth+
Pturb+Πmag for rº á ñP csth g

2 (thermal pressure), rº á ñP vzturb g
2

(turbulent pressure), and ∣ ∣ ( )pP º á - ñ = á +B BB 2 8z xmag
2 2 2

( )/ p- ñB B 8y z
2 2 (vertical Maxwell stress, combining magnetic

pressure and tension).
In equilibrium, the midplane pressure must be equal to the

vertical weight of the ISM,

( ) ( ) ( )ò r= ºP z g z dz, 3
z

tot
0

g
max

for g(z)= ∂Φ/∂z the total vertical gravity, with contributions
from gas, stars, and dark matter, g= gg+ g* + gd. Here and
elsewhere, we abbreviate Ptot(z= 0)→ Ptot. The agreement
between Ptot and  has been well documented in many
simulations (e.g., R. A. Piontek & E. C. Ostriker 2007;

18 The adopted thickness of the midplane region is comparable to the softening
length as quoted earlier. We have also checked using different thicknesses
including z = ±0.2, 0.5, and 1 kpc, and the distributions remain largely
unaffected.
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C.-G. Kim et al. 2013; C.-G. Kim & E. C. Ostriker 2015b;
S. M. Benincasa et al. 2016; A. Vijayan et al. 2020;
A. B. Gurvich et al. 2020; W.-T. Kim et al. 2020; E. C. Ostriker
& C.-G. Kim 2022).

For any disk, the total gas surface density, Σg, is considered
a known quantity. Since this is a vertical integral of the density,

it is not subject to any theoretical assumptions regarding the
shape of the vertical profile, and in numerical simulations can
be computed robustly independent of resolution by projection
perpendicular to the midplane. The effective half-thickness of
the disk, Hg, is defined from Σg and the midplane density,
ρg(0), such that ρg(0)=Σg/(2Hg). In equilibrium, we therefore

Figure 1. Schematic summary of the method used to measure the local galactic properties within 1 kpc scales for a random galaxy at z = 0 with a stellar mass
Må = 3.2 × 1010 Me. We start with the gas particle data to identify the angular momentum direction L̂ (top left), and rotate the three-dimensional coordinates and
velocities to a face-on direction (top middle). We then create a grid with a pixel size of 1 kpc, and column heights of ±0.1 and ±10 kpc above/below the midplane
(top right) to compute the midplane (e.g., pressure P) and integrated (e.g., surface density gas Σg) properties, respectively. We finally create all property maps by
projecting the relevant particle properties. We show below resulting maps of gas surface density (Σg, bottom right), stellar surface density (Σå, bottom middle), and
star formation rate density (ΣSFR, bottom left). We repeat the same procedure for all TNG50 galaxies at z = 0 and z = 2 within the mass range ofMå = 107−11Me, and
combine all maps to study the overall distributions of the local galactic properties in TNG50. These distributions will also be used to make predictions for the star
formation using the PRFM model.
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have midplane pressure

( )*s=
S

= + +  P
H2

. 4tot
g

g
eff
2

g d

The contribution to the gas weight from the gas gravity is

( ) ( )

ò òr
p

p

p

= =
¶

¶

= =
S

 g dz
G

g

z
g dz

G
g z

G

1
4

1
8 2

. 5

z z

g
0

g g
0

g
g

g max
2 g

2

max max

We have assumed plane-parallel geometry, in which ( ) =g zmax
p SG2 g.
The contribution to the gas weight from stellar disk’s gravity

is

( )* * *ò òr
p

= =
¶

¶
 g dz

G

g

z
g dz

1
4

. 6
z z

0
g

0

gmax max

If we define ˜ ( ) ( ) ( ) ( )pº = Sg g z g z g z G2max for either stars
or gas, this becomes

˜
˜ ( )* * *òp= S S

¶

¶
 G

g

z
g dz. 7

z

g
0

gmax

The value of the integral using the normalized gravitational
profile functions depends on their detailed shape; it is equal to
1/2 when the profiles are the same. Since ( ˜ )* = =gmax 1
˜ ( )g zg max and ˜ ( ) =g 0 0g , the integral is bounded above by unity.

A good approximation is given by

( )* *
*

p» S S
+

 G
H

H H
, 8g

g

g

where H*≡Σ*/[2ρ*(0)], analogous to the definition of Hg

above.19 Equation (8) is exact in the case that the vertical
profiles are exponential. For Gaussian gas and stellar disk
density profiles, Hg/(Hg+H*) would be replaced by
( ) ( )*p - H H2 tan 1

g , yielding a result at most 25% less than
or 6% greater than that in Equation (8) for Hg/H* > 0.2.
For a spherical dark matter distribution,20

( )ò r z= W = S W zdz H , 9
z

d
0

g d
2

g d
2

g
max

where we have assumed Hg= r; here, Ωd≡ Vc/r is the angular
rotation velocity associated with the dark matter (i.e.,

( )W = ¶F ¶-r r rd
2 1

d ), and ζ≈ 1/3. This value of ζ applies
for gas disks that are confined either primarily by external
gravity or primarily by self-gravity, provided Hg= r
(E. C. Ostriker & R. Shetty 2011). For a flat rotation curve,

p rW = G4d
2

d may be used, for ρd the local dark matter density.

Figure 2. Distributions, weighted by contribution to the total SFR at each redshift, of various local environmental properties from all TNG50 galaxies at z = 0 (solid)
and z = 2 (dashed). For each panel, we show - d d xSFR SFR logtot

1
10 , where x represents the property on the x-axis. Measurements are within 1 proper kpc pixels in

maps projected parallel to the direction of the angular momentum. Top panels show surface density of gas (Σg), stars (Σ*), and SFR (ΣSFR); bottom panels show
stellar scale height (H*), volumetric density of stars ρ*, and dark matter ρd. The distributions show a large decrease in characteristic densities from z = 2 to z = 0.

19 We note that this H* is defined in terms of the stellar total surface density
and midplane volume density; care must be taken as this convention may differ
from conventions adopted for the functional forms empirically fit to the vertical
distribution of stars (e.g., P. C. van der Kruit 1988).
20 The contribution to the ISM weight due to the gravity of a spherical stellar
bulge takes the same form as that due to a dark matter halo, i.e.,

z= S W Hb g b
2

g for W = ¶F ¶-r rb
2 1

b , with Φb the bulge potential. For a
uniform-density bulge, p rW = G4 3b

2
b , and for a bulge with a Hernquist

profile, ( ) ( )p rW = + r r G r2 1b
2

b b .
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Inserting Equations (5), (8), and (9) in Equation (4), we
obtain

( )⎡⎣⎢ ⎤⎦⎥*
*

z
p

s
p

+
S
S +

+
W
S

=
S

H
H

H H G
H

G
1

2 2
. 10g

g

g

g

d
2

g
g

eff
2

g

In the next two subsections, we provide solutions of this
equation for Hg in various limits, as well as the general
solution.

In the formulae for Hg presented in Section 3.2, it is assumed
the stellar disk thickness H* is known, either through direct
measurement (in resolved simulations or observations) or
through an empirical relationship such as a fixed ratio between
vertical and radial scale length. For the latter, based on nearby-
universe observations (see, e.g., P. C. van der Kruit &
L. Searle 1982; M. Kregel et al. 2002; J. Sun et al. 2020),
the most commonly adopted choice corresponds to
H* = 0.27l* for l* the exponential radial scale length.

In Section 3.3, we provide results for an alternative situation
in which H* is not directly known, but may be assumed to be
comparable to Hg.

3.2. Solutions for Hg and

If we consider just the gas and stellar disk terms in the
weight, which typically dominate within the star-forming disks
of observed galaxies at low redshift, the third term in the square
brackets of Equation (10) may be dropped.

The solution of the resulting quadratic equation is

( )
( )

⎡⎣ ⎤⎦** * *

s

p p p
=

S - + S + + Ss s s

+H

G G G

2

8

,

11

H H H

g
gas star

eff
2

g g

2 1 2
eff
2

eff
2

eff
2

where the superscript indicates that only the potential of gas
and stars is taken into account. Note that, in the gas-only limit,
this recovers the familiar result ( )- /s p= SH G gg

gas only
eff
2 . In

the limit where only stellar gravity is considered, we obtain
[ ( ) ] ( )- / //p s s p= + + S S* * *H G H G1 1 8 4 ;g

stellar grav
eff
2 1 2

eff
2 in the

thin gas disk limit Hg/H*= 1, this becomes - Hg
stellar grav

( )/ /s p r*G4eff
1 2, while in the thick gas disk limit Hg/H*? 1

this becomes ( )*s p S-H G2g
stellar grav

eff
2 .

Equation (11) may be substituted back for Hg in Equation (8)
to obtain the weight in the stellar potential in terms of the gas
parameters Σg and σeff, and the stellar disk parameters Σ* and
H*. The result is

( )
( )⎡⎣ ⎤⎦

*
*

* * * *

p
=

S S

+ + + +
p

s

p

s
p
s

+

S S S


G2

1 1

. 12
G H G H G H

gas star

g

2 8
1 2

g

eff
2

g

eff
2

eff
2

A convenient approximate expression for the total weight (sum
of gas and stellar terms) in the absence of a dark matter

contribution is

( )⎡⎣ ⎤⎦
*
* *

p p
»

S
+

S S

+ + p
s

+

S


G G

2

2

1 1
; 13

G H

gas star g
2

g

8 1 2

eff
2

we note that the terms dropped from the denominator of
Equation (12) in reaching Equation (13) affect the value of *
only when it is subdominant compared to g. In the limit
where Hg=H* (for small σeff), the second term in
Equation (13) becomes ( )*p r sS G ;g

1 2
eff this is slightly larger

than the commonly adopted expression ( )* *r s» S G2g
1 2

eff

(e.g., Equation (7) of OK22), which assumes a Gaussian
vertical gas profile. When σeff is large, however, as may occur
in starbursting regions that have Hg/H* > 1 (see, e.g.,
M. Girard et al. 2021), the conventional form ( )*r sS G2g

1 2
eff

would significantly overestimate * , which from Equation (7)
has an upper limit πGΣgΣ*. The expression in Equation (13)
automatically imposes this constraint and captures both limits
of Hg/H* mentioned above.
In the case that the stellar disk is negligible and there is only

a gas disk and dark matter halo (which approximates the
situation of some very low surface brightness, gas-rich dwarfs),
we drop the second term in square brackets in Equation (10),
and the resulting quadratic has solution

[( ) ]
( )s

p p z s
=

S + S + W
+H

G G

2
8

; 14g
gas dm eff

2

g g
2

d
2

eff
2 1 2

note that we may substitute Ωd→Ωb in this expression for the
case of a gas disk plus stellar bulge.
In the most general case, the terms for gaseous, stellar, and

dark matter gravity in Equation (10) are all retained, and one
must solve a cubic for Hg:

( )

⎜ ⎟ ⎜ ⎟
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0. 15
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2
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eff
2

g

To obtain the solution, we first divide out by the coefficient of
the leading term (which has units L−1) so that the coefficients
of Hg

2, Hg
1, and Hg

0 now read
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We then define

( )=
-

=
- -

Q
a a

R
a a a a3

9
,

9 27 2
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. 191 2
2

2 1 0 2
3

The discriminant, D=Q3+ R2, in this case is less than zero,
which means there are three different real solutions. However,
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only one solution is positive:

( )⎛⎝ ⎞⎠ ⎛⎝⎜ ⎞⎠⎟q
q= - - =

-
-H Q a

R

Q
2 cos

3
1
3

, cos . 20g 2
1

3

We note that the thickness of the gas disk can alternatively
be expressed in terms of the gas and stellar volume densities,
rather than surface densities (as in Equation (15)). This may be
obtained using

( )⎡⎣ ⎤⎦*
*

s

p r z
=

+ + Wp r
+

H
G2 2

, 21
G

H H

g
eff

g
4

1 d
2

1 2

g

which may be solved iteratively (or through direct solution of
the corresponding cubic), given a value of H*. The dark matter
term in the denominator is (8π/3)ζGρd for a flat rotation curve.
In the typical case where Hg/H* 1, Equation (21) implies Hg

varies inversely as the square root of a weighted sum of gas,
stellar, and dark matter densities.

Once Hg is obtained from Equation (20), the equilibrium
pressure is given by ( )s= = SP H2tot eff

2
g g as in

Equation (4). The above assumes that σeff is given. If, instead,
σeff is a function of Ptot, the above procedure is iterated to find
self-consistent equilibrium values of σeff, Hg, and = Ptot.

3.3. H and for Equal-thickness Disks

In cosmological simulations of galaxies, a proper measure of
H* may not be available due to lack of resolution. In this
circumstance, an alternative to the solution in Equation (20) is
needed to obtain Hg from direct measurements in the
simulation, since the coefficients in Equation (15) require a
value for H*. Given that stars form out of gas and relatively
little kinetic heating of the stellar distribution has occurred at
early epochs, a reasonable zeroeth-order assumption21 is that
H*∼Hg. In the special case H* =Hg=H, the cubic of
Equation (15) reduces to a quadratic, with solution

( )

( ) ( )
( )⎛⎝⎜ ⎡⎣⎢ ⎤⎦⎥ ⎞⎠⎟
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eff
2

2
g
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We note that this special case is the same as Equation (14) with
Σg→Σg+Σ*; a bulge term could also be included by
substituting W  W + Wd

2
d
2

b
2.

For the special case where the stellar and gas disks are
assumed to have the same thickness, the result for =

( )s= SP H2tot eff
2

g is
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( ) ( )
( )⎛⎝⎜ ⎡⎣⎢ ⎤⎦⎥ ⎞⎠⎟

*

*

p

z s
p

=
S S + S

´ + +
W
S + S


G

G

4

1 1
8

. 23

g g

d
2

eff
2

2
g

2

1 2

As above, this assumes σeff is given. If instead σeff is a known
function of Ptot, Equation (23) and the σeff–Ptot relation would
be iterated to reach a solution.

3.4. Dynamical Timescale

We shall define the (vertical) dynamical time as

( )
s

ºt
H2

24adyn
g

eff

( )
*

s s
=

S
=

S

+ +  P
. 24bg eff

tot

g eff

g d

In the case that the stellar disk thickness H* is known but the
gas disk thickness is uncertain (in observations) or unresolved
(in simulations), Hg as given from Equation (20) should be
used in Equation (24a). If dark matter is unimportant to the
vertical gravity, Equation (11) could be used in place of
Equation (20). If H* is also uncertain or unresolved,
Equation (22) could instead be used for Hg, provided it is
reasonable to assume H*∼Hg. The theoretical expressions for
Hg (i.e., Equations (11), (20), (22)) employ the total ISM gas
and stellar surface densities Σg and Σ*, which can be robustly
measured in a simulation even if the resolution is low.
An alternative expression for the vertical dynamical time,

obtained by using Equation (21) in Equation (24a), is

( )⎡⎣ ⎤⎦*
*

p r z
=

+ + Wp r
+

t
G

2

2 2
, 25
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H H

dyn

g
4

1 d
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g

where Equation (21) can be used to obtain Hg/H* if H* is
known, and ( )p rW  G2 8 3d

2
d for a flat rotation curve. If a

bulge is significant, it may be included by replacing
W  W + Wd

2
d
2

b
2. For the special case where H* =Hg, the term

involving the stellar density becomes 2πGρ*.
Equation (25) shows that the dynamical time in general

depends on a weighted sum of the gas, stellar, and dark matter
densities, which appear on essentially an equal footing. In
nearby normal spiral galaxies, the largest term is often that
involving the stellar density, but this is not necessarily the case
in high-redshift galaxies (for which the gas density may
dominate), or in low surface brightness dwarfs (for which the
dark matter density term may dominate).
It is important to recognize that Equation (25) will

overestimate the true dynamical time if the densities are lower
than they should realistically be. This would be the case, for
example, in simulations where the physical resolution is too
low compared to what Hg should be (as predicted from
Equation (11) or Equation (20) or Equation (22)), so that
numerical diffusion and/or gravitational softening thicken the
disk and reduce ρg below what it should be for a given Σg.
Thus, Equation (25) can only be used if the true vertical
thickness of the disk is resolved, which for simulations means
being converged with respect to decreases in the physical scale
of the numerical grid or the adopted mass resolution.

3.5. Resolution Requirements in Simulations and a Guide to
Usage

To provide some idea of the numerical resolution that would
be needed in order to use Equation (25), we consider
Equation (22) for a disk of stars and gas (as appropriate for

21 Alternative closure assumptions may be adopted; for example, one might
adopt a relation between σeff and the stellar velocity dispersion σ*—see, e.g.,
J. C. Forbes (2023)—and use ( )* *s s=H Hg eff

2.
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low-redshift galaxies, in which the dark matter term is typically
only ∼10% of the stellar plus gas term, and Hg∼H*),

( )⎜ ⎟⎛⎝ ⎞⎠ ⎛⎝ ⎞⎠

*s
=

S + S
- -

-

H
M

110 pc
15 km s 150 pc

. 26eff
1

2
g

2

1

The fiducial surface density value in the above is motivated by
the resolved properties of PHANGS star-forming galaxies in
the local Universe (J. Sun et al. 2022), which have mean
Σ* = 110Me pc−2, Σg= 28Me pc−2 (when weighted by
molecular gas mass, which is similar to weighting by star
formation).22 The fiducial velocity dispersion is motivated by
observations of CO and H I velocity dispersions in resolved
nearby galaxies (see K. M. Mogotsi et al. 2016; and references/
discussion in Section 4), which when mass weighted in
quadrature yield σ= 9 km s−1; this is likely enhanced by
another ∼50% when magnetic terms are included (E. C. Ostri-
ker & C.-G. Kim 2022; C.-G. Kim et al. 2023). Using the
PHANGS numbers for surface densities and σeff= 15 km s−1,
to (marginally) resolve the full disk thickness (2H) vertically by
4 elements would require a cell (or particle) mass of
ΣgH

2/16→ 2.5× 104Me; this would increase to ∼105Me

for conditions similar to the solar neighborhood, in which Σg is
∼3 times smaller, and H is ∼3 times larger.23

More generally, in order to resolve the disk thickness
vertically by Nd cubic cells each of side length L= 2H/Nd, the
mass in each cell would need to be

( ) ( )
( )

*

s
p

= S

=
S

S + S

m H N

N G

4

4
. 27

d

d

cell
2

g
3

3
eff
4

g
2

g
2

Including a dark matter contribution to the gravity confining
the disk vertically would reduce H, making the mass resolution
requirement more stringent. For very high surface density
conditions, as those that prevail at high redshift and are also
present in starburst regions at low redshift, the velocity
dispersion will also generally be higher. Whether the require-
ment for the disk to be resolved becomes more or less stringent
depends on the eEoS that is adopted. In the case of a power-law
barotropic eEoS, for which ( )s rº µ bP Peff tot

1 2
tot, the scaling

= µ SPtot
2 implies that the minimum mcell would tend to

increase at higher pressure provided β> 0.125, corresponding
to a pressure versus density scaling stiffer than 4/3.

In Section 4, we describe a theoretical characterization of
star formation that depends on the dynamical time tdyn and a
coefficient whose factors have been calibrated as a function
of pressure Ptot in high-resolution ISM simulations (see
Equation (30)). To use this as a prescription for star formation
in a cosmological galaxy formation simulation, it is necessary
to have local measures of Ptot and tdyn. How these are estimated
from quantities that are available in the simulation depends on
whether the galactic ISM disk is vertically resolved or not. We
can distinguish three application cases, as follows:

(1) In the case that both the ISM disk and the stellar disk are
vertically resolved, projections perpendicular to the local
disk plane would first be needed to compute surface
densities Σg and Σ*. The half-thicknesses would be set to
Hg=Σg/(2ρg) and H* =Σ*/(2ρ*), where ρg, ρ* are
measured midplane densities; Hg should agree with
Equation (21). Then, Equation (25) would be employed
for tdyn, using the measured densities and Ωd. The
pressure would be set to s r=Ptot eff

2
g.

(2) In the case that the ISM disk is unresolved but the stellar
disk is resolved, projections perpendicular to the local
disk plane would first be needed to compute surface
densities Σg and Σ*, and the stellar half-thickness would
be set to H* =Σ*/(2ρ*) where ρ* is the local measured
stellar density. Then, Equation (20) would be used for Hg,
and Equation (24a) would be used for tdyn. The pressure
would be set to ( )s= SP H2tot eff

2
g g .

(3) In the case that both the ISM disk and the stellar disk are
vertically unresolved, projections perpendicular to the
local disk plane would first be needed to compute Σg

and Σ*. Then, under the assumption that Hg≈H* is
satisfactory, Equation (24a) would be used for tdyn, with
Equation (22) for Hg=H. The pressure would be set to

( )s= SP H2tot eff
2

g , i.e., to the value in Equation (23).

If our prescription (see Section 4) for the calibration of σeff
as a function of Ptot is also adopted as an eEoS and Hg is
resolved, this can be used to set the pressure in the simulation,
given ρg. In cases (2) and (3) of vertically unresolved gas disks,
the equilibrium estimate ρg=Σg/(2Hg) must be used with
Equation (20) or Equation (22) for Hg (rather than the measured
ρg, which would be an underestimate), and an iteration is
required since Hg depends on σeff.

4. Summary of PRFM Theory and Subgrid Model
Calibration from TIGRESS Simulations

4.1. The Depletion Time

In the PRFM theory, gas pressure in a disk responds to star
formation feedback as

( )= ¡ SP , 28tot tot SFR

where the feedback yield ϒtot (which has units of velocity)
includes terms from thermal pressure (arising from radiation
heating), kinetic turbulent pressure (arising from SN blast
waves), and magnetic pressure (responding to the kinetic
turbulence). Physically, Equation (28) represents a balance
between energy gains and losses of various forms in the ISM
(see Section 2 of OK22, and references therein). For example,
equilibrium between radiative heating and cooling would lead
to Pth= ΓkT/Λ where Γ is the heating rate coefficient, and Λ is
the cooling rate coefficient. Since radiative heating is
proportional to the UV radiation field strength produced by
young stars, we have Γ∝ΣSFR, leading to Pth=ϒthΣSFR.

24

22 When weighted by area, the mean values within the PHANGS sample are
instead Σ* = 65 Me pc−2 and Σg = 13 Me pc−2, implying a factor of 2 larger
H than obtained with the fiducial parameters of Equation (26).
23 By comparison, the mean baryon mass resolution is 8.5 × 104Me,
1.4 × 106Me, and 1.1 × 107Me in TNG50, TNG100, and TNG300,
respectively—see https://www.tng-project.org/about/.

24 Here, the coefficient ϒth absorbs the functional dependence of Γ/Λ on the
UV luminosity-to-young star mass ratio, radiative transfer subject to metal and
dust abundances, and radiation–gas interaction cross sections and cooling rate
coefficients affected by detailed ISM properties—see J.-G. Kim et al. (2023),
C.-G. Kim et al. (2024).
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The depletion time averaged over all of the gas is then

( )
s

=
S

S
= ¡

S
=

¡
t

P
t , 29dep

g

SFR
tot

g

tot

tot

eff
dyn

where we use Σg= 2Hgρg, s r=Ptot eff
2

g, and tdyn≡ 2Hg/σeff
(see Equation (24a)). Provided that vertical dynamical
equilibrium is satisfied, the pressure will be equal to the
weight of the ISM, and the thickness of the disk will be
consistent with its equilibrium prediction. The mean gas
depletion time in equilibrium can then be expressed in terms
of mean values of the feedback yield, effective velocity
dispersion, and vertical dynamical time.

For cosmological simulations, the above provides a predic-
tion for the SFR *m in a cell that averages over the (spatially
and temporally unresolved) life cycle of star formation and
feedback energy return in multiphase gas:

( )*
s

= =
¡

m
m

t

m

t
, 30g

dep

eff

tot

g

dyn

where mg is the gas mass in an individual cell (or particle). For
practical use as a star formation prescription, it is necessary to
have calibrated predictions for σeff and ϒtot as a function of
parameters that can be robustly measured, even at low
resolution, in the cosmological simulation, as discussed below.

Practical use of Equation (30) also requires a measure of tdyn.
The calculation of tdyn in equilibrium is discussed in
Section 3.4. As noted there, in general, tdyn depends not just
on the gas density but also on the stellar density and dark
matter density and some measure of the relative thickness of
the gas and stellar disks. When the stellar and gas disks are at
least marginally resolved in the cosmological simulation
(which would typically require baryon mass resolution
∼104–105Me; see Equation (26) and subsequent text), tdyn
may be computed directly using Equation (25) from the
simulation variables ρg, ρ*, and ρd, along with direct
measurements of H* and Hg (e.g., from local vertical gradients
of ρ* and ρg). This is case (1) in Section 3.5.

At coarser mass resolution (106Me), the densities and
pressure measured in the simulation would underestimate the
true values in a real galaxy with the same macroscopic
properties, and using measured values of ρg and ρ* from the
simulation in Equation (25) (or Equation (21)) would result in
an overestimate of what the true dynamical time (or gas disk
thickness) should be. In this situation, Equation (25) cannot be
used for tdyn. However, given measures of Σg and Σ* (obtained
by integrating through the disk, which in cosmological
simulations requires identifying the direction normal to the
disk plane), one may use Equation (20) (if H* can be
estimated) in order to predict the ISM disk thickness Hg and
then tdyn from Equation (24a); this is case (2) in Section 3.5. If
it is not possible to obtain a direct estimate of H*, one may
instead use Equation (22) for the predicted disk thickness
H=Hg=H*; this is case (3) in Section 3.5. In general, a
predicted value of σeff from a subgrid ISM eEoS model is also
needed.

In the situation when dark matter is unimportant to vertical
disk confinement and Hg≈H*, the depletion time and

pressure, tdep and = Ptot , have particularly simple forms:

( )
( ) ( )

*
*

p
p

= ¡
S + S

=
S S + S

t
G

P
G2

,
2

. 31dep tot
g

tot
g g

The effective velocity σeff dispersion does not enter either
expression. Because ϒtot has been calibrated in terms of Ptot
(see below), the only quantities that are required in order to
obtain the predicted gas depletion time in this case are the
stellar and gas surface densities.

4.2. Evaluation of ϒtot and σeff

Both the feedback yield ϒtot and the effective velocity
dispersion σeff are based on averages over multiple ISM phases
and components, and respond to a complex array of physical
effects. While a rough estimate of ϒtot may be obtained from
simple theoretical considerations (see, E. C. Ostriker et al.
2010; E. C. Ostriker & R. Shetty 2011, for analytic estimates of
the thermal and turbulent yield, respectively), more accurate
values for both quantities, and their dependence on galactic
environment, require calibration from high-resolution ISM
simulations with realistic modeling of the multiphase ISM, star
formation, and feedback (see C.-G. Kim et al. 2011, 2013,
2020a, 2023; C.-G. Kim & E. C. Ostriker 2015b, 2017;
J.-G. Kim et al. 2023, and below).
Of course, ϒtot and σeff can also be empirically measured in

observations. Surveys of hundreds of nearby normal galaxies at
∼kpc scales show that ϒtot∼ 1000 km s−1 (A. K. Leroy et al.
2008; R. Herrera-Camus et al. 2017; J. Sun et al. 2020, 2023;
J. K. Barrera-Ballesteros et al. 2021; E. Kado-Fong et al. 2022),
which agrees with results obtained from theory and numerical
simulations OK22. The thermal and turbulent velocity disper-
sion contributions to σeff are each ∼5–10 km s−1 (e.g.,
D. Tamburro et al. 2009; C. D. Wilson et al. 2011; A. M. Stilp
et al. 2013; K. M. Mogotsi et al. 2016; A. Marasco et al. 2017);
magnetic terms are difficult to measure and less certain, but
empirical estimates are overall similar in magnitude to kinetic
terms (e.g., C. Heiles & T. H. Troland 2005; R. Beck et al.
2019). Thus, observations suggest σeff∼ 10–30 km s−1. The
ratio tdep/tdyn=ϒtot/σeff is therefore empirically found to be
∼100 (or at most a factor of 10 lower, under extreme
conditions), meaning star formation uses up gas slowly
compared to the timescale that is relevant to vertical structure
and dynamics of the ISM.
OK22 analyzed a set of TIGRESS simulations (C.-G. Kim

et al. 2020b) sampling the parameter space of Σg and stellar
+dark matter potential as found in nearby galaxies, in
which the emergent ΣSFR spans 4 orders of magnitude
(10−4–1Me pc−2 Myr−1). While this study was by no means
a comprehensive sampling of the complete parameter space of
star-forming galaxies—in particular, only solar metallicity
conditions were considered—these results provide a useful
initial calibration of parameters needed for subgrid models of
the ISM and star formation in cosmological simulations. In
particular, a simple power-law fit of ϒtot to the simulation
results produced

( )⎛⎝ ⎞⎠¡ = -
-

-P k
1028 km s

10 cm K
32B

tot
1 tot

4 3

0.212

(see Equation (25c) of OK22). That is, the feedback yield
weakly decreases under conditions of higher pressure—which
correspond to higher mean ISM density. Physically, this is
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because, under conditions of higher density, (i) radiation is
attenuated more in its propagation, and therefore, its ability to
sustain thermal pressure is reduced, and (ii) SN shocks cool
when the swept up mass is slightly lower, injecting less
momentum and therefore producing lower turbulent kinetic and
magnetic pressures.

OK22 also found that, above Ptot/kB= 104 cm−3 K, the
mass-weighted effective velocity dispersion follows

[ ( )] ( )s = - -P k12 km s 10 cm K , 33Beff,avg
1

tot
4 3 0.22

while at lower Ptot this mean effective velocity dispersion
begins to flatten. Considering the full set of simulations down
to Ptot/kB∼ 103 cm−3 K and nH∼ 0.1 cm−3, OK22 also fitted a
power-law Ptot∝ n1.43 between midplane total pressure and
density (see their Equation (27)). This fit does not separate out
the flattening of σeff at low pressure and density.25 The
midplane pressure–density relation translates to midplane
velocity dispersion

[ ( )] ( )s = - -P k9.8 km s 10 cm K . 34eff,mid
1

tot
4

B
3 0.15

With s r=Ptot eff
2

g, these are respectively equivalent to eEoS
pressure–density relations

[ ( )] ( ) ( )/ /= +- -P k nlog 10 cm K 1.8log cm 0.7, 35tot
4

B
3

H
3

for Equation (33) and

[ ( )] ( ) ( )/ /= +- -P k nlog 10 cm K 1.43log cm 0.3, 36tot
4

B
3

H
3

for Equation (34).
Together, the calibration of ϒtot and σeff= σeff,avg

from TIGRESS simulations in OK22 produces s¡ =tot eff
( ) rµ- -P k86 10tot B

4 0.43
g

0.8 for the coefficient in Equation (29)
(above Ptot/kB= 104 cm−3 K). When combined with the inverse
square-root scaling of tdyn with density, this implies a significantly
steeper scaling of the SFR with density than is typically adopted in
cosmological simulations, roughly * r= µm m t1g dep g

1.3 rather

than rµ g
0.5. If instead we use the calibration σeff= σeff,mid, we

obtain s r¡ µ -
tot eff g

0.5, i.e., approximately * rµm mg g.
As noted above, the calibration in OK22 does not include

varying metallicity. At lower metallicity, the feedback yield
ϒtot is expected to be higher, both because radiation propagates
more effectively (assuming also reduced dust abundance), and
because cooling is reduced, which enhances SN momentum
injection (K. Thornton et al. 1998; S. Bialy & A. Sternb-
erg 2019; P. I. Karpov et al. 2020; U. P. Steinwandel et al.
2020; J.-G. Kim et al. 2023). If higher density is correlated with
lower metallicity as a function of increasing redshift,
metallicity-dependent effects would (partly) offset density-
dependent effects in ϒtot.

The effective velocity dispersion σeff is also likely to depend
on metallicity, but this has not yet been characterized
numerically, and even the trend of metallicity dependence is
difficult to predict theoretically. We further note that a caveat in

using the calibration of σeff from OK22 is that the original
“TIGRESS” simulations analyzed there included SNe and far-
UV heating, but did not include “early feedback,” notably the
ionizing radiation from short-lived massive stars. The new,
more advanced “TIGRESS-NCR” implementation described in
J.-G. Kim et al. (2023) does include ionizing radiation,
computed via adaptive ray-tracing from source star clusters;
the radiation pressure force (proportional to the UV flux) is also
implemented in TIGRESS-NCR. Initial tests show that, while
early feedback does not significantly affect ϒtot, it does appear
to reduce σeff by ∼30% in high-pressure galactic environments
(C.-G. Kim et al. 2023, 2024). While σeff still increases with
Ptot, more comprehensive numerical studies are required for
systematic, quantitative assessment and physical understanding
of the effects of early feedback.
More generally, if we suppose that ( )¡ = ¡ a-P Ptot 0 tot 0 and

( )s s= bP Peff 0 tot 0 for Ptot/P0> 1, the eEoS will be =Ptot

( ) ( )r r b-P0 g 0
1 1 2 for r s= P0 0 0

2, while the depletion time will
be ( )( ) ( ) ( )s r r= ¡ a b b- + -t tdep 0 0 g 0

1 2
dyn. Even in the (unrea-

listic) case of σeff independent of environment, i.e., β= 0,
* =m m t1g dep would still increase with density roughly
∝ρ0.5+α for α> 0, because ϒtot unambiguously decreases at
higher density from radiation attenuation and earlier SN
remnant cooling. By running additional TIGRESS-NCR
simulations over a range of ISM metallicity and galactic
conditions (C.-G. Kim et al. 2024), and fitting the resulting ϒtot
and σeff, it will be possible to fully calibrate subgrid models for
the SFR and the eEoS.
We note that the PRFM theory predicts a relationship

between equilibrium pressure and equilibrium SFR. Therefore,
the calibrations for the feedback yield, eEoS, and velocity
dispersion from TIGRESS simulations are based on fits to the
time-averaged values. There exist significant variances in all of
these quantities due to the dynamic nature of the star-forming
ISM. While in principle one might consider sampling from a
distribution for ϒtot or σeff, the most naive approach to this—
employing independent sampling—would not improve the
representation of the true physical state. This is because the
temporal variations of density, pressures (thermal, turbulent,
and magnetic), and the SFR have complex correlations arising
from the interaction of many different physical effects in a
high-dimensional system. A time-dependent extension of the
PRFM theory would be needed in order to develop subgrid
models for star formation and the eEoS that properly represent
correlated variations about equilibrium values.

4.3. Application to Prediction and Modeling of SFRs

The PRFM theory, with calibrations from resolved star-
forming ISM simulations, can be used to make predictions for
galaxy observations and as a subgrid model for the SFR and
eEoS in galaxy formation simulations:

(A) For observations where the stellar disk thickness can be
directly measured or statistically inferred, and σeff can be
estimated from observed linewidths (with an appropriate
enhancement for magnetic field), an equilibrium estimate
of Ptot is obtained using Equation (20). This Ptot is then
used in a calibrated relationship for ϒtot (Equation (32)),
leading to the prediction for SFR per unit area
ΣSFR= Ptot/ϒtot.

(B) For galaxy formation simulations where the resolution is
high enough for the true thicknesses of the gas and stellar

25 Physically, a single power-law eEoS cannot continue to extremely small
values of pressure and density (below the OK22 simulated range), because the
thermal sound speed of the warm neutral ISM places a floor on σeff; using the
single power-law fit would lead to arbitrarily low values of σeff at low pressure
and density. While it is “safe” to use a single power-law eEoS such as Equation
(27) of OK22 at nH  0.1 cm−3, a (two-part or multipart) fit of σeff that extends
to low density and pressure is likely needed in order to cover the full range of
galactic conditions, including ultradiffuse galaxies (e.g., E. Kado-Fong
et al. 2022).

12

The Astrophysical Journal, 975:151 (24pp), 2024 November 1 Hassan et al.



disks to be resolved, the measured density can be used
with a calibrated eEoS (such as Equation (35)) to set the
effective pressure Ptot of unresolved multiphase ISM gas.
Calibrations for ϒtot and σeff as a function of Ptot (such as
those in Equation (32) and Equation (33)) can then be
used to set the coefficient in Equation (30). For tdyn,
Equation (25) may be used.

(C) For galaxy formation simulations where the stellar disk
thickness is resolved but the gas disk thickness is
unresolved, an equilibrium estimate of Ptot is obtained
using Equation (20) in Equation (4). This requires σeff,
obtained from an eEoS (here, we consider both the eEoS
of SH03 and the calibration from TIGRESS given in
Equation (33)). The PRFM prediction for SFR in
Equation (30) then uses Equation (24a) for tdyn, and a
calibration for ϒtot as a function of Ptot (here, we use
Equation (32)).

(D) For galaxy formation simulations where disks are vertically
unresolved, if it is reasonable to assume that dark matter is
unimportant in confining the disk and that Hg≈H*, the
forms in Equation (31) may be adopted, using a calibration
such a Equation (32) to evaluate ϒtot. If confinement by dark
matter is nonnegligible, instead, the more general expres-
sions in Section 3.3 would be used.

Of course, we may expect that, in the future, the inclusion of
varying metallicity in ISM simulations will produce general-
izations that can be substituted for the calibration relations
given here (Equations (32)–(36)).

For the purposes of the present work, in Figure 3, we provide
a flowchart displaying a step-by-step summary of the equations
used to implement the PRFM prescription for postprocessing

the TNG50 outputs. Here, we adopt the conservative assump-
tion that the gas disk scale height is unresolved in TNG50,
while the stellar disk is resolved (A. Pillepich et al. 2019), so
that case (2) in Section 3.5 is used for Hg, and case (C) above is
applied for the PRFM SFR. We shall compare the predicted
equilibrium pressure and disk thickness with those measured in
the simulation to show that the gas disk thickness is marginally
resolved.

5. Comparison of ISM and Star Formation Properties

We begin our comparison by testing whether galaxies in
TNG50 are consistent with the expectation for vertical
equilibrium outlined in Section 3. This quantitatively tests
whether the simulated galaxy may be considered vertically
resolved. We then compare the velocity dispersion, eEoS,
depletion time, and ΣSFR as directly measured in our projected
maps from TNG50 with the values that would be predicted
from the subgrid models discussed in Section 4. For
convenience, we use the label “SH03” to refer to values as
measured directly from the simulations, and “PRFM” to refer to
values obtained through a combination of theory and numerical
calibrations from TIGRESS simulations.

5.1. Testing Vertical Equilibrium

We first verify whether galaxies in TNG50 do, in fact, satisfy
the theoretically predicted equilibrium. This can be examined,
as discussed earlier in Section 3, by comparing the midplane
pressure (and its components) to the total weight within the 1
proper kpc patches. It is important to note that we use
theoretical values for the weight under vertical equilibrium (see
Section 3), rather than weight calculated using the gravitational

Figure 3. A flowchart displaying a step-by-step summary of the equations used to implement the PRFM prescription for postprocessing the TNG50 simulation
outputs. The first step, above the first dotted horizontal line, describes determination of properties from the simulation. The second step is simultaneous determination
of scale height Hg, effective velocity dispersion σeff, and total pressure Ptot assuming vertical equilibrium and a calibrated eEoS. The third step, below the second
horizontal dotted line, is determination of the SFR from PRFM theory and calibrated feedback yield. For testing how well vertical equilibrium is satisfied within TNG,
only the first and third rows of the flowchart are needed, adopting σeff measured from the TNG simulation.
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force from the simulation, which is subject to gravitational
softening.

We measure the different pressure components from the
simulations as follows. For the thermal pressure Pth, we use the
density ρ (proper mass density) and internal energy u (thermal
energy per unit mass) of gas particles to compute Pth = (2/3)ρu.
The turbulent pressure Pturb is computed using ρ and the gas
spatial velocity vz in the z-direction (perpendicular to the
midplane) as r=P vzturb

2. Note that, while we use the
nomenclature “turbulent pressure,” this is simply the vertical
Reynolds stress term in the momentum equation, where the mean
galactic velocity is subtracted from the velocity of any given
particle to obtain vz. The vertical magnetic stress (combining
pressure and tension) is computed from the magnetic field vector
components as ( ) ( )pP = + -B B B 8x y zmag

2 2 2 . We then com-
pute the mass-weighted average for all these quantities within the
midplane (i.e., ±100 pc above/below z= 0 plane) to create their
corresponding pressure projected maps. We note that the value of
Pth is based on the eEoS adopted in IllustrisTNG (see Section 2)
and therefore represents an effective subgrid pressure, rather than
being a true thermal pressure obtained via evolution of an internal
energy equation with explicit radiative heating and cooling, and
work terms. We also note that, given the limited resolution over
the scale of the disk (and resulting high numerical dissipation) as
well as the lack of explicit feedback, the turbulent pressure cannot
be expected to be as large as it would be in reality. Nevertheless,
our analysis includes a measurement of Pturb since all terms in the
momentum equation must be combined in order to assess whether
the expected vertical equilibrium is satisfied.

For the different weight components, we directly use the
measured local properties from the projected maps described in
Section 2.2 in Equations (5), (8), and (9) to obtaing, * , and
d, respectively. To compute g using Equation (5), we use
the measured Σg. For * using Equation (8), we use the
measured Σg, Σ*, and H*. For d, we assume p rW = G4d

2
d

and use the measured ρd from the local total mass density
around gas particles, as described earlier (see Section 2.2).
Since our goal is to test TNG50 galaxies against estimates
assuming theoretical vertical equilibrium, here, we do not use
the measured values from the simulated galaxies for Hg,
but rather use the predicted equilibrium Hg following
Equation (20), which includes contributions from gas, stellar,
and dark matter gravity. For testing how well the measured
pressure in TNG agrees with the vertical equilibrium predic-
tion, we use the measured s r= Peff tot g to compute * and
d, instead of using the calibration of σeff from TIGRESS.

We present the distributions of expected weight and
measured pressure, and their comparison, in Figure 4. We show
ΣSFR-weighted distributions at redshifts z= 0 (top) and z= 2
(bottom). The contributions from all 1 proper kpc patches of all
galaxies combined in TNG50 are shown.
In the left panels of Figure 4, we show the relative

contribution of various pressure components (thermal Pth,
turbulent Pturb, magnetic Πmag) to the total midplane pressure
(Ptot) in TNG50 for the whole stellar mass range. We find that
the thermal pressure Pth has the highest contribution to Ptot at
z= 0, whereas the turbulent pressure Pturb is higher at high

Figure 4. Distributions, weighted by SFR, of ISM pressure and expected weight as measured in TNG50 at z = 0 (top) and z = 2 (bottom). For each panel, we show
- d d xSFR SFR logtot

1
10 , where x represents the property on the x-axis. Left: contribution of various pressure components (thermal Pth, turbulent Pturb, magnetic Πmag)

to the total pressure Ptot as measured at the midplane in TNG50 for the stellar mass range Må = 107−11 Me. Middle: Contribution of different weight components (gas
g, star * , dark matterd) to the total expected weight in TNG50 for Må = 107−11. The contribution to expected weight from stellar gravity slightly exceeds the
other contributions, particularly at high-z (bottom). Right: Distribution of the ratio between the total pressure at the midplane, Ptot, and the total expected weight, in
TNG50 for the whole stellar mass range (solid), and for the stellar mass range Må = 109.5−10.5 Me (dashed). Here, we also compare to results from TNG100 for the
high end of the mass range (dotted). Pth and Pturb are the dominant contributors to Ptot at z = 0 and z = 2, respectively. The distribution of the ratio Ptot/ is close to
unity (dashed vertical lines) for TNG50 galaxies, indicating that they are generally consistent with vertical equilibrium; the mean and variance are

( ) = - Plog 0.08 0.3410 tot and −0.01 ± 0.36 for z = 0 and z = 2, respectively. Unlike TNG50, the distribution of the ratio in TGN100 (dotted) is shifted toward
lower values ( < Ptot ), resulting in ( ) = - Plog 0.31 0.3110 tot and −0.20 ± 0.34 for z = 0 and z = 2, respectively, due to the low resolution.
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redshift z= 2. The magnetic pressure Πmag has a minimal
contribution to the total pressure Ptot throughout.

In the middle panels of Figure 4, we show the relative
contribution of various weight components (gas g, star * ,
dark matterd) to the total integrated weight as computed
theoretically in TNG50 for the whole stellar mass range. For
z= 0, it appears that all components (stellar * , gas g, and
dark matterd) contribute approximately by the same amount
to the total weight , although the stellar contribution slightly
exceeds other contributions. By contrast, observed galaxies in
the local Universe have lower contribution fromd: as shown
in Section 3, the ratio ( )* *r r~  3 4d d if Hg∼H*, and in
the star-forming regions of observed disk galaxies, the stellar-
to-dark matter density ratio substantially exceeds unity. The
relatively similar contribution of dark matter to the weight
reflects the properties of TNG50 galaxies as shown in Figure 2.

In the right panels of Figure 4, we show the distributions of the
ratio between the total measured midplane pressure Ptot and the
total expected weight  in TNG50 for the whole stellar mass
range (solid), and for a stellar mass range Må= 109.5–10.5Me
(dashed). For this larger mass range (Må= 109.5–10.5Me), we
show for comparison results from TNG100 (dotted). In TNG50
for the whole stellar mass range at z= 0 and z= 2, the
ΣSFR-weighted mean and standard deviation of ( )Plog10 tot
are −0.08± 0.34 and −0.01± 0.36, respectively. For z= 2, the
peak is close to unity (dashed vertical lines), indicating that
equilibrium is satisfied, and the vertical scale height is resolved.
For z= 0, the peak is slightly below unity, meaning the total
pressure is systematically smaller than the expected weight for the
majority of regions. This suggests that at low redshifts the gas
scale height is only marginally resolved in TNG50. For the
higher-mass range (which overlaps with that accessible in the
TNG100 simulations), the results for TNG50 are similar. In this
higher-mass range, we test the impact of resolution by comparing
to results from an analysis of the TNG100 simulation. For

TNG100, the distribution of the Ptot ratio is shifted to lower
values, resulting in ( )Plog10 tot of −0.31± 0.31 and −0.20±
0.34 at z= 0 and z= 2, respectively. This shows that, if the
resolution is similar (or lower) to that in TNG100, it is not
possible to reach a midplane pressure consistent with the
theoretically predicted equilibrium. As a consequence, the
midplane density in the simulation would be lower than it should
be realistically.

5.2. The Effective Velocity Dispersion of Gas

We now compare the measured effective velocity dispersion
of gas from TNG50 with the fits to TIGRESS simulations, as
reported in OK22. For each TNG50 gas particle, σeff is given
by s r= P ;eff tot g the same formula may be used with
averaged pressure and density. To compute the mean σeff
within each 1 proper kpc patch, we use vertical averages of Ptot
and ρg within either z=±10 kpc or z=±100 pc, corresp-
onding to a mass-weighted average σeff,avg or a midplane value
σeff,mid, respectively. Figure 5 shows the two-dimensional
histograms of the two measured values of σeff (top and bottom
for mass-weighted and midplane values, respectively) as a
function of the measured Ptot. The histogram is weighted by the
contribution from each bin to the total SFR. Since both pressure
and density decline with |z|, the ratio is insensitive to zmax, and
the midplane and mass-weighted average values of σeff are
similar.
Also shown in Figure 5 are the corresponding fitting results

as presented in OK22, given here in Equation (33) for the
mass-weighted average, σeff,avg, and Equation (34) for the
midplane value, σeff,mid. We note that these fitting functions for
σeff represent the time-averaged state over seven TIGRESS
models. In general, the measured σeff distribution in TNG50 is
quite similar in slope and normalization to the mass-weighted
average velocity dispersion from TIGRESS (Equation (34);

Figure 5. The effective velocity dispersion σeff in TNG50 galaxies as a function of the total pressure Ptot at z = 0 (left) and z = 2 (right). The top row shows the mass-
weighted vertical average σeff,avg, while the bottom row shows the midplane value σeff,mid. For each panel, the two-dimensional distribution is weighted by the
fractional contribution to the total SFR at given redshift from each 1 kpc patch in TNG50 galaxies. The TIGRESS fits of the mass-weighted average (Equation (33))
and the midplane value (Equation (34)) of σeff are shown by the dashed and dotted lines, respectively. The distribution of σeff in TNG50 broadly follows a similar
slope and normalization to the results from TIGRESS (especially consistent with σeff,avg), albeit with scatter that extends to larger σeff.
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dashed). However, there is some scatter in the TNG50
distribution, extending to higher values.

In the rest of the analysis in this paper, we shall use the
TIGRESS fits for the mass-weighted average s µ Peff,avg tot

0.22
fit

as a “theoretical” value, although we shall drop the subscript
“avg” for cleaner notation. As previously noted, however, σeff
remains somewhat uncertain. It is useful to evaluate how
sensitive the predicted gas scale height is to different choices,
which we do next.

5.3. Gas Scale Height

As discussed in Section 3, one can use the vertical equilibrium
condition ( = Ptot ) to solve for the predicted gas scale height.
Here, for the equilibrium gas scale height Hg(equil.), we shall use
the solution of the cubic equation (Equation (15)), which takes into
account contributions to the weight from the gravity of the gas,
stars, and dark matter. This cubic solution (Equation (20)) depends
on the adopted value for σeff, and here, we consider different
variations of this. These variations include a constant value, a value
based on the fit to the TIGRESS simulations (Equation (33)), and a
value computed directly from TNG50. The case using a constant,
σeff= 15 km s−1 (motivated by typical measured values in the
local Universe), is denoted Hg(equil.,σeff= 15 km s−1). The case
based on the TIGRESS fit is denoted ( )s µ H equil .,g eff

0.22 .
Since, in this case, σeff depends on = Ptot (Equation (33)), the
equilibrium value of Hg depends on σeff (Equation (15)), and

s= S H2 geff
2

g using the equilibrium value of Hg, we
iteratively solve for Hg, σeff, and assuming an initial value of
σeff= 10 km s−1 until convergence in σeff is achieved for all 1 kpc
patches. We find roughly five iterations are sufficient to achieve
convergence. The case using direct TNG50 measurements is
denoted ( )s r=H equil P.,g eff tot , where σeff is computed using
the midplane quantities (i.e., the bottom row of Figure 5).

In Figure 6, we present a comparison between these theoretical
equilibrium predictions and the measured scale height
Hg≡Σg/(2ρg) (for ρg the midplane value) in terms of the

ΣSFR-weighted distributions at z= 0 (top) and z= 2 (bottom). The
left panels show scale heights in proper physical length, and the
right panels show ratios between measured and predicted values,
with the vertical dashed lines indicating the identity (perfect
agreement) for reference. As expected, the adopted σeff choice
changes the results, potentially dramatically.
First, the figure shows fairly close agreement between the

measured and predicted gas height at z= 2 when using
σeff measured from TNG50 (green line). Quantitatively,
the ΣSFR-weighted mean and standard deviation of

( ( ) ( ))s r´ = - H measured H equil Plog ., 0.01 0.3610 g g eff tot . This
confirms our earlier conclusion (the bottom right panel of Figure 4)
that TNG50 galaxies at z= 2 satisfy approximate equilibrium
between midplane pressure and the combined weight that is
theoretically predicted from gas, stars, and dark matter. Also
consistent with our finding that the measured midplane pressure
is slightly smaller than the predicted weight at z= 0 (the top
right panel of Figure 4), here, we see that the measured
Hg is systematically larger than the predicted value. The
z= 0 ΣSFR-weighted mean and standard deviation of

( ( ) ( sH measured H equillog .,10 g g eff= ))r = P 0.08 0.34tot .
It is not surprising that there is a mismatch between the predicted
and actual scale height for z= 0, given that the typical gas cell
diameter is∼200 pc for TNG50 (A. Pillepich et al. 2019), while the
predicted median value of the scale height in equilibrium is
Hg= 927 pc, indicating only marginal numerical resolution.
Second, the bottom row shows that at z= 2 there is a rough

agreement between the peak of the Hg distribution measured in
TNG50 and the prediction based on the σeff fit to the TIGRESS
results in OK22 (i.e., Equation (33)), as shown with the red
line. The agreement is not as close at z= 0, showing that the
TNG50 gas disks are systematically slightly thicker than would
be expected if one were to adopt the σeff fit from TIGRESS.
This implies that, if a new eEoS calibrated from current high-
resolution numerical ISM simulations (see Section 5.4) were
adopted in cosmological simulations, the change in Hg would

Figure 6. Left: Comparison between the measured scale height Hg (measured) in TNG50 (black), and the predicted equilibrium scale height using different choices for
the effective velocity dispersion. For all predictions, we use Equation (20). The different choices of velocity dispersion are: σeff = 15 km s−1 (blue), the TIGRESS fit
s µ eff

0.22 (i.e., Equation (33) with = P ;tot red) for the ISM weight, and the TNG50 measured value s r= Peff tot (green). Right: Ratio of the measured to
the predicted equilibrium scale height for each case. The vertical dashed line shows the identity (perfect agreement). The top row shows z = 0, and the bottom row
shows z = 2. For the theoretical prediction given the measured σeff in TNG50 (green line), ( ( ) ( )) = H measured H equillog . 0.08 0.3410 g g and −0.01 ± 0.36 at z = 0
and z = 2, respectively.
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be relatively modest at high redshifts. Additionally, it says that
the resolution of TNG50 would be sufficient so that the disk
scale heights with a new eEoS would be resolved at z= 2,
although a slightly higher resolution would be required for the
majority of galaxies at z= 0. This suggests that, at least at the
TNG50 resolution (or slightly higher), it may be relatively
straightforward to incorporate more realistic ISM treatments in
cosmological simulations, simply by implementing a new eEoS
(see Section 5.4), as well as a new SFR formulation (see
Section 5.5), also calibrated from resolved ISM simulations.

At resolutions lower than that of TNG50, characteristic of the
large-volume cosmological simulations, a different approach
would have to be taken in which the ISM pressure and scale
height (and therefore the density) are estimated based on surface
densities of stars and gas (which are robust, and independent of
resolution provided disks are radially well resolved), as
summarized in cases (2) and (3) in Section 3.5. Calibrations of the
σeff–Ptot relationship needed for this can be obtained from
resolved ISM simulations (e.g., as in Equation (33)).

Finally, the results shown in Figure 6 for constant σeff are both
interesting and cautionary. At z= 0, Hg for σeff= 15 km s−1 is not
dissimilar to that measured in TNG50, implying that this effective
velocity dispersion is a reasonable representation of the actual σeff
in TNG50 at low redshift. Indeed, the left panels of Figure 5 show
the peak in the distribution (dark red) near σeff≈ 15 km s−1 and
Ptot/kB≈ 104 cm−3 K. However, if one adopts σeff= 15 km s−1

(blue lines) at high redshift, the median predicted scale height at
z= 2 would be an order of magnitude lower than at z= 0 (left
panels). This is a consequence of the higher gravity from denser
gas, stars, and dark matter in galaxies at high redshift (Figure 2).
At z= 2 (the right panels of Figure 5), σeff tends to be larger than
15 km s−1 and more broadly distributed, without a distinct peak.
As a result, the value of Hg for σeff= 15 km s−1 at z= 2 is much
smaller than the TNG50 value. Thus, if (motivated by low-redshift
observations) one were simply to adopt a constant value of σeff
independent of local galactic conditions, it would lead to a scale
height much smaller than actually obtained within the TNG50
galaxies at high redshift. Since the gas density varies inversely
with the scale height and the depletion time in TNG50 varies
inversely with the square root of density, this would also have
significant consequences for star formation.

The demonstrated sensitivity of the scale height to the
velocity dispersion shows that it is crucial both to obtain proper
calibrations for σeff over a wide range of conditions (using

resolved ISM simulations or observations) and to implement
these calibrations in cosmological simulations.
We note that, even when the median value of the measured

Hg agrees with the predicted equilibrium value, there are still
variations relative to the equilibrium value (∼0.3–0.5 dex).
Fluctuations about the equilibrium are expected in any time-
dependent system. Indeed, as a result of time-varying star
formation, feedback, and the thermal and dynamical response
to feedback, variations of Hg of a few tens of percent are
evident in the TIGRESS simulations (see, e.g., Figure 12(c) of
C.-G. Kim & E. C. Ostriker 2017). As mentioned earlier, the
σeff adopted for the predicted Hg represents only temporal
averages from seven TIGRESS simulations, which gives rise to
the narrow distribution of the predicted Hg (red). A time-
dependent PRFM theory would be needed to fully model the
predicted distribution of Hg. The distribution of Hg from PRFM
is also cut off more sharply than the σeff= 15 km s−1

distribution because no floor has been applied to σeff at low
pressure from for this simple comparison. In reality, rather than
following Equation (33) down to very low values, σeff would
have a floor (see footnote 24) at low pressure such that the
distribution of ( )*sµ S + SHg eff

2
g would extend to larger

values when the gas and stellar surface densities are low.

5.4. The Effective Equation of State

We now turn our attention to the eEoS, which relates the
total pressure to the gas density. Although characterizing an
eEoS is equivalent to characterizing the effective velocity
dispersion (since r s=Ptot g eff

2 ),26 the eEoS is more directly
related to the numerical implementation in a cosmological
simulation. In this context, the eEoS provides an effective
pressure that accounts for “subgrid” physics that cannot be
resolved in the simulation. In Figure 7, the measured midplane
pressure and density in TNG50 are shown as a two-
dimensional histogram. The distribution is weighted by the
contribution to the total star formation at z= 0 (left) and z= 2
(right). For comparison, we plot the TIGRESS fits with dotted
and dashed lines, which are equivalent to the midplane value
and mass-weighted average of the effective velocity disper-
sions, respectively. These fitting results for σeff expressed as
pressure–density relations are given by Equation (36) for the

Figure 7. Comparison between the eEoS adopted in TNG50 based on SH03 (two-dimensional histogram distribution) and the eEoS fit from the TIGRESS simulations
analyzed in OK22 (Equation (36), dotted lines; and Equation (35), dashed lines). Both z = 0 (left) and z = 2 (right) are shown. The slopes are quite similar, but Ptot is
shifted upward in TNG50 compared to the TIGRESS fits.

26 For example, if ( )r r= gP P0 0 eff for the eEoS, ( )s s= bP Peff 0 0 for the
effective velocity dispersion, with β = (1 − 1/γeff)/2 and s r= P0

2
0 0.
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midplane values and by Equation (35) for the mass-weighted
average of σeff.

Similar to σeff (Figure 5), the modified SH03 eEoS adopted
in TNG50 (represented by the lower bound in the Ptot and nH
relation) and the fitted eEoS for the midplane values of total
pressure and density from TIGRESS (denoted by the dotted
lines) are broadly similar in slope. The offset to higher pressure
in TNG50 compared to the fit from TIGRESS is consistent with
the offsets in σeff,mid (the bottom row of Figure 5). The SH03
eEoS is generally more consistent with the pressure–density
relation derived by using the mass-weighted average σeff from
TIGRESS, which gives a slightly steeper eEoS.

The above TIGRESS calibration does not yet allow for
variation in metallicity. Using an extended TIGRESS-NCR
framework (J.-G. Kim et al. 2023; C.-G. Kim et al. 2023, 2024)
where photochemistry is coupled with a UV radiation field
obtained by adaptive ray-tracing, the first suite of TIGRESS-
NCR simulations with varying metallicities has been devel-
oped. The results from C.-G. Kim et al. (2024) indicate that
the eEoS is very similar for different metallicities (for
Zgas/Ze= 0.1–1), but the new TIGRESS-NCR suite gives a
slightly shallower power law for the eEoS, with µP ntot H

1.3.
It is worth noting that the implementation of an eEoS that

computes Ptot as a function of ρg will only yield a realistic
pressure in a cosmological simulation if the resolution is
sufficiently high to resolve the disk scale height, since
otherwise both Ptot and ρg will be lower than they should
realistically be (see discussion in Section 3.5). This is true
whether the eEoS is an isothermal relation, or follows an
analytic prescription, or is based on calibration from resolved
ISM simulations such as TIGRESS. The reason is simply that a
realistic density measurement is not possible if the resolution is
too low. For mass resolution mcell, the maximum possible
density that can be achieved for a disk with gas surface density
Σg is ( )r = S mmax g

3
cell

1 2 (for a monolayer; in practice, if the
disk is resolved by a minimum of Nd cells vertically, this would
be reduced by a factor -Nd

3 2). If mcell is too large, however,
this density may be lower than would be expected for the self-
regulated state of a star-forming disk of this surface density.
The mean expected density would be equal to the equilibrium
pressure divided by seff

2 , the square of the effective velocity
dispersion. The equilibrium pressure is discussed in Section 3;
in the simplest case, when the gas and stellar disk scale heights
are equal and the vertical gravity of the dark matter potential is
negligible, from Equation (23), the equilibrium pressure will
be πGΣg(Σg+Σ*)/2. If mcell exceeds the value given in

Equation (27), both the pressure and the density would be
lower than the equilibrium values should be.
If the resolution is too low for physically realistic pressures

and densities to be reached within the simulation, an alternative
is to simultaneously (1) adopt a formalism for pressure in the
simulation that prevents artificial gravitational fragmentation,
while (2) obtaining an estimate of what the pressure would be
in equilibrium from theoretical considerations (see case (3) in
Section 3.5). The latter estimated pressure is what would be
used in setting the SFR via PRFM theory.

5.5. Gas Depletion Time and Star Formation Relations

The depletion time tdep, as appearing in Equation (1),
characterizes the rate of star formation for given gas mass.
TNG50 adopts the SH03 prescription for tdep (see Section 2),
which depends just on the local gas density in the simulation,
with an empirical normalization. In the PRFM model, tdep in
Equation (29) depends on gas, stellar, and dark matter density
(as appearing in tdyn in Equation (25)), and the normalization is
set by a theoretical calculation or numerical calibration of
feedback yield ϒtot and effective velocity dispersion σeff (see
Section 4.2). We compare these values of tdep within the 1 kpc
pixels from all TNG50 galaxies at z= 0 and z= 2. For SH03,
we directly use the simulation output to compute tdep=
Σg/ΣSFR. For PRFM, we use Equation (29) (which instead of
the simulation output uses Equation (28) for ΣSFR, with the
theoretically computed equilibrium pressure = Ptot ). For
PRFM, the total yield ϒtot has been calibrated as a function of
total pressure from TIGRESS simulations (see Equation (32));
as an input to this, we use the predicted equilibrium midplane
pressure for the kiloparsec-scale Σg and the mean stellar and
dark matter properties (see Section 3). The velocity dispersion
σeff is also required for predicting Ptot, tdyn, and the star
formation efficiency per dynamical time σeff/ϒtot; for σeff, we
use the TIGRESS calibration given in Equation (33). Since the
theoretical Ptot depends on σeff, and our σeff calibration is based
on the value of Ptot, an iteration is required. As indicated in
Figure 3, we iteratively solve for Ptot and σeff assuming an
initial σeff= 15 km s−1 until convergence in all quantities is
achieved.
Figure 8 compares SFR-weighted distributions of tdep from

PRFM (dashed) and SH03 (solid) at z= 0 (left) and z= 2
(right). At z= 0, the models have fairly similar tdep distribu-
tions (with respective peaks at 3.0 and 5.4 Gyr, and most values
between 1 and 10 Gyr). The PRFM model at z= 0 does,
however, predict tdep extending down to 10−2 Gyr, associated

Figure 8. Comparison of the SFR-weighted distributions of the depletion time (tdep) in TNG50 (solid) vs. PRFM predictions (dashed) within 1 kpc patches of all
galaxies in TNG50 at z = 0 (left) and z = 2 (right). While relatively similar at z = 0, PRFM tends to predict much shorter depletion times at high z, meaning much
more efficient star formation.
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with massive star-forming galaxies whose stellar mass
M* > 1010Me. The range of tdep from the SH03 model is
smaller, and does not extend below 0.1 Gyr. At z= 2, the
differences in the distributions are much larger. The peak of the
SH03 distribution is at ∼1 Gyr, whereas the PRFM prediction
peaks at ∼0.1 Gyr. Also, the PRFM tdep distribution has a
broader range (∼10−3–101 Gyr), compared to the range for
SH03 (10−2–101). All else being equal, the shorter tdep
predicted by PRFM at z= 2 implies there would be a higher
efficiency of star formation at high redshift if this model were
adopted. Of course, since the PRFM model tends to increase
the SFR at high pressure and density compared to the TNG50
model, its adoption would in fact alter galactic conditions at
high z, potentially reducing the gas density within galaxies by
driving stronger winds (C.-G. Kim et al. 2020a, 2020b).

We next discuss the reasons behind the difference in the tdep
distributions for the two models. We first consider the
relationship between the dynamical time tdyn (defined in
Equation (24a); see also Equation (25)) and depletion time
tdep. In simple models of star formation, the ratio of tdep and tdyn
(or more precisely, the freefall time tff, which typically scales
with tdyn) is often assumed to be constant (as in SH03), but this
is not realistic as a general model of star formation on large
scales (see discussion and references in Section 1).

We present our comparison between the tdep versus tdyn
relation based on the PRFM model (left) and based on the
modified SH03 model from TNG50 (right) in Figure 9 at z= 0
(top) and z= 2 (bottom). For reference, we also show three

different ratios (1, 10, 100) between tdep and tdyn (dashed lines).
The histogram is weighted by the contribution to the total star
formation at given z. Evidently, the star formation model based
on SH03 follows a nearly linear relation between tdep and tdyn,
corresponding to an efficiency of ∼2% (the black solid line,
corresponding to tdep/tdyn= 50) from tdyn∼ 10−3–10−1 Gyr.
This is not surprising, since the SH03 model is based on a fixed
efficiency (εff∼ 0.06) per tff, and therefore =t tdep dyn

[ ( ) ]*e r r r~ + +- t t 20 1ff
1

ff dyn d g
1 2. The PRFM model,

when using the calibrations of ϒtot and σeff from the TIGRESS
simulations in OK22, predicts a steeper slope. This is because
tdep/tdyn=ϒtot/σeff, and ϒtot decreases while σeff increases at
higher pressure (see Section 4.2), corresponding to regions with
shorter tdyn.
We caution that the results shown for PRFM at z= 2 are for

illustration only (i.e., they should not be taken as a direct
prediction) because the high-z conditions are beyond the
regime of the current suite of TIGRESS simulations. Since the
adopted calibration used for the PRFM model has only been
tested at higher metallicity and lower pressure, it is not
necessarily applicable for z= 2 galaxies. Nevertheless, it is
quite interesting that the PRFM model generally predicts
shorter tdep at smaller tdyn than the SH03 model, even at z= 0.
That is, the PRFM model predicts more efficient star formation
at small tdyn.
To explore the models’ differences in tdep as a function of

environment, we focus on how tdep depends on the gas density.
For the gas density, we use the ratio between Σg and the gas

Figure 9. The depletion time tdep vs. dynamical time tdyn comparison between the SH03 model adopted in TNG50 (right) and the PRFM model using the calibrations
from OK22 (left). Both z = 0 (top) and z = 2 (bottom) are shown. The color scale represents the fraction of the total SFR. For reference, tdep/tdyn = 100, 10, and 1 are
shown with dashed lines. The SH03 model follows close to constant tdyn/tdep since the model has been calibrated to a constant star formation efficiency per freefall
time. In the PRFM model, from Equation (29), tdep/tdyn = ϒtot/σeff; with less efficient feedback (smaller ϒtot) and higher velocity dispersion (larger σeff) in higher-
pressure environments where tdyn is smaller, a reduction in tdep/tdyn is expected. Thus, PRFM predicts a steeper than unity slope for tdep vs. tdyn.
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scale height Hg from the solution to Equation (15) with
σeff∝ P0.22 based on the calibration from TIGRESS (see
Equation (33)). We present this comparison in Figure 10. As
before, we use the two-dimensional histogram to show tdep for
the PRFM model (left) and for the SH03 model (right),
weighted by the contribution to the total SFR at z= 0 (top) and
z= 2 (bottom). Data from seven TIGRESS simulation results
are plotted by blue star symbols (these are time averages; see
Table 2 of OK22). In both cases, tdep decreases as the gas
density increases, since more dense gas tends to form stars
more efficiently. As expected based on the results presented in
Figure 9, the PRFM model relation is steeper than that of
the SH03 model; this is because denser regions correspond to
higher-pressure regions where the feedback yield is smaller,
and the effective velocity dispersion is larger. As expected, the
PRFM predictions follow closely data from TIGRESS (blue
stars), since the model is calibrated to it.

We now compare the “Kennicutt–Schmidt” (KS; M. Schm-
idt 1959; R. C. Kennicutt 1998) relations—meaning the
relation between Σg and ΣSFR—for the two models.
Figure 11 presents predictions at z= 0 (top) and z= 2 (bottom)
for the PRFM (left) and SH03 (right) models. We overlay
results from TIGRESS simulations as blue star symbols. In
Figure 11, we also include shaded bands indicating observed
global KS relations reported in R. C. Kennicutt & M. A. C. De
Los Reyes (2021), for both constant (darker gray) and variable
(lighter gray) conversion factor αCO (the respective KS slopes
are 1.5 and 1.9; see also D. Narayanan et al. 2012, for local KS
relations with constant or varying αCO).

The SH03 model tracks the observed KS relation for constant
αCO at all redshifts since the star formation prescription in SH03
was initially calibrated to reproduce an earlier version of this
empirical relation. The PRFM predictions are steeper than
the SH03 model, being more consistent with the observed global
KS relations for varying αCO where data from TIGRESS exist,
and showing a steepening as the high surface density.27

The extrapolation shown for the PRFM prediction to the
regime of larger Σg and ΣSFR (at Σg� 100Me pr−2) is steeper
than that from the SH03 model. As noted above, this suggests
the intriguing possibility that implementation of the PRFM
model in galaxy formation simulations might produce more
efficient star formation especially at high redshift, where
densities are higher, than in current cosmological simulations.
With ΣSFR= Ptot/ϒtot in the PRFM model, and ¡ µ a-Ptot tot for
α≈ 0.2 from current TIGRESS calibrations (see Section 4.2),
the implied slope would be [ ( )]*S µ S S + SSFR g g

1.2 if dark
matter is unimportant to the vertical weight, and the stellar and
gas disks have comparable thickness (see Equation (31)).
However, it should be borne in mind that (1) the PRFM
prediction below/above the range shown for TIGRESS
simulations is purely an extrapolation using the same
calibrations for ϒtot and σeff, (2) the conditions at z= 2 have
lower metallicity than those in the particular TIGRESS models
used for the calibration here; in fact, it is expected that ϒtot will

Figure 10. The depletion time (tdep) vs. the equilibrium gas density ρg(equil. )≡ Σg/(2Hg), for Hg in equilibrium obtained using Equation (20). On the right, we show
the SH03 value for tdep, while on the left we show the PRFM prediction based on the TIGRESS calibrations in OK22. Both z = 0 (top) and z = 2 (bottom) results are shown,
with the color scale representing the fraction of the total SFR. Results from TIGRESS runs are also shown with blue stars. Similar to Figure 9, the PRFM model with the
TIGRESS calibration predicts a steeper tdep slope than the SH03 model, leading to much shorter depletion times (by nearly an order of magnitude) at high densities.

27 Interestingly, very recent observational results employing multitransition
and dust-based calibrations of αCO also show an upturn of the (local) KS
relation at high surface densities as found in the centers of nearby galaxies
(Y.-H. Teng et al. 2024).
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be larger at lower Z, leading to a reduction in the SFR
(J.-G. Kim et al. 2023; C.-G. Kim et al. 2024).

Finally, we compare the TNG50 results for the SFR in
kiloparsec-scale patches based on the SH03 prescription to
spatially resolved observations in nearby disk galaxies at the
same scale. For TNG50, we plot ΣSFR versus the ISM weight
 calculated using Equation (20). The observations come from
the PHANGS and EDGE surveys, as presented in J. Sun et al.
(2023) and J. K. Barrera-Ballesteros et al. (2021), respectively,
who fit relations between ΣSFR and a weight estimate
(discussed below Equation (13)). In Figure 12, the fits from
both J. Sun et al. (2023; green) and J. K. Barrera-Ballesteros
et al. (2021; gray) are shown, with both constant (solid) and
variable (dashed) αCO. In both top (for z= 0) and bottom (for
z= 2) panels, we overlay results from different TIGRESS
simulations, namely, OK22 (blue star symbols), S. Moon et al.
(2021; blue square symbols), and S. Moon et al. (2023; blue
circle symbols), and the fit S µ SFR

1.2 (blue line)
from OK22, where the fit is equivalent to the PRFM prediction
using Equation (29) with Equation (32). Similar trends to the
KS relation comparison (Figure 11) hold. The SH03 model is
similar, although with a slightly shallower slope, to the
empirical results when adopting constant αCO. The PRFM-
TIGRESS model is closer to the empirical results when
adopting variable αCO.

6. Discussion

6.1. Summary of Main Results

We have presented a detailed comparison between SFRs and
timescales using the native SH03 model, and what would be
predicted for the same galactic conditions using the PRFM model
with calibrations from the TIGRESS simulations of OK22. In
addition, we compare the actual eEoS in TNG with the fit
presented in OK22. Results are shown based on averages over 1
proper kpc scales from all galaxies combined in TNG50. In order
to make these comparisons, which call for estimates of the
midplane pressure and gas scale height in equilibrium, we derive
general formulae for these quantities in Section 3.
Our key findings are as follows:

1. For the majority of TNG50 galaxies, the total pressure at
the midplane Ptot generally agrees with the total weight
 , with ΣSFR-weighted mean and standard deviation of

( )Plog10 tot equal to −0.08± 0.34 and −0.01± 0.36
for z= 0 and z= 2, respectively. This indicates that
TNG50 galaxies are in approximate equilibrium (see right
panel of Figure 4). However, the measured pressure
generally underestimates the weight for lower-resolution
TNG100 galaxies.

2. At the TNG50 resolution, the gas scale height is
marginally resolved, in the sense that measured gas scale

Figure 11. Comparison between Kennicutt–Schmidt relations for the PRFM model (left) and the SH03 model (right) at z = 0 (top) and z = 2 (bottom). The color scale
represents contribution to the total SFR. Also shown are results from TIGRESS simulations depicted by blue star symbols, and shaded gray bands showing empirical
global KS relations with constant Milky Way (labeled MW) and variable (labeled Bolatto + 2013) αCO (R. C. Kennicutt & M. A. C. De Los Reyes 2021); the width of
the band represents ±2σ about the reported best-fit power law. The SH03 model follows the constant–αCO empirical global relation, an earlier version of which was
used in the original calibration of the model. At high densities, the PRFM model predicts more efficient star formation and hence a steeper slope.
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heights are comparable to vertical equilibrium predictions
(see Figure 6). The relative resolution is better at high
redshift than low redshift.

3. While the eEoS in TNG50 has a fairly similar slope to
that measured in current TIGRESS simulations of the
star-forming ISM OK22, the TNG normalization is a
factor of a few higher (see Figure 7).

4. The local gas depletion time tdep relates the SFR to gas
mass as * ºm m tg dep. The PRFM model for star
formation predicts a ratio relative to the vertical
dynamical time, tdep/tdyn=ϒtot/σeff, which decreases
for lower tdyn in high-density regions, because ϒtot

decreases, and σeff increases at higher pressure. In
contrast, the SH03 star formation model adopted in the
TNG simulation has nearly constant tdep/tdyn. As a result,
the PRFM model would predict shorter tdep than in
TNG50 in high-density regions, where tdyn is small,
particularly at high redshift (see Figures 8, 9, 10).

5. Both the TNG50 simulation and the PRFM model with
TIGRESS calibration predict an SFR for TNG50 galaxies
that is consistent with the global empirical KS relation
(Σg versus ΣSFR) in the range Σg∼ 1–100Me pc−2. At
higher densities, the PRFM model predicts increasingly
efficient star formation in comparison to the model adopted
in TNG50. The increased efficiency varies inversely with
the feedback yield ϒtot; since ϒtot decreases in high-density

environments, this would tend to enhance the star formation
at high redshift compared to TNG50. The ΣSFR–Ptot relation
based on the SH03 model is similar to, but slightly
shallower than, empirical results that adopt constant αCO.
The PRFM model is steeper, which is more consistent with
the empirical relation when the variable αCO is adopted.

6.2. Toward New Subgrid Implementations

The analysis presented in this paper represents the first step
toward implementing new subgrid models for the SFR and the
eEoS in large-box cosmological galaxy formation simulations;
these new models are motivated by the PRFM theory and
calibrated from high-resolution TIGRESS simulations of the
star-forming ISM. While quantitative results are fairly similar
for conditions similar to normal galaxies in the nearby
Universe, there are greater disparities under more extreme
conditions, especially at high redshift, and this has the potential
to significantly alter predictions for galaxy formation over
cosmic time. In particular, the expected trend would be toward
more efficient star formation at high redshift compared to
results from current galaxy formation simulations. We caution,
however, that quantitative comparisons at high density and low
metallicity will require further calibrations with resolved ISM
simulations appropriate for high-z conditions. In particular, at
high redshift, the increase of ϒtot at low metallicity would

Figure 12. Comparison between models and observations of the relation between the star formation rate surface density ΣSFR and the equilibrium total pressure
( ) = P equil.tot . The color scale shows the contribution to the total SFR from kiloparsec-scale patches in TNG50 galaxies based on the native SH03 star formation

prescription, at z = 0 (top) and z = 2 (bottom). Also shown are results from different TIGRESS simulations for local galactic disk models (OK22; blue star symbols)
and semiglobal galactic center models with (S. Moon et al. 2023; blue circle symbols labeled “TIGRESS-GC-MHD) and without magnetic fields (S. Moon et al. 2021;
blue square symbols labeled “TIGRESS-GC-HD). A power-law fit from OK22 is shown as blue line. These models are compared to observations of kiloparsec-scale
patches in nearby galaxy surveys PHANGS (J. Sun et al. 2023, green bands) and EDGE (J. K. Barrera-Ballesteros et al. 2021, gray bands), adopting both constant
(solid, shown to left) and variable (dashed, shown to right) αCO. The width of the band represents ±2σ about the reported best-fit power law.
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partly offset the decrease in ϒtot at high pressure and density,
moderating the enhancement in star formation efficiency (see
Equation (30)).

PRFM implementation in resolved disks. For cosmological
simulations in which both the gaseous and stellar components
of galactic disks are vertically resolved, the implementation of
new subgrid models will be relatively straightforward. This
requires (1) replacing the current adopted eEoS
(e.g., from SH03) with an eEoS calibrated from resolved star-
forming ISM simulations (such as Equation (35)), and (2)
replacing current SFR prescriptions (e.g., based on the gas
freefall time and an empirical normalization) with a prescrip-
tion that employs the generalized vertical dynamical time tdyn
and a normalization based on the feedback yield ϒtot and
effective velocity dispersion σeff (see Equation (30)). Calibra-
tions of the dependence of ϒtot and σeff on the pressure from
current resolved ISM simulations are presented in Section 4.2;
these will be refined in the future. Case 1 in Section 3.5
explains how tdyn would be computed from quantities measured
in the simulation in the vertically resolved case. We also note
that Equation (27) gives an estimated mass requirement in a
simulation for the gas disk to be resolved vertically.

PRFM implementation in unresolved disks. A more challen-
ging situation for the implementation of new subgrid models is
the case in which the gas disk is not vertically resolved. In this
case, the gas pressure and density values in the simulation are
not physically meaningful (they will underestimate the true
values), and it is necessary to obtain an estimate of what the
pressure should be based on vertical equilibrium considera-
tions. Cases 2 and 3 in Section 3.5 explain the steps needed to
obtain predicted equilibrium values of Hg, tdyn, and Ptot from
quantities that can be measured robustly. Calibrations from
resolved ISM simulations of ϒtot and σeff in terms of Ptot would
then be used to obtain the coefficient in the SFR relation of
Equation (30).

A key challenge for implementation in cosmological
simulations is to measure on the fly the surface densities of
gas and stars that enter in the predictions of equilibrium
quantities. For the surface densities, a choice must be made
regarding the direction for the projection (e.g., along the
direction of the galaxy’s angular momentum vector). Alter-
natively, it might be possible to use the ratio between the
density and its gradient to estimate the surface density. We
leave to future work the exploration of these and other
approaches. Finally, it will be important to test whether models
based on quasi-equilibrium assumptions may still be applied
in situations such as tidal encounters and mergers where the
galaxies are strongly disturbed (see discussion in OK22).
Careful comparison and testing in idealized simulations of
resolved and unresolved disk galaxies, including strongly
disturbed systems, will be needed before deploying new
methods in cosmological simulations. While this will take
some time, the scientific return will be considerable.
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