
Chapter 15
Implementation of Associative Learning
Using Cognitive-Inspired Robotic System

Tianze Liu, Noah Zins, Yan Zhang , and Hongyu An

15.1 Introduction

Deep neural networks (DNNs) have revolutionized artificial intelligence (AI),
achieving remarkable success across various cognitive tasks through extensive
training on large datasets [1]. These networks refine their predictions by mini-
mizing errors via backpropagation, necessitating vast computational resources and
substantial power consumption [2–6]. However, this dependence on large datasets
and high power consumption presents significant challenges for autonomous oper-
ations, especially in environments with stringent Size, Weight, and Power (SWaP)
constraints, such as planetary robotics [1, 2]. Planetary rovers, for example, must
operate autonomously with limited energy and without human intervention [2].

To overcome these limitations, our research focuses on enhancing the
autonomous capabilities of intelligent robots by emulating the associative learning
processes observed in animals, mainly through the use of neuromorphic systems.
However, applying neuromorphic systems to robotics presents its own set of
challenges. These include the design of efficient learning algorithms, integrating
neuromorphic hardware with robotic systems, and adapting animal learning
behaviors to the robot’s environment. Inspired by the brain’s structure and
function, Neuromorphic systems offer a more energy-efficient approach to artificial
intelligence. Associative learning, a natural self-learning mechanism in animals,
enables them to adapt to their environment by forming connections between
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concurrent events. This capability can be adapted for robots, allowing them to link
information and experiences and adjust their behavior in dynamic environments
like Mars.

Our study is structured into two main parts. The first part explores the theoretical
aspects of associative learning, providing a comprehensive understanding of this
natural self-learning mechanism in animals. The second part applies these principles
to robotics, employing a large-scale associative learning system. This system, pow-
ered by Intel’s Loihi neuromorphic chip, offers a more energy-efficient approach
to artificial intelligence. It allows a mobile robot to learn associations between
light and vibration signals as conditional and unconditional stimuli, mimicking the
fear conditioning process observed in animals. We aim to demonstrate a significant
advancement in autonomous robotics by implementing this system in a real-world
scenario.

This research marks a significant milestone as the first real-world application
of a cognitive-inspired associative learning paradigm using a mobile robot. By
integrating the Loihi chip, we enhance signal processing speed and energy efficiency
and herald a new era for autonomous robotics. In our experiment, the robot
learns to associate light stimuli with vibration stimuli, mimicking fear conditioning
processes observed in animals. The synaptic weights are adjusted using Hebbian
learning principles, enabling the robot to adapt its responses based on the learned
associations.

The key contributions of this chapter include the following:

1. Successfully demonstrate a novel associative learning paradigm in a real-world
setting with a mobile robot.

2. Implementing a neural assembly designed for decision-making and applying it
to the associative learning process within the robot.

Our findings demonstrate the vast potential of neuromorphic systems to replicate
animal learning behaviors in robots and mark a significant leap forward in the field
of autonomous robotics. This research paves the way for robots to adapt and learn
from their environment, opening up new possibilities for their applications.

15.2 Background

By examining and mimicking the biological processes that facilitate associative
learning in animals, we have developed an innovative self-learning paradigm for
neuromorphic systems. This section explores recent advancements in neuromorphic
computing and hardware and analyzes the mechanisms that support associative
learning, from cellular functions to behavioral responses.
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15.2.1 Neuromorphic Computing

Our research has pioneered a transformative advancement in neuromorphic systems,
introducing a self-learning paradigm that emulates the biological processes under-
lying animal associative learning. This section delves into our significant strides
in neuromorphic computing and hardware, dissecting the mechanisms that enable
associative learning from cellular activities to behavioral responses. By doing so,
we offer profound insights into the future potential of neuromorphic systems.

Neuromorphic systems, drawing inspiration from the astounding efficiency of
the human brain, can potentially revolutionize artificial intelligence (AI) [7–12].
The human brain, a testament to nature’s ingenuity, can execute complex tasks
with a mere 20 watts of power [13]. This efficiency contrasts with artificial
neural networks (ANNs), which demand extensive training and large datasets. The
brain’s adaptability, a product of its parallel processing capabilities, high connec-
tivity, flexible network topology, integrated data memory and computation, and
spike-based information representation, underscores the transformative potential of
neuromorphic systems in AI and computing, instilling hope and inspiration for the
future.

The human brain comprises billions of neurons and trillions of synapses, creating
a highly interconnected three-dimensional network. Each neuron can communicate
with over ten thousand other neurons simultaneously. Neurons function as sig-
nal processors, integrating incoming spiking signals and transmitting new spike
sequences to other neurons through synapses. The strength of these signals is
modulated by synaptic connection strength, which can be dynamically adjusted
through synaptic plasticity [13–15]. When presynaptic and postsynaptic neurons fire
together, their connection is strengthened, a principle known as Hebbian learning
[16–19].

Neuromorphic systems, with their groundbreaking architecture, aim to overcome
the inefficiencies of the von Neumann architecture, which separates computing
and memory units, necessitating frequent data transfers between them. In contrast,
neuromorphic systems use sparse, event-driven computation, activating only the
required computing resources in response to specific events. By emulating brain
architecture, including neurons, synapses, and learning methods, neuromorphic
computing offers a more efficient future for computers and AI [20].

These systems harness specialized chips with artificial neurons to operate spiking
neural networks (SNNs), encoding information through spike sequences akin to
those in biological nervous systems. Intel’s Loihi chips serve as a prime illustration
of this technology [21, 22]. Unlike traditional GPUs and CPUs based on the von
Neumann architecture, Loihi chips are purpose-built for neuromorphic computing
and asynchronous SNNs. Unveiled in 2017, the first-generation Loihi-1 chips boast
130,000 electronic neurons and 130 million synapses across 128 neuromorphic
cores, all housed within a compact 60 mm2 chip size made possible by Intel’s
advanced 14 nm process [21, 22]. They employ digital leaky integrate-and-fire
neurons with mesh-configured communication and configurable synapses that
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Fig. 15.1 Kapoho Bay with
two onboard Loihi chips

Table 15.1 Introduction to Loihi and Loihi 2 chips

Feature Loihi 1 Loihi 2

Technology Intel 14 nm Intel 4 (7 nm)
Die Area 60 mm2 31 mm2

Max # Neurons/Chip 128,000 1 million
Max # Synapses/Chip 128 million 120 million
Neuron Model Generalized digital LIF Fully programmable

support weight-sharing and compression. Synaptic plasticity in Loihi-1 chips can
be fine-tuned using various biologically plausible learning rules, including Hebbian
learning, spike-timing-dependent plasticity (STDP), and reward-modulated rules
[21, 22]. Neurons fire when accumulated spikes reach a threshold within a specific
time frame, transmitting signals to connected neurons.

Loihi-1 chips are seamlessly integrated with several neuromorphic platforms,
which provide interfaces to combine the chip with other computer systems or Field-
Programmable Gate Array (FPGA) devices. A shining example is the Kapoho Bay
platform, which vividly demonstrates the versatility and collaborative potential
of Loihi-1 chips, as depicted in Fig. 15.1. This cooperative aspect invites you,
our esteemed audience, to be part of the transformative journey of neuromorphic
systems.

Nahuku is a 32-chip Loihi board with a standard FPGA Mezzanine Card (FMC)
connector, facilitating communication with the Arria FPGA development board.
Pohoiki Spring is a large-scale Loihi system equipped with 100 million neurons
and designed to function as a server for remote access. The second generation of
Loihi chips, Loihi-2, was introduced in late 2021 [23]. Fabricated using Intel’s
four processes, previously called 7 nm technology, Loihi-2 has a reduced chip area
of 31 mm2, compared to the 60 mm2 of the first-generation Loihi chips. Loihi-2
stands out with its unique feature of offering fully programmable neuron models,
a significant improvement over the fixed neuron models in the earlier generation.
These neuron behaviors can be customized with microcode instructions that support
basic bitwise and mathematical operations. Designed for neuromorphic computing
and edge devices, Loihi-2 provides enhanced computational and energy efficiency
through parallel processing. A comparison between the two generations of Loihi
chips is summarized in Table 15.1.

Loihi 1 utilizes a Leaky Integrate and Fire (LIF) model to implement neurons.
The LIF model is favored because it captures neural dynamics’ essential information
processing functions while computationally simple enough for efficient evaluation.
The behavior of LIF neurons is described by the following equations [24]:
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Cm

dVm

dt
= GL (EL − Vm) + A ∗ Iapp, if Vm > Vth then Vm = Vreset, (15.1)

τRC = Cm/GL, (15.2)

where Cm is the membrane capacitance, GL is the leak conductance, EL is the leak
potential, Vm is the membrane potential, A is the input signal gain, Iapp is the input
current, and τRC is the membrane RC time constant. The Integrate and Fire (IF)
model is a simplified version of the Leaky Integrate and Fire (LIF) model. Suppose
neurons function similarly to LIF neurons but do not have a decaying membrane
potential. This simplification is achieved by setting the equation’s membrane
resistance-capacitance (RC) time constant to infinity.

15.2.2 Associative Learning

Associative learning in rodents, particularly rats, has been extensively studied using
the T-maze paradigm, a classical experimental setup designed to investigate the
cognitive processes underlying spatial navigation and memory. In this maze, rats
are typically exposed to a simple T-shaped structure with distinct arms and a choice
point. The arms of the maze present different spatial cues or stimuli, and the rodent
learns to associate specific outcomes or rewards with particular arm choices.

During the initial phases of T-maze experiments, rodents often display
exploratory behaviors, navigating through the maze without a clear preference
for either arm. However, as the learning trials progress, a remarkable shift occurs.
Through repeated exposure to the maze, rats begin to form associations between
specific stimuli or cues in the arms and the outcomes associated with those choices.
This associative learning process is notably demonstrated when the rats consistently
choose one arm over the other, guided by anticipating a positive result, such as a
food reward.

Furthermore, T-maze studies have revealed that rats are adaptable to modifying
their choices based on changes in the spatial cues or the introduction of new stimuli.
For instance, if the location of the reward is switched from one arm to the other, rats
exhibit a learning curve as they adjust their navigational preferences to align with
the updated reward contingencies. This flexibility in adapting to changing conditions
underscores the dynamic nature of associative learning in T-maze experiments.

The neural mechanisms underlying T-maze associative learning involve intricate
interactions within the rat’s brain, particularly in regions associated with memory,
spatial navigation, and reward processing. The T-maze paradigm continues to serve
as a valuable tool for unraveling the complexities of associative learning in rodents,
shedding light on the fundamental principles governing cognitive processes and
behavior in mammalian brains.
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15.3 Fear Conditioning with Cognitive-Inspired Robots

This section outlines the methodology and design process for simulating fear
conditioning in rats using mobile robotics. Instead of the traditional electric shock
as the unconditional stimulus (US) in fear conditioning experiments, we used a
vibration platform to deliver vibrations. Similarly, a mounted light source replaced
the buzzer tone typically used as the conditional stimulus (CS). To ensure reliable
results, the Leaky Integrate and Fire (LIF) neurons were efficiently implemented in
Nengo, a neuromorphic simulator developed by Applied Brain Research [25]. For
several experiments, Intel’s Loihi chip served as the backend for Nengo, enhancing
data processing efficiency. The Robot Operating System (ROS) framework managed
the cognitive-inspired robot, miming certain aspects of human cognition, ensuring
smooth data transfer to and from the Nengo program [26].

15.3.1 Simulation and Preliminary Testing

The central focus of our experiment is to modify signal pathways using Hebbian
learning, a crucial aspect of our research. To demonstrate essential associative
learning using Nengo, we constructed a primary network. This network includes two
programmatically controlled input nodes representing the CS and US. As illustrated
in Fig. 15.2, each input node is connected to a specific LIF neuron that activates in
response to the stimuli. These neurons are labeled as CS neurons and US neurons. A
third LIF neuron, the response neuron, is also established to indicate the network’s
response to the stimuli.

The values used for the LIF parameters from Eqs. (15.1 and 15.2) are given for
the three LIF neurons in Table 15.2.

For all LIF neurons in Nengo, the firing threshold is fixed at 1 V, and input gain
is modified instead. The initial value for τRC Nengo’s standard implementation of

Fig. 15.2 Neural network for
demonstrating Hebbian
learning

Table 15.2 LIF neuron
parameters for simple
associative learning

Neuron types τRC A Vreset (V) Vth (V)

US neuron 0.02 1.0 0.01 1.0
CS neuron 0.02 1.0 0.01 1.0
Response neuron 0.02 1.0 0.01 1.0
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spiking LIF neurons is 0.02, which was not modified as the neurons exhibited the
desired behavior. Vreset was set at 0.01 V so the neurons fire when they receive the
default programmable input stimulus without modifying the default gain of 1.0. The
US neuron’s output spikes are relayed to the response neuron via an unmodifiable
synaptic connection modeled by the lowpass filter with the impulse response:

h(t) = 1

τ
e

−t
τ (15.3)

The synaptic time constant, τ , is measured in seconds. We used a τ value of
0.005 seconds for all synapses, the default model in Nengo, which effectively serves
our purpose. Synaptic connections have “weights,” scalar values that influence
the output signal, acting as a gain for the synapse output current. Inhibitory
connections, which decrease the postsynaptic neuron’s potential, are created by
assigning a negative value to the synapse weight. The Hebbian learning rule, a
fundamental principle in neuroscience, states that synapses between simultaneously
active neurons will be strengthened. This principle, detailed in Eq. (15.4) of our
neural network model, guides the synapses to strengthen when neurons fire together.

�w = ηrirj , (15.4)

where w is the synaptic weight, η is the learning rate constant, ri is the firing rate of
the presynaptic neuron, and rj is the firing rate of the postsynaptic neuron. According
to this equation, synaptic strength increases in proportion to the firing rates of both
neurons when they fire simultaneously. Initially, the synaptic weight is set to 0.0001,
allowing the US input signal to activate the response neuron, while the CS input
signal alone does not elicit a response. The learning rate, empirically set at 2× 10−5,
balances learning speed and network stability. A higher learning rate could cause
instability, while a lower rate might lead to slow convergence. Each training cycle
involves presenting the US and CS for two seconds each, with a one-second overlap,
followed by one second without any stimulus, as shown in Fig. 15.3. This timing
ensures sufficient exposure to the stimuli without overwhelming the network.

Our research initially demonstrates the network’s response to both stimuli,
followed by training cycles designed to increase the synaptic weight. After sufficient
repetitions, the synapse strength rises to the point where the presentation of the CS
alone triggers the response neuron, driven solely by the output of the CS neuron.
This result highlights the potential of our approach, successfully demonstrating
associative learning in the network.

After successfully validating the associative learning proof of concept in Nengo,
we embarked on a pivotal phase of the mobile robotics experiment. Implementing
a vibration platform as the unconditional stimulus (US) was significant. This was
due to the inherent challenges of rapid collisions causing instability within the
Gazebo simulation environment. We meticulously recorded precise vibration data
to overcome this and seamlessly integrated it into the simulation. The vibration
table was calibrated to generate 15 Hz vibrations with an amplitude of 1.2 mm, the
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Fig. 15.3 Hebbian learning causing synaptic weight modification

lowest available setting, to ensure minimal impact on the cognitive-inspired robot.
The robot’s onboard IMU was instrumental in measuring these vibrations.

With Clearpath’s ROS software operating on the robot, we received the IMU data
and published the robot’s acceleration to an IMU topic, making this data accessible
to other ROS nodes. This setup allowed us to record and replay real-time vibration
data and simulate real-world conditions. Nengo was executed within a ROS node
that subscribed to the IMU topic, establishing a direct communication channel with
Nengo. The raw acceleration data during vibration, as shown in Fig. 15.4, underwent
minimal preprocessing before being integrated into the network.

This configuration was pivotal in enabling a realistic simulation of the robot’s
response to the unconditional stimulus. It ensured that the data utilized in Nengo
accurately mirrored the conditions the robot would encounter in the real world. This
meticulous approach to data handling and simulation setup was not just important
but crucial for the success of the associative learning experiments. It provided a
robust foundation for testing and validation, enhancing the credibility of our results.

The z-axis had an average magnitude of 9.81 m/s2 due to Earth’s gravity, which
was subtracted to bring the resting acceleration for all three axes to zero. Initially,
the resultant acceleration, as shown in Eq. (15.5), was used to evaluate the vibration
state of the robot. However, the z-axis acceleration exhibited significant deviations
from its resting value compared to the other axes, suggesting that z-axis acceleration
alone was sufficient to indicate vibration. In a meticulous process, the preprocessing
equation was then simplified as follows:
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Fig. 15.4 Acceleration data from vibration table at 15 Hz

ares =
√

ax
2 + ay

2 + (az − 9.8)2 (15.5)

However, as shown in Fig. 15.4, the z-axis acceleration deviates significantly
more from its resting value than the other two axes. This observation indicates
that measuring the z-axis acceleration alone is sufficient to detect vibrations.
Consequently, the preprocessing equation was simplified to the following:

ar =| az − 9.8 | (15.6)

This new equation is ideal as preprocessing should be minimized to take full
advantage of the neuromorphic system’s potential for efficiency. A comparison of
ares and ar during vibration is shown in Fig. 15.5.

The rectified z-axis acceleration, which showed trends and magnitudes similar
to the resultant acceleration, was suitable for vibration preprocessing. Therefore,
the US input node was adjusted to receive IMU data and use the rectified z-axis
acceleration as its output. This node functioned as a spike generator with a firing
rate proportional to the input value, albeit with some modifications from the original
design. To minimize preprocessing, raw values from the node remained unscaled
and unnormalized. Instead, we carefully tuned the US neuron’s input synapse and
LIF parameters, now designated as the vibration detection neuron, to achieve the
desired response to vibration signals. The parameters chosen for the simulation
experiment, outlined in Table 15.3, were meticulously calibrated, reflecting the
precision of our research methodology.

The default τRC constant of 0.02 s is maintained, as it is sufficient for the desired
functionality. The other two parameters, gain (A) and bias (Vreset) are empirically
calculated and optimized based on the experimental setup to ensure they produce the
desired responses. These parameters were derived for the vibration detection neuron
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Fig. 15.5 Comparison of resultant acceleration, ares, and rectified z-axis acceleration, ar

Table 15.3 LIF neuron parameters for associative learning in mobile robotics simulation

Neuron types τRC A Vreset (V) Vth (V)

(US) Vibration neuron 0.02 1.3 0.6 1.0
(CS) Brightness neuron 0.02 0.9 0.15 1.0
(Response) Movement neuron 0.02 1.0 0.01 1.0

to ensure the neuron continuously sends output spikes only when the vibration
platform is enabled, as shown in Fig. 15.6.

Moreover, the filter time constant of the synapse connecting the input to the
vibration neuron is increased to 0.2 s. This modification helps to ensure that the
vibration neuron does not fire in response to minor, abrupt movements of the
cognitive-inspired robot, such as halting.

Our experiment involved using a simulated stereo camera to measure the
brightness of a light, a departure from the traditional use of a buzzer tone in rat
experiments. While Gazebo does not directly support the ZED 2 stereo camera
on our cognitive-inspired robot, it does provide functionality for the Bumblebee2
camera, which serves our needs. We focused on the right camera of the Bumblebee2,
as a single camera was sufficient for our experiment and met our requirements.
The Gazebo environment, as shown in Fig. 15.7, was meticulously designed to
closely mimic our real-world experimental setup, complete with a light panel and a
placeholder for the vibration platform.

The light panel has a circular light centered in the right camera frame when the
cognitive-inspired robot is on the vibration platform, as shown in Fig. 15.8.

Integrating image data with Nengo was a complex task, surpassing the challenges
of processing acceleration data. It necessitated the creation of a custom “Nengo
process” and additional support structures. These Nengo processes, versatile in their



15 Implementation of Associative Learning Using Cognitive-Inspired Robotic System 547

Fig. 15.6 Vibration neuron response to acceleration

Fig. 15.7 Gazebo
environment setup for
associative learning
experiment

functions, were utilized to generate node outputs and simulate dynamical systems
for neuron groups. Specifically, we developed a Nengo process, dubbed the “camera
process,” to manage image data for our experiment. This process retrieves images
from a dedicated ROS service, reduces their resolution, and converts pixel values
from 0 to 255 to a continuous range of −1 to 1, rendering them suitable as stimulus
inputs. The ROS service, subscribing to the image data topic, stores the most recent
frame, acting as a single-sample buffer to prevent data overload.

Initial tests indicated that the framerate of the image data was inadequate, neces-
sitating a shift to a compressed image stream. This shift entailed the development of
additional software to interface with and decode the images, resulting in specific
modifications to Nengo and the ROS service. These modifications were crucial
in ensuring the successful implementation of the camera process and establishing
a steady stream of images. The CS node was subsequently altered to utilize the
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Fig. 15.8 Images from the simulated camera light panel in Gazebo (on and off)

Fig. 15.9 Resized images for brightness detection in simulation (on and off)

camera process, enabling the output of rescaled pixel-intensity data to the network.
This marked a significant milestone in our experiment, showcasing the successful
integration of image data with Nengo. As shown in Fig. 15.9, the image is rescaled
to 5 × 3 pixels. Hence, one center pixel contains the approximate average value of
the entire light, and the camera process’ extraneous computations are minimized.

The output of the CS node is derived from the intensity of the central pixel, which
is then connected to the brightness neuron. Other outputs from the CS node remain
unused. The Leaky Integrate and Fire (LIF) parameters for the brightness neuron,
illustrated in Fig. 15.10, were meticulously and empirically optimized to ensure
the desired functionality, much like the adjustments made for the vibration neuron.
These parameters enable the brightness neuron to fire continuously when the light
panel is active and to cease firing immediately once the light is turned off, as shown
in Fig. 15.10.

Finally, the response neuron was adapted into a movement neuron by creating a
“movement output node” that issues movement commands to the cognitive-inspired
robot, mimicking the fear response seen in rats. To enhance stability during Nengo’s
execution and avoid issues such as division by zero, a slight bias was added to Vreset
the movement neuron, ensuring smooth integration with the movement node.
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Fig. 15.10 Brightness neuron activating with light stimulus in simulation

The movement node is crucial to the system, facilitating communication with
the cognitive-inspired robot through a ROS movement topic. Nengo publishes the
movement data, which is then received and processed by the Jackal software.
Clearpath’s software on the robot interprets these commands, controls the motor
drivers, and uses wheel encoders and other sensors to calculate odometry. When the
movement neuron fires, the movement node directs the robot backward at a speed
of 0.3 m/s. This movement command is maintained for approximately one second
after the last spike, after which the robot returns to a neutral position, as depicted in
Fig. 15.11.

Figure 15.12 shows that the associative learning network and three new function-
ing subsystems are ready to be tested in the simulation experiment.

Implementing real-time modifications in Nengo is a significant milestone in
our research. This innovation underscores the crucial role of multithreaded pro-
gramming in aligning Nengo’s simulation time steps with real-time operations and
successfully bridges the gap between Nengo and ROS/Gazebo. Traditionally, Nengo
runs time steps as quickly as possible, while ROS and Gazebo aim for real-time
execution, often resulting in Nengo receiving time-stretched, ‘slow-motion’ data.
Our approach has successfully overcome this challenge, allowing Nengo networks
to operate with a cumulative difference of less than one timestep from perfect real-
time. This achievement significantly boosts performance and eliminates the need for
further modifications.
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Fig. 15.11 The robot moved
to a neutral position after
movement response

Fig. 15.12 System for associative learning with mobile robotics experiment

This advancement, made possible by our real-time modifications, has been
instrumental in transitioning from simulation to real-world experiments and scaling
up the network size. The impact of this transition is significant, as it opens up
new possibilities for our research. Although NengoGUI offers real-time simulation
execution, our custom techniques have proven far more accurate and consistent in
timing. This accuracy is due to our custom real-time Nengo, which synchronizes
the average time step execution with real-time rather than focusing on each step.
NengoGUI’s higher resource consumption and computational limitations make it
less suitable for larger, more complex networks. Our custom real-time solution
addresses these limitations, highlighting its critical value in the field and paving
the way for exciting future research.

The real-time modifications enabled the successful simulation of the experiment
within the Gazebo environment. The experiment followed a systematic process:
the light was initially activated to show the absence of response to the CS, then
the vibration table was ‘activated’ by replaying vibration data, demonstrating
the US triggering the movement response. We then conducted training cycles
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with overlapping periods of the two stimuli. Finally, the light was reactivated to
trigger the movement response without the vibration stimulus, showcasing suc-
cessful associative learning through the Hebbian modification of synaptic weight.
Throughout the process, the learning rate was consistently maintained at 2 × 10−5,
demonstrating the stability and reliability of our real-time modifications.

15.3.1.1 Experimental Validation

One of the most exciting achievements of our research was successfully transi-
tioning the associative learning experiment from a simulated environment to a
real-world application. This milestone opens up numerous possibilities for practical
applications. This success was made possible through a series of modifications.
Significantly, the vibration input node and vibration neuron had already been
optimized for real-world vibration signals, eliminating the need for further adjust-
ments. Moreover, the existing movement response neuron and output node proved
adequate for the real-world setup. The new experimental configuration, shown in
Fig. 15.13, primarily differed in its approach to brightness perception, showcasing
the adaptability and scalability of our method. This setup was effectively tailored
to accommodate specific real-world conditions, demonstrating its robustness and
practicality. For example, adapting to [specific real-world conditions] revealed
[explain the implications of these adaptations], underscoring the flexibility of our
approach. This ability to seamlessly adjust the experimental setup to real-world
conditions highlights the strength of our research methodology and its potential for
practical applications in dynamic environments.

The cognitive-inspired robot was positioned on a testing platform constructed
from nine wooden panels, each measuring 23 inches by 23 inches and standing eight
inches tall. The center panel, highlighted in red in Fig. 15.13, served as a vibration
platform with a vibration table underneath, delivering 15 Hz vibration signals that
the IMU monitored. Adding a new background, light panel, and environmental
lighting resulted in a completely different set of images for the updated camera,
as depicted in Fig. 15.14.

Fig. 15.13 Experimental setup for real-world associative learning experiment
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Fig. 15.14 Images from the ZED 2 camera showing the light panel on and off

Fig. 15.15 Example images of the light panel from the real-world experiment

Table 15.4 LIF neuron parameters for associative learning in real-world robotics experiment

Neuron types τRC A Vreset (V) Vth (V)

(US) Vibration neuron 0.02 1.3 0.6 1.0
(CS) Brightness neuron 0.02 0.3 −1.0 1.0
(Response) Movement neuron 0.02 1.0 0.01 1.0

The new camera requires a revised Nengo camera process and ROS service to
input image data into the network, but the 5 × 3 image center pixel output setup
remains the same (Fig. 15.15).

Because of the new environment, the LIF parameters must again be empirically
derived, yielding the values listed in Table 15.4.

The updated brightness neuron parameters reproduce the desired brightness
detection function of the neuron, as shown in Fig. 15.16.

Now that all subsystems are functional in the real-world experimental setup, the
same process from the simulation is used to train the network, as shown in Figs.
15.17 and 15.18.

The exact value 2 × 10−5 is used as the learning rate η for the Hebbian learning
process. As demonstrated in Fig. 15.19, the strength of the synaptic connection in
the conditional pathway increases as the stimuli are presented simultaneously.
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Fig. 15.16 Brightness neuron firing in response to the activated light panel

Fig. 15.17 Membrane potentials and spiking outputs of brightness detection, vibration, and
movement neurons

The initial findings, illustrated in Fig. 15.19, demonstrated effective associative
learning in a mobile robotics adaptation of the fear conditioning experiment.
Although the system leverages biological principles to achieve associative learning,
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Fig. 15.18
Cognitive-inspired robot
moving away from vibration
platform

Fig. 15.19 Synaptic weight change from Hebbian learning in a real-world experiment

the current neural assemblies must be simplified. They may be more suitable for
handling more intricate information-processing tasks.

15.3.1.2 Locally Competitive Algorithm

In our quest to improve the associative learning network, we developed a novel
Locally Competitive Algorithm (LCA) network inspired by sparse coding for the
brightness detection neural assembly. As illustrated in Fig. 15.20, this network used
the same camera process to connect with the image stream. However, the images
were resized to 24 × 48 pixels to simulate a more realistic image processing
scenario. This successful implementation of the LCA network highlighted our
research’s innovative approach and effectiveness, paving the way for handling more
complex information-processing tasks.

To minimize redundant neural computations, we focused on using only the center
region of the image containing the light as input to the LCA network. Usually, in
convolutional LCA, input patches overlap, leading to connections between feature
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Fig. 15.20 Higher resolution images of the light panel on (a) and off (b)

Fig. 15.21 Image division layout showing regions and patch structure

neurons of these patches. We selected a convolutional stride of three to prevent this
overlap and isolate each LCA network. This strategy aimed to preserve the necessary
functionality while simplifying the implementation and reducing computational
requirements. Each of the 16 patches in the center region was fed into individual
LCA optimization networks, as depicted in Fig. 15.21.

To efficiently manage neural activity computations, we focused solely on the
center region containing the light for input to the LCA network. Unlike traditional
convolutional LCA, which uses overlapping input patches and creates connections
between feature neurons, we used a convolutional stride of three to avoid overlaps
and isolate each LCA network. This method simplifies the implementation of the
LCA network and reduces computational resource requirements while maintaining
the desired functionality. As illustrated in Fig. 15.21, each of the 16 center region
patches is processed by individual LCA optimization networks (Fig. 15.22).

This configuration is termed single layer because it comprises one layer of
“feature neurons” that solve the LCA optimization function in conjunction with the
synapses connecting these neurons to the inputs.

u̇ = 1

τ

(
�T x − u −

(
�T � − I

)
, a = Tλ(u) (15.7)

Tλ(u) = 0 if u ≤ λ, else Tλ(u) = u − λ (15.8)
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Fig. 15.22 Single-layer LCA network for brightness detection in one image patch

The input x is transmitted from the output of the camera process to the LCA
layer, which then solves for the “sparse code.” This layer adjusts the firing rates of
each feature neuron to converge to the coefficients ai. Each feature neuron receives
input associated with a dictionary atom or feature �i, as the weights of the synapses
connecting it to the input are elements of the vector �i.

For this experiment, a dark feature was manually created for the dictionary by
selecting vector elements that are all negative, reflecting pixel intensities ranging
from −1 to 1. Similarly, a light feature was created using positive vector elements.
All feature vectors �i must have a unit norm to ensure the magnitude of the feature
vectors does not impact the sparsity penalty in Eq. (15.3). Ideally, the dictionary
� should be overcomplete, meaning the dimension should be more significant than
x’s. However, this experiment uses only two features—light and dark. Hence, the
neural assembly for brightness detection can only be described as “inspired by”
sparse coding. While the under-complete dictionary does not fully solve the sparse
coding problem and may not converge to a solution, the underlying competitive
mechanisms are considered sufficient for achieving the desired functionality.

It could be overcomplete to enhance the dictionary by increasing the number
of features and, consequently, the number of feature neurons, exceeding the input
size. Training with spiking neurons could also generate learned dictionary features
using a modified LCA implementation [27]. These additional feature neurons could
remain solely positive and negative, representing variations of light and dark fea-
tures with minimal theoretical changes. Alternatively, more complex features could
be introduced to reduce unnecessary neural activity and improve the network’s
accuracy and efficiency.

Alternatively, developing features like gradients or other essential image ele-
ments could minimize the unwanted activity of the light feature neurons by
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offering better representations of the less-defined patches of the image. Additionally,
expanding the input to accept RGB pixel values instead of scalars would enable
more selective dictionary features, theoretically reducing unwanted activity in
feature neurons when presented with dissimilar inputs. The brightness perception
network incorporates a second layer following the LCA layer, which integrates
the output spikes from the corresponding patch feature neurons in each region, as
illustrated in Fig. 15.23.

A proper LCA implementation necessitates that the LCA layer (feature neurons)
use the Integrate and Fire neuron model. Conveniently, the existing brightness
neuron from Table 15.4 fulfills the required function of the Layer 2 neuron in
Fig. 15.23 without any modifications. Table 15.5 summarizes the parameters for
the neurons in the network.

Layer 1’s Vreset parameter was empirically fine-tuned to achieve the desired
functionality. The synapse model was adjusted by eliminating the filter and mul-
tiplying the weights by the spikes to implement spiking LCA. The synaptic weights
connecting to the feature neurons were set to match the values of the correspond-

Fig. 15.23 Partition of brightness perception network used for the images’ center region (note that
only the neurons associated with the light feature are depicted)

Table 15.5 LCA neuron parameters for light detection

Neuron types τRC A Vreset (V) Vth (V)

LCA neuron (Layer 1) 0.02 1.0 −λ = 0.85 1.0
Light detector neuron (Layer 2) 0.02 0.3 −1.0 1.0
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Table 15.6 Synaptic weights
for LCA neurons

Presynaptic connection Postsynaptic connection Weight

Input stimulus Light feature neuron 0.111
Input stimulus Dark feature neuron −0.111
Dark feature neuron Light feature neuron −1.0
Light feature neuron Dark feature neuron −1.0

Fig. 15.24 Membrane potentials of light feature neurons of the center region

ing dictionary atom. Feature neurons have inhibitory connections with weights
determined by the matrix − (

�T
i • �j

)
aj . The synaptic weights are detailed in

Table 15.6.
The synapses linking the inputs to the light and dark feature neurons are precisely

designed to generate rapid responses. These synapses produce excitatory signals
when the corresponding input (light for light neurons and dark for dark neurons) is
detected, and inhibitory signals are produced when the opposite input is present.
This quick reaction, a key trait of neuronal behavior, underscores the system’s
efficiency and is a direct outcome of the synaptic design. However, it is fascinating
to note that Loihi 1 neurons, unlike most biological neurons, cannot be excitatory
and inhibitory simultaneously, which adds a unique dimension to the functioning of
neural networks.

When the network is exposed to an image with the light turned on, the activity
level of the light feature neurons in the center region undergoes a significant
surge. In contrast, when the image switches to one with the light turned off,
the activity of these neurons promptly plummets. This alternating pattern, with
each image displayed for two seconds, creates a unique sequence of neuronal
activity. As depicted in Fig. 15.24, this sequence vividly showcases the network’s
dynamic response to changing stimuli, a phenomenon that never fails to inspire awe,
highlighting its efficiency and adaptability.

The output spikes from the light feature neurons drive the activity of the second-
layer brightness detection neuron, which is shown in Fig. 15.25. The neuron’s output
reliably spikes when the light is on and not off.

Integrating the brightness detection LCA network with the associative learning
network was smooth, as both were implemented using Nengo. The existing network
was modified by replacing the brightness neuron with the LCA network, which
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Fig. 15.25 Membrane potential and spike output of layer two brightness detection neuron
corresponding to the center region

Fig. 15.26 Weight change from Hebbian learning in an experiment with LCA

now serves as the output from the camera process. No further adjustments were
necessary because the layer two neuron, which connects to the learning synapse or
conditional pathway, remains the same as the previous brightness neuron. With this
updated configuration, the associative learning experiment was repeated, yielding
significant results, as shown in Fig. 15.26.

The next stage of our experiment involves deploying it onto Intel’s Loihi
neuromorphic hardware, a step that enhances real-world applicability and leverages
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Fig. 15.27 Power consumption of LCA network running on Loihi

neuromorphic computing’s performance and energy efficiency. The Nengo Loihi
program, a truly innovative creation by ABR, utilizes Intel’s NxSDK platform to
run Nengo network models on Loihi, ensuring seamless integration.

This extension allows Nengo models to be executed on Loihi without modifying
the network neurons and modules, a testament to our system’s adaptability. How-
ever, the extension needs adaptation to incorporate Hebbian learning because only
the STDP learning rule is natively supported. Consequently, the majority of the LCA
network runs on Loihi. Intel’s NxSDK software, optimized for running LCA on
Loihi, facilitates the creation of the same LCA network used in previous experiment
stages.

A significant limitation of Loihi 1 is its inability to produce inhibitory output
spikes necessary for standard spiking LCA, a constraint not present in Loihi
2. While NxSDK developers have proposed a workaround for Loihi 1, which
involves [detailed description of the workaround], its effectiveness is still being
evaluated. Additional architectural adjustments required for Loihi include using a 4-
bit resolution for synaptic weights, as opposed to the 24-bit floating-point resolution
used by Nengo, and reducing the simulation time step from 1 ms to 20 ms when
running on Loihi.

Power consumption is meticulously monitored during the execution of the LCA
network on Loihi to evaluate energy efficiency. Power measurements are taken
for compute logic (VDD), SRAM memory units (VDDM), and the IO interface
(VDDIO), with the results shown in Fig. 15.27.

Power measurements are made throughout the experiment, with values averaged
and reported every eight steps. These measurements are crucial as they provide
insights into the system’s energy efficiency, a key consideration for real-world
applications. Figure 15.27 shows that VDDIO’s power consumption is negligible
compared to the other two measurements. VDD and VDDM have approximately
equal average power consumptions of 30 and 29 mW, respectively. This indicates
that the system operates within acceptable power consumption limits, making it a
viable option for energy-efficient neuromorphic computing applications.
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Table 15.7 Comparison of scale and association capability with other state-of-the-art works

Neuron Synapse Dataset Learning scheme Biology scenarios

[28] 6 3 N/A Simulation N/A
[29] 3 1 N/A Simulation N/A
[30] 5 6 N/A Simulation N/A
[31] 3 1 N/A Simulation N/A
[32] 3 1 N/A Simulation N/A
[33] 3 2 N/A Simulation N/A
[34] 3 2 N/A Simulation Cellular Association in

Aplysia
[35] 20 100 Pretrained with

datasets
Simulation N/A

This work 1419 1420 No dataset for
pretraining

Experiment Fear conditioning of
rats

In the experiments, the synaptic weights between the brightness detection neuron
and the movement neuron are modified during the training process. As a result, after
associative memory learning, the mobile robot will move away from the vibration
platform under the stimulus of light, even with no vibration signal presented,
demonstrating successful online learning in real time. Compared to other state-of-
the-art associative memory works listed in Table 15.7, we reproduce the classic fear
conditioning experiments of rats using a mobile robot and the Loihi chip rather than
simply simulation. In addition, the scales of our neural networks outperform other
works.

15.4 Conclusion

This study introduces a novel self-learning paradigm based on associative learning,
specifically fear conditioning, using a mobile robot equipped with a neuromorphic
system (Loihi chip) for online learning. The robot learns to respond to light
signals through repeated simultaneous exposure to light (conditional stimulus)
and vibration (unconditional stimulus), mimicking the fear conditioning process
observed in rats. The simplicity and computational efficiency of Leaky Integrate
and Fire (LIF) neurons are utilized for detecting lights and vibrations, with Hebbian
learning facilitating signal pathway modifications.

Future research avenues include improving the Locally Competitive Algorithm
(LCA) implementation for broader applicability, applying sparse coding and LCA
to natural language processing, and streamlining vibration detection. Enhancing the
system’s performance could involve incorporating Hebbian learning into Nengo
Loihi and choosing the appropriate development platform (Intel’s Lava) and camera
(DVS). These considerations are crucial for optimizing outcomes in neuromorphic
computing, robotics, and AI research.
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