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Abstract

We study existence and structure of solutions to the Dirichlet and Neumann bound-
ary problems associated with minimizers of the functional I(u) = [,(¢(z, Du+ F) +
Hu) dx, where ¢(z,£), among other properties, is convex and homogeneous of degree
1 with respect to £&. We show that there exists an underlying vector field N that char-
acterizes the existence and structure of all minimizers. We also investigate existence
of solutions under the barrier condition on 0€). The results in this paper generalize
and unify many results in the literature about existence of minimizers of least gradient
problems and P—area minimizing surfaces.

1 Introduction and Statement of Results

In the last two decades, numerous interesting work have been published on existence, unique-
ness and regularity of minimizers of functionals of the form

/Qg(:)s, Du(z)) + k(z,u) dx,

where ¢ is convex and k is locally Lipschitz or identically zero. For background, we encourage
the reader to explore the tree of references stemming from [7, 8, 12, 13, 16, 23, 33, 24, 25,
26, 39]. This paper is a continuation of the authors’ work in [33], where the authors proved
existence and structure of minimizers of P-area minimizing surfaces in the Heisenberg group
(see also [12, 33, 39] for background literature on P-minmal surfaces in the Heisenberg group).
Let © be a bounded open set in R?", and

/ / /
X = (21,27, T2, Ty, ..., Ty, x)) € S
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Let v : R?™ — R, and consider the graph (X, u(X)) in the Heisenberg group of dimension
2n + 1 with prescribed p-mean curvature H(X). Then u satisfies the equation

Vu— X~
v (m) -4 o

where X* = (2, —x1, 2y, —x9,..., 2, —2,). Equation (1) is the Euler-Lagrange equation

) n’

associated to the energy functional
E(u):/(|Vu—X*|+Hu)dx1/\dx/1/\-~-/\dxn/\dx'n. (2)
Q

In [33] the authors investigated existence and structure of minimizers of the more general
energy functional

I(u) = /Q (a|Vu+ F|+ Hu) dz, (3)

under Dirichlet and Neumann boundary conditions and showed that there always exists a
vector field N that determines existence and structure of minimizers. Here a € L>(Q) is a
positive function and F € (L*°(Q))™.

In this paper, we study a more general class of functionals which includes (3) as a special
case, namely

](u)z/ﬂ<p(:c,Du+F)+Hu, (4)

where ¢ :  x R” — R is convex, continuous, and homogeneous function of degree 1 with
respect the the second argument. Unless otherwise stated, we assume that €2 is a bounded
open set in R™ with Lipschitz boundary, F' € (L*(Q))", H € L*(Q), and ¢ is assumed to
satisfy the following conditions

(Cy) There exists a > 0 such that 0 < p(z,§) < a[¢] for all £ € R™.
(Cs) &€ p(x,€) is a norm for every x.

While it not generally required, for some of our results we will also assume that
(C3) There exists § > 0 such that 0 < g |¢] < p(z,§) for all £ € R™.

This problem is of particular interest since the energy functional I(u) is not strictly convex
which makes analysis of existence and uniqueness of minimizers a highly non-trivial problem.
The Rockafellar-Fenchel duality shall play a key role in our study of this problem.

A broad and active area of research is weighted least gradient problems, a special case
of (4) in which F =0, H =0, and ¢(z,&) = a|{|, where a € L>(Q) is a positive function.
This class of sub-class of problems have applications in conductivity imaging and have been
extensively studied by many authors, see [21, 22, 29, 30, 31, 32, 34, 35, 36, 37, 40, 41, 42, 43].
Another interesting special case of (4) is when F' =0, H =0, and ¢ is given by

1/2
(ZE f = a (Z U &5]) )

J=1
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where 0y = (0%),xn, With ¢ € C%(Q2). This problem has applications in imaging of
anisotropic conductivity from the knowledge of the interior measurements of current density
vector field (see [21]). In [14], the authors study the case with H = 0 and show that, under
the so called bounded slope condition, the minimizers are Lipschitz continuous.

Next we present few preliminaries which are required to understand and the energy
functional (4). For an arbitrary u € BV,.(R™), an associated measure ¢(z, Du + F) is
defined by

/ o(x, Du+ F) = / o(x,v"(z))|Du+ F| for each bounded Borel set A, (5)
A A

with the vector-valued measure Du + F' having a corresponding total variation measure
|Du + F|, and v*(z) = d‘fgﬁi; is the Radon-Nikodym derivative. We use standard facts
about functions of bounded variation as in [2], [22], and [29]. For any open set U, we also

have

/ng(z, Du+ F) = sup {/U(uv Y =Y -F)dz:Y € C(U;R™),sup (2, Y (z)) < 1},
(6)

where ¢(z,¢) has a dual norm on R™, ©°(x,¢), defined by

' (x,&) :==sup{&-p:p(x,p) < 1}

As a consequence of condition (C}), the dual norm ¢°(x,-) has the equivalent definition

’(x,€) = sup {@fgf;z) p€ R”} : (7)

Remark 1.1 The definition in (6) allows to define [, o(x, Du+F) for functions u € BV ()
with Vu & WHYQ). Indeed the right hand side of (6) is well-defined for any integrable
function u. To see the motivation behind the definition (6), suppose v € W1Y(Q) and
W(z,Y) < 1. Forp= 2L and ¢ = Y it follows from (7) that

| Du+F|
Du+ F Du+ F
Y ——— <plz,—— ).
|Du + F| |Du + F|

Du+ F
D F) = — | |D F
[reimen- o B2k s

Du+ F
> -Y.———|D F
—/Q Dus vt

:/—Y-Du—Y-F
Q

This implies

:/(uV~Y—Y~F), VY € C(UsR).
Q

It is also easy to see that that the inequality above would become an equality in the limit for
a sequence of functions Y, € C2(U;R™).



This paper is outlined as follows. In Section 2, we prove existence results under the
Neumann boundary condition. In Section 3, we study existence of minimizers with Dirichlet
boundary condition. Finally, in Section 4 we provide existence of P-area minimizing surfaces
under a so called barrier condition on the boundary 0f).

2 Existence of minimizers with Neumann boundary
condition

In this section we study the minimization problem

inf  I(u) ::/go(:c,Du+F)+Hu, (8)
u€BV () Q

where

BVGD:{UEBVGDiéuzo}

We commence our study of minimizers of (8) by applying the Rockefeller-Fenchel duality
to the problem. Consider the functions E : (L?(Q))” — R and G : H(Q) — R defined as

M@ZL¢@¢+E and mm:AHm

where [(Q) = {u€ H'(Q): f,u = 0}. Then (8) can be equivalently written as

(P) inf {E(Vu)+ G(u)}. 9)

ue ()
The dual problem corresponding to (9), as defined by Rockafellar-Fenchel duality [15], is

(D) max {=E7(b) = GT(=V"b)}- (10)

Note that convex functions E' and G have convex conjugates E* and G*. Furthermore, gra-
dient operator V : H'(Q) — L?(Q2) has a corresponding adjoint operator V*. As computed

in [33], we have
G*(=V*b) = sup {—/Vu-b—/Hu}.
ueH(Q) Q Q

This can be more explicitly calculated by noting that for all real numbers ¢, cu € H 1)
whenever u € H*(Q). Thus,

0 ifUED(),

mpwm:{

where
Dy = {b c (L))" / Vu-b+ Hu=0, forall ueée Hl(Q)} ) (12)
Q
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The computation of £*(b) is done in Lemma 2.1 of [29], which yields

—(F.b)y if ©°(z,b <1 in Q
2 = { (F.b) i (w,b(2)) < 1 in 13)
00 otherwise .
Thus the dual problem can be rewritten as
(D) sup{(F,b) : b€ Dy and ¢°(z,b(z)) <1 in Q}. (14)

Let the outer unit normal vector to 02 be denoted by vq. There is a unique function
b, vo) € L3, (09), whenever V -b € L"(12) for every b € (L*°(Q2))", such that

/ [b,yg]ud’}-["_l:/uV-bd:c+/b~Dud:c, u e CHQ). (15)
o0 Q Q

Indeed in [I, 3] it was proved that the integration by parts formula (15) holds for every
u € BV(Q), asu — (b-Du) gives rise to a Radon measure on Q2 foru € BV (2), b € (L>(2))",
and V- b e L"(Q).

Lemma 2.1 Let b € (L>(2))" N Dy. Then
V-b:H—/Hda: a.e. in €,
Q

and
[b,v0) =0 H" ' —ae. on 0.

The above lemma follows directly from equation (15) and the definition of Dy. It also
provides the insight that every solution NV to the dual problem (D) satisfies equation V- N =
H— fQ Hdx a.e. in Q. Moreover, at every point on 0f), the unit normal vector is orthogonal
to IV in a weak sense.

Theorem 2.2 Let Q be a bounded domain in R™ with Lipschitz boundary, F € (L*(Q))",
H e LX), and ¢ : Q x R® — R be a convex function satisfying (Cy) and (Cs). Then the
duality gap is zero and the dual problem (D) has a solution, i.e. there exists a vector field
N € Dy with ©°(x, N) <1 such that

inf / (¢ (¢, Du+ F) + Hu) dz = (F, N). (16)
ueH(Q) JQ
Moreover D » D "
u+ u+
— | =N+ — D Fl—ae in Q 17
‘p(‘”’|Du+F|) Dut ) (PutFl-ae in g (17)

for any minimizer u of (9).



Proof. It is easy to see that I(v) = [,(¢(x, Dv+F)+ Hv) is convex, and J : (L*(Q))" — R
with J(p) = [,(¢(z,p + F) + Hug)dx is continuous at p = 0, for a fixed uo, due to (C5).
Thus, the conditions of Theorem III.4.1 in [15] are satisfied. We infer that the optimization
problems (D) and (P) have the same optimum value, and the dual problem has a solution
N such that the duality gap is zero, i.e., (16) holds.

Now let u € H'(Q) be a minimizer of (9). Since N € Dy, we have

(N, F) :/Q<p(x,Du—|—F)—l-Hu

Du—+ F
- —  ~ )|D F H
/gz“0<x’|Du+F|>' wirls [
Du+ F
> N —|D F H
_/Q \Du—l—F\‘ u + H—/Q U

:/N~(Du+F)+Hu
0

:/N-F+/N-Du+Hu.
Q Q
= (N, F)

Hence, the inequality above becomes an equality and (17) holds. 0

Remark 2.3 The primal problem (P) may not have a minimizer inu € H'(S), but the dual
problem (D) always has a solution N € (L*(Q))". Note also that the functional I(u) is not
strictly convex, and it may have multiple minimizers (see [22]). Furthermore, Theorem 2.2
asserts that N determines @Zi;, |Du+ F|—a.e. in §, for all minimizers u of (P). More
precisely, since almost everywhere in  we have

¢’(x,N) <1 = o(z,p) > N-p
for every p € S"71. Therefore, the equality in (17) indicates that
N-p
¢(z,p)

1s mazimized by p = ‘g:ﬁi?', |Du + F|—a.e. In the case that F = 0, N determines the

direction of the gradient of u (%) and hence the structure of the level sets of minimizers
to (P).

We proceed to show that a solution to primal problem (P) exists in BV (2) provided that it
is bounded below. The proof that relies on standard facts about BV functions.

Proposition 2.1 Let ¢ : Q x R" — R be a convez function satisfying (C1), (Cs), and (C3).
If there exists a constant C, depending on €2, such that

max |H (z)| < C, (18)

z€Q

then the primal problem (P) has a minimizer.
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Proof. Consider the minimizing sequence u,, of functional I(u). By condition (C3) we have
/5|Vun+F| + Hu,, S/gp(x,Vun+F)+Hun <c,
Q )

for some constant ¢ independent of n. Moreover, the triangle inquality implies

[ovul= [or1= [l < [ a9~ [ 8171+ [ Hu < [ 8090+ Fl4Hu < c
" [ovul <+ [+ [ 5l

Applying Poincaré’s inequality implies that there exists a constant Cq, independent of n,
where

/ BIVun| < C + || H|| = Co / V| + / BIF|

= (B—CQHHHLoo(Q))/IVunI §C+/5|F|.

, C+ [ BIF]|
Vu,| < C' =
/| tal (8 = CallHI| L))

provided that 8 — Cql||H||L=() > 0 or equivalently

Finally,

s
Hl||po) < Ci= —.
e < 0= &

It follows from standard compactness results for BV functions that u,, has a subsequence,
denoted by u,, again, such that u, converges strongly in L' to a function @ € BV, and Du,,
converges to Du in the sense of measures. Since the functional I(u) is lower semicontinuous,
@ is a solution of the primal problem (8). O

3 Existence of minimizers with Dirichlet boundary con-
dition

Now, let us consider minimizers of the main functional with a given Dirichlet boundary
condition on 9. Let Q be a bounded region in R™ with Lipschitz boundary, F' € (L*(Q2)),
H e L*(Q), f € LY(09), ¢ : @ x R" — R a convex function satisfying (C;) and (C5), and

the minimization problem becomes

inf [ = D F H 19
it 1 / o (2, Dut F) + Hu, (19)

where



We perform the substitution F' = F 4+ V f to rewrite (19) in terms of BV functions that are
zero on Of). Since there always exists a function f € WH(Q) that is an extension of any
function in L'(£2), we have.

ue;l/f(m[(u) ::/fzgo(x,Du—i-F)jLHujL/QHfd:c.

Note that fQ H fdx is a constant, which implies (19) can be represented by the minimization

problem

inf )I(u) ::/go(x,Du+F)+Hu. (20)
Q

ueBVH(Q2

In Section 2 boundedness from below of functional I(u) was sufficient to provide existence
of minimizers in BV(Q2). This is not the case for (19), nor (20). The main reason for

nonexistence of minimizers is that for a given minimizing sequence such that w, — @ in
LY(Q) and @ € BV(Q), we have

I(u) < inf I
(@) < uegxl/o(m (u),

by the lower semicontinuity of /(u). However, since 0f) is a set of measure zero, the trace of
4 is not guaranteed to be zero. One of our main goals in this section is to prove existence of
minimizers for the highly nontrivial problem (20), and in turn for (19).

3.1 The Dual Problem

The setup of the dual problem here is identical to that of Section 2, with the exception of
the function space of potential solutions. Let E : (L*(Q2))" — R and G : H}(Q2) — R be
defined as

E(b):/ﬂgp(a:,bjLF) and G(u):/QHu.

Then (29) can be equivalently written as

(P inf {E(Vu)+ G(u)}. (21)

ueHL(Q)
The dual problem corresponding to (21), as defined by Rockafellar-Fenchel duality [15], is
(D) sup {=E"(b) = G"(=V'b)}. (22)

be(L? ()™

Then G*(—V*b) is given by
G*(=V*b) = sup {—/Vu-b—/Hu},
uEH(Q) Q Q

0 if u c ’50
0o if u & Dy(9),

and more explicitly

G (V) = {



where
Dy = {b e (L*(Q)": / Vu-b+ Hu=0, forall u€ H&(Q)} C Dy. (24)
Q

Finally, we use Lemma 2.1 in [29] to get

—(F if " <1 in Q
2 = { (F.b) i (wb(e)) < 1 in (25)
00 otherwise .
We can therefore rewrite the dual problem as
(D) sup{(F,b) :be Dy and ¢°(z,b(z)) <1 in Q}. (26)

A direct application of the integration by parts formula (15) implies that b € (L>(£2))" N
Dy if and only if
V-b=H ae. in Q.

Next we proceed to prove the analog of Theorem 2.2.

Theorem 3.1 Let Q be a bounded domain in R™ with Lipschitz boundary, F € (L*(Q))",
H e L[*(Q), v : QxR* - R a convex function satisfying (Cy), (Cs), and assume (P') is
bounded below. Then the duality gap is zero and the dual problem (D') has a solution, i.e.
there exists a vector field N € Dy with ©°(z, N) < 1 such that

inf /(ap(a:,Du+F)+Hu)dx: (F,N). (27)
ueH(Q) Jo
Moreover D » n »
u + u +
— | =N —— D F|—ae in Q 28

for any minimizer u of (21).

Proof. It is easy to show that I(v) = [,(¢(x, Dv+F)+Hv) is convex, and J : (L*(Q))" — R
with J(p) = [(¢(z,p + F) + Hug)dx is continuous at p = 0, for a fixed uo, due to (C5).
Thus, the conditions of Theorem II1.4.1 in [15] are satisfied. We infer that the optimal values
of (D) and (P) are equal, and the dual problem has a solution N such that the duality gap
is zero, i.e. (27) holds.



Now let u € Ay be a minimizer of (21). Since N € D,

(N, F) :/Q<p(x,Du—|—F)—l-Hu

Du—+ F
— —  ~ )|D F H
/Q“”(‘”’wwﬂ)‘ v Fl [
Du+ F
> N —|D F H
_/Q \Du—l—F\‘ u+ H—/Q U

:/N~(Du+F)+Hu
Q

:/N-F+/N-Du+Hu.
Q Q
= (N, F)

Hence the inequality becomes an equality and (28) holds. O

Remark 3.2 Similar to the comments we made in Remark 3.1., the primal problem (P’)
may not have a minimizer in H} (), but the dual problem (D') always has a solution N €
(L?(Q))™. Note also that the functional I(u) is not strictly convez, and it may have multiple
minimizers (see [22]). Furthermore, Theorem 3.1 asserts that N determines |gZi§‘, |Du +
Fl—a.e. in S, for all minimizers uw of (P"). See Remark 3.1 for more details.

3.2 The relaxed problem

Now we investigate the existence of minimizier for the relaxed problem associated to (20),
namely

inf I(u) = inf /Q(w(x,DujLF) —i—Hu)dx—i—/ o(x,vg)|ulds, (29)

u€Ag u€Ag o0
where
Ag:={ue H'R") :u=0in Q°}.

The benefit of considering the relaxed problem above is that any minimizing sequence of
(29) converges to a minimizer in Ay. This convergence result is not guaranteed for (20). It
can be easily verified that Proposition 2.1 can be adapted to the relaxed problem, and (20)
has a solution in Ay when bounded below.

Proposition 3.1 Let p : Q x R" — R be a convex function satisfying (C1), (Cs), and (Cs).
If there exists a constant C, depending on €2, such that

max |H(z)| < C, (30)

zef)

then the primal problem (20) has a minimizer in Ag.

Proof. Note that @ € Ay whenever u,, € Ay converges to @ in L'(Q2). Then the proof follows
as outlined in Proposition 2.1. O
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The stage is now set for the major result of this section. While proving existence of
minimizers to (20) is very difficult, the following theorem demonstrates how problems (20)
and (29) are related.

Theorem 3.3 Let 2 C R" be a bounded open set with Lipschitz boundary, F € (L*(Q))",
H e L[*(Q), and ¢ : @ x R® — R a convex function satisfying (Cy), (Cs), and (Cs). If the
minimization problem (20) is bounded below, then

min (/(gp(a:, Du—l—F)+Hu)dx+/ o(x, VQ)|U|dS) = inf /ap(x,Du+F)+Hu
u€Ag Q 90 u€EBW(Q) Jq
(31)

Moreover, if u is a minimizer of (29), then
o(x,vq) = [N, sign(—u)vg] H"' —a.e. on OS. (32)
Proof. It can be easily shown that BV,(Q2) has a continuous embedding into Ay, which

implies

d < inf D F Hu.
o, vl s)_ueg%(m / o, Du+ F) + Hu

min (/Q(<p(:c,Du+F)+Hu)dx+/

uer o0

It follows from Theorem 3.1 that there exists a vector field NV € 150 with

< Du—l—F) Du+ F
(p =

Dut LU DUt Fl—ae in Q.
" Dut F] DugF (Putfl-ae in

Consider minimizer u of the relaxed problem with u|sq = h|sq, where h € WH(Q). Since

11



u—h € 150, we have

min(/(go(x,Du+F)+Hu)d:c+/ <p(x,m)|u|ds):/<p(:c,Du+F)+Hu+/ o(x,vg)|u|
u€do Jq 09 Q 09

Du+F)
= [ g —— | |Du+ F +/Hu—|—/ p(z,va)lu
- [ (o pusr) e oo 7T

Du+ F / /
N - Du+ F|+ | Hu+ T, Vo)|u
> [ N IDu+ P gl

:/N-(Du+F)+Hu+/ o(x,vo)|ul
Q o)

:/QN-F+/QN-Du+Hu+/an0(:E,VQ)|u|
:(N,F)+/QN-D(u—h)+H(u—h)

Q o0
Q 1o}

Q

— R+ [ Ntk [ pteanlh

Ele)
> (N, F)
= inf /gp(:v,Du—l—F)+Hu.
uEBVo(Q) Q

The last inequality was achieved using integration by parts and the fact that ¢°(z, N) <
1 = [N,vg] < ¢(x,vq). Therefore, (31) holds and all the inequalities in the above compu-
tation are equalities. This provides the relationship [, [N, volh+ [, ¢(x, vq)|h| = 0, which
implies that (32) holds. O

The next theorem follows directly from Theorem 3.1 and Theorem 3.3.

Theorem 3.4 Let 2 C R" be a bounded open set with Lipschitz boundary, F € (L*(Q))",
HeL*(Q), ¢: QxR* = R a convex function satisfying (C1), (C2), (Cs), and assume (')
15 bounded below. Then there exists a vector field N € Dy with o (x, N) < 1 such that

D F D F
<p( vt ) vt |Du+ F|—a.e. in €, (33)

"|Du + F| |Du+ F|’

for any minimizer u of (20). Moreover, every minimizer of (20) is a minimizer of (29),
and if w is a minimizer of (29), then

o(r,vq) = [N, sign(—u)vg] H" ' —ae. on 0. (34)

12



4 Existence of minimizers under the Barrier condition
Consider F' € (LY(Q)"), H € L>(Q), and ¢ : R™ x BVy(f2) given to be
Y(z,u) == ¢(z, Du+ Fxg,) + Hu, (35)

with F, representing the closure of the support of u in 2. We also define the 1-perimeter of
E in A by

Py(E;A) = / o (z,Dxg + Fxg)+ Hxe.
A

Definition 1 A function uw € BV (R™) is 1 -total variation minimizing in  C R™ if
/ P(z,u) < / Y(x,v) for allv € BV (R") such that u=v a.e. in QF.
) Q

Also a set E C R™ of finite perimeter is 1-area minimizing in € if
Py(E;Q) < Py(E)
for all E C R™ such that ENQ° = ENQ° a.e..

In order to state the two major results of this section, Theorems 4.3 and 4.5, we need
the following preliminary lemmas. The argument is this section are inspired by and similar
to those in [33]. For a given function u € BV (2), define functions

u; = max(u — A, 0) and uy = u — uyq, (36)

for an arbitrary A € R. Moving forward we shall use the function

) 0 if u <\,
Xeo := min (1, EUI) =qiu—N) ifA<u<A+e (37)
1 ifu>A+e.

which is shown to be 1-total variation minimizing in Theorem 4.3.

Lemma 4.1 For x. as defined in (37),

P, (E,Q) <lim inf/ o(x, Dxer+ Fxen) + Hxen
Q

e—0
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Proof. Due to condition (C5) we have
/ ©(x, DX+ Fxen) + Hxey — / o(x,Dxg+ Fxg)+ Hxe

Q Q

= / o(x, Dxex+ Fxer) + Hxer — ¢z, Dxp + Fxg) — Hxe
QN{A—e<u<A+e}

> / o, Dxer) — (2, Fxen) + Hyen — (@, Dxs) — (e, Fxe) — Hxe
QN{A—e<u<A+e}

= / o(x,Dxen) — (2, Dxg) + Hxex — Hxg — ¢(z, FXen) — (2, FXE)
QN{A—e<u<A+e}

= / ©(x, DXen) — / o(x, Dxp) + /(HXe,A — Hxp)
Q Q Q

—/ o(x, Fxen) + o(x, Fxg).
QN{A—e<u<A+e}

Since the last two integrals converge to zero as € — 0,

lim inf/ ©(x, DXer + FXen) + Hxex — Py(E,9Q)
Q

e—0

= lirgiglf/ o(x, DX+ Fxen) + Hxey — / o(x, Dxp+ Fxg) + Hxg
€ Q Q

> liminffap(x,DXe,,\) —/<P($>DXE) > 0,
Q Q

e—0

where the lower semi-continuity of [, ¢(x, Dv) justifies the last inequality (see [22]). O

The outer and inner trace of w on JS2 are denoted by w™ and w™ respectively, under the
assumptions that €2 is an open set with Lipschitz boundary and w € BV (R™).

Lemma 4.2 Suppose 2 C R™ is a bounded open region with Lipschitz boundary, g €
LY(0Q; H™Y), and define

g = [

ol g — v+ B )dH™ + / (i, Dv).
o0 Q

Then w € BV(R™) is 1-total variation minimizing in Q if and only if ulg minimizes
Iy (58, g) for some g, and moreover g = u™.

Proof: Note that v™, v~ € L'(9Q; H"™!) whenever v € BV (R"). Conversely, there is a
v € BV(R") with ¢ = v™ for each g € L*(9Q; H"1). Additionally

vl D) = [

o(x, Dv+ F,)dH" ! = / o(x, vt — v + F, )dH" . (38)
o0

o0 o0
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To see this, note that |Dv| can only concentrate on a set of dimension n — 1 if that set is a
subset of the jump set of v, so (38) follows from standard descriptions of the jump part of
Dw.

Now if u,v € BV(R") satisfy u = v a.e. in Q°, then [, ¢(z,Du) = [5. ¢(x,Dv). In
addition, u™ = v™, so using (38) we deduce that

Y(x,Du) — [ ¢(x,Dv) = L(u;Qu’) — L(v;Q,u").
R” R
The lemma easily follows from the above equality. O

The next theorem shows super level sets of y-total variation minimizing functions in €2
are -area minimizing in ).

Theorem 4.3 Let Q@ C R™ be a bounded Lipschitz domain and v € BV (R™) a v-total
variation minimizing function in ). The super level sets of u are written as

Ey:={x eR":u(x) > \}. (39)
Then E) is ¥-area minimizing in €.

Proof. For a fixed A € R, let u; and uy be as defined in (36). Consider g € BV (R")
with supp(g) C . Then

@(x,DuQ+FX{u<,\})+HuQ:/g0(x,Du+F)—|—Hu

/(p(anul+FX{u>)\}) _I'Hul _I'/
Q Q

Q

g/ﬂgp(:E,D(ung)ﬂLF)‘l—H(u‘l‘g)

@ (z, Duy + D(gXuzry) + Fxqusay) + H(ur + 9)

_|_

S~ S— 55—

¢ (2, Dus + D(gxquery) + FXquery) + Huz

IN

¥ (% Duy + D(gxuzry) + FX{uZ)\}) + H(uy + g)

+

¢ (. D(gx{u<ry)) +/ng (z, Duy + FXjuen)) + Hus

¢ (z,D(ur + g) + Fxqusxy) + H(ui + g)

+

©» (3:, Dus + FX{u<>\}) + Hus.
This implies

/go(x,Du1+FXul)+Hu1g/go(x,D(ul—|—g)+qul)—|—H(u1+g),
Q 0
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for any ¢ € BV (R") such that supp(g) C Q. By definition, u,; is 9-total variation mini-
mizing. Using the argument outlined above ., as defined in (37), is also ¢-total variation
minimizing.

The boundary of E\ has measure zero for a.e. A € R, which is represented by

L'z eQiu(z) =) =H""({z €0Q:u"(z) =\}) =0. (40)
Thus
Xex = X0 = Xa, 10 Lo (R™), x5, = Xy in LHOQ H' ),
as € — 0.
We apply Lemma 4.1 to get

Py(xx, ) < lim inf Py (xcx, €2). (41)
It follows from the L' convergence of the traces that
Lo ) < liminf T (xe s 2, X35)- (42)
For an arbitrary F' C R™ with y) = xr a.e. in 2,
Lo(Xexs U X)) < Lo(xms 4 x7)

< I,(xr Q,x¥) + /m oz, xF —xty) di!

< Lm0 + / alxt — x| dH
o0

< L(xm Qo) +C | Ixg =X di
00

The inequality that follows is justified by the above, (42), and x[, — x} in L'(0Q; H" '),

L0 X)) < Lo(xr; 4, x3)-
This establishes that £ is p-area minimizing in (2.
If A does not satisfy (40), then there exists an increasing sequence Ay that converges to
A and satisfies (40) for each k. In which case,

Xap = X in Lig (R™), - xy, = Xy in LH(OQ; 1.
Thus, by Lemma 4.2, F is ¢-area minimizing in €2. 0

It remains to lay out a few more definitions which would play a key role in the proof of
our main result in this section. Let

BVi(Q) :==que BV(Q) :lim esssup |u(y)— f(y)| =0 for z € 0Q ;.
=00 jz—y|<r
For any measurable set E, consider

1) . no.,1; H"(B(T,ZL’)QE)_
EW .= {zeR : lim 7 (B0) =1}
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Definition 2 Let €2 C R™ be a bounded Lipschitz domain. We say that €2 satisfied the
barrier condition if for every xy € 02 and € > 0 sufficiently small, V' minimizes Py(-;R") in

{W CQ: W\ B(e,xg) =02\ B(e, o)}, (43)

mplies
VW Mo N Ble, z0) = 0.

Intuitively speaking, (43) means that at any point zo € 02 one can decrease the -
perimeter of €2 by pushing the boundary inwards,

Lemma 4.4 Suppose 2 C R" is a bounded Lipschitz domain satisfying the barrier condition,
and E C R™ minimizes Py(-;). Then

{z € 90QNIEY : B(e,x) NOEY C Q for some e > 0} = 0.

Proof. We proceed by contradiction. Suppose there exists zo € 9Q N OE®M such that
Ble, x9) NOEM € Q for some € > 0. Then V = ENQ is a minimizer of Py(-;R") in (43),
and

2o € VY NIQ N Ble, z9) # 0.

This is inconsistent with the barrier condition (43). O

Finally, we are ready to prove the main existence results of the this section.

Theorem 4.5 Considery : R"xR"™ — R as defined in (35) and a bounded Lipschitz domain
Q CR"™ Let ||H|| =) be small enough that Proposition 3.1 holds. If  satisfies the barrier
condition with respect to Y, then for every f € C(0R) the minimization problem (19) has a
minimizer u in BV (Q) with ulsq < f.

Proof. For a given f € C(01), it can be extended to f € C(€Q°). Furthermore, we
can assume f € BV(R") since every H"! integrable function on € is the trace of some
(continuous) function in BV (Q°). Let

Ap:={ve BV(R"): v=f on QY

Where any element v of BVy(€2) is the restriction to © of a unique element of Ay. Then
fR" x,v) has as a minimizer v € Ay, in view of Proposition 3.1.

Next we prove that u|sq < f. Suppose this is not the case, then there is an x € 92 and
0 > 0 such that

esssup (u(y) — f(2)) > 6 (44)

yeQ,|z—y|<r
for every r > 0. First, suppose that the latter condition holds. For E := Ey)15/2 we have
that = € OEW, justified by the second alternative of (44) and the continuity of f. Note
that Theorem 4.3 implies F is y-area minimizing in (2. This there exists ¢ > 0 such that
u < f(x)+0/2in B(e,x) \ €, since u € Ay and f is continuous in Q°. However, Lemma 4.4
shows that this is impossible. 0

17



References

1]

2]

[10]

[11]

[12]

[13]

[14]

G. ALBERTI, A Lusin type theorem for gradients, J. Funct. Anal., Vol. 100 (1991), pp.
110-118.

M. AMAR, G. BELLETTINI, A notion of total variation depending on a metric with

discontinuous coefficients, Annales de I'institut Henri Poincaré(C) Analyse non linéaire
11 (1994), 91-133.

G. ANZELLOTTI, Pairings between measures and bounded functions and compensated
compactness, Ann. Mat. Pura Appl. (4) 135 (1983), 293-318 (1984).

F. ANDREU-VAILLO, V. CASELLES, J. M. MAZON, Parabolic quasilinear equations

minimizing linear growth functionals, Progress in Mathematics, 223. Birkhauser Verlag,
Basel, 2004.

Z.M. BALOGH, Size of characteristic sets and functions with prescribed gradient. J.
Reine Angew. Math. 564 (2003), 63-83.

P. BousQUET, Boundary continuity of solutions to a basic problem in the calculus of
variations, Adv. Calc. Var. 3 (2010), 1-27.

P. BousQUET, F. CLARKE, Local Lipschitz continuity of solutions to a problem in the
calculus of variations, J. Differential Equations 243 (2007), 489-503.

A. CELLINA, On the bounded slope condition and the validity of the Euler Lagrange
equation, SIAM J. Control Optim. 40 (2001/02), 1270-1279 (electronic).

J.-H. CHENG, J.-F. HWANG, Properly embedded and immersed minimal surfaces in
the Heisenberg group. Bull. Aus. Math. Soc. 70 (2004), 507-520.

J.-H. CHENG, J.-F. HWANG, Uniqueness of generalized p-area minimizers and inte-
grability of a horizontal normal in the Heisenberg group. Calc. Var. Partial Differential
Equations 50 (2014), no. 3-4, 579-597.

J.-H. CHENG, J.-F. HWANG, A. MALCHIODI, P. YANG, Minimal surfaces in pseudo-

hermitian geometry. Annali della Scuola Normale Superiore di Pisa, Classe di Scienze
4(5) (2005), 129-177.

J.-H. CHENG, J.-F. HwWANG, A. MALCHIODI, P. YANG, Ezistence and uniqueness
for p-area minimizers in the Heisenberg group. Math. Ann. 337 (2007), no. 2, 253-293.

F. CLARKE, Continuity of solutions to a basic problem in the calculus of variations,
Ann. Sc. Norm. Super. Pisa Cl. Sci. (5), 4 (2005), 511-530.

S. DonN, L. LussArDI, A. PINaAMONTI, G. TREU, Lipschitz minimizers for a class

of integral functionals under the bounded slope condition. Nonlinear Analysis, Theory,
Methods and Applications, 216 (2022), 112689.

18



[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

23]

[24]

[25]

2]

[27]

28]

[29]

[30]

I. EKELAND, R. TEMAM, Convex analysis and variational problems, North-Holland-
Elsevier, 1976.

A. FiascHi, G. TREU, The bounded slope condition for functionals depending on x,u,
and Vu, STAM J. Control Optim., 50 (2012), 991-1011.

B. FrRANCHI, R. SERAPIONI, F. SERRA CASSANO, Rectifiability and perimeter in the
Heisenberg group. Math. Ann. 321, 479-531 (2001).

N. Garofalo, D.-M Nhie, Isoperimetric and Sobolev inequalities for Carnot-Caratheodory
spaces and the existence of minimal surfaces. Comm. Pure Appl. Math. 49, 1081-1144
(1996).

E. Giusti, Minimal Surfaces and Functions of Bounded Variations, Birkhéuser, Boston,
1984.

W. GORNY, Planar least gradient problem: ewistence, reqularity and anisotropic case,
https://arxiv.org/abs/1608.02617.

N. HOELL, A. MORADIFAM, A. NACHMAN, Current Density Impedance Imaging with
an Anisotropic Conductivity in a Known Conformal Class, STAM J. Math. Anal., 46
(2014), 3969-3990.

R.L. JERRARD, A. MORADIFAM, A. NACHMAN, Fxistence and uniqueness of mini-
mizers of general least gradient problems, J. Rein Angew. Math., 734 (2018), 71-97.

L. LussArDI, E.MASCOLO, A uniqueness result for a class of non strictly convexr vari-
ational problems, J. Math. Anal. Appl. 446 (2017), no. 2, 1687-1694.

C. MARICONDA, G. TREU, Ezxistence and Lipschitz reqularity for minima, Proc. Amer.
Math. Soc. 130 (2002), 395-404 (electronic).

C. MARrIicoNDA, G. TREU, Lipschitz reqularity for minima without strict convexity of
the Lagrangian, J. Differential Equations 243 (2007), 388-413.

C. MARICONDA, G. TREU, Local Lipschitz reqularity of minima for a scalar problem
of the calculus of variations, Commun. Contemp. Math. 10 (2008), 1129-1149.

J. M. MAZON, The Euler—Lagrange equation for the Anisotropic least gradient problem,
Nonlinear Analysis: Real World Applications 31 (2016) 452-472.

J. M. MazoN, J.D. Rossi, S.S. DE LEON , Functions of Least Gradient and 1-
Harmonic Functions, Indiana University Mathematics Journal 63 (2013) (4): 1067-
1084.

A. MORADIFAM, FExistence and structure of minimizers of least gradient problems, In-
diana University Mathematics Journal 63 (2014), no. 6, 1819-1837.

A. MORADIFAM, Least gradient problems with Neumann boundary condition, J. Differ-
ential Equations 263 (2017), no. 11, 7900-7918.

19



[31]

[32]

[40]

[41]

[42]

A. MORADIFAM, A. NACHMAN, AND A. TIMONOV, A convergent algorithm for the

hybrid problem of reconstructing conductivity from minimal interior data, Inverse Prob-
lems, 28 (2012) 084003.

A. MORADIFAM, A. NACHMAN, AND A. TAMASAN, Conductivity imaging from one

interior measurement in the presence of perfectly conducting and insulating inclusions,
STAM J. Math. Anal., 44 (2012) (6), 3969-3990.

A. MORADIFAM, A. ROWELL, Ezistence and structure of P-area minimizing surfaces
in the Heisenberg group, Journal of Differential Equations, 342 (2023), 325-342.

A. NACHMAN, A. TAMASAN, AND A. TimMoNoV, Conductivity imaging with a single
measurement of boundary and interior data, Inverse Problems, 23 (2007), pp. 2551—

2563.

A. NACHMAN, A. TAMASAN, AND A. TIMONOV, Recovering the conductivity from a
single measurement of interior data, Inverse Problems, 25 (2009) 035014 (16pp).

A. NACHMAN, A. TAMASAN, AND A. TIMONOV, Reconstruction of Planar Conduc-
tivities in Subdomains from Incomplete Data, STAM J. Appl. Math. 70(2010), Issue 8,
pp- 3342-3362.

A. NACHMAN, A. TAMASAN, AND A. TiMoNoOV, Current density impedance imaging,
Tomography and inverse transport theory, 135-149, Contemp. Math. 559, AMS, 2011.

S.D. PAuLS, Minimal surfaces in the Heisenberg group. Geometric Dedicata, 104 (2004),
201-231.

A. PinaMONTI, F. SERRA CASSANO, G. TREU, D. VITTONE, BV minimizers of the

area functional in the Heisenberg group under the bounded slope condition. Ann. Sc.
Norm. Super. Pisa Cl. Sci. (5) 14 (2015), no. 3, 907-935.

P. STERNBERG, G. WILLIAMS, AND W. P. ZIEMER, Fxistence, uniqueness and reg-
ularity for functions of least gradient, J. Rein Angew. Math. 430 (1992), 35-60.

P. STERNBERG AND W. P. ZIEMER, Generalized motion by curvature with a Dirichlet
condition, J. Differ. Eq., 114(1994), pp. 580-600.

P. STERNBERG AND W. P. ZIEMER, The Dirichlet problem for functions of least
gradient. Degenerate diffusions (Minneapolis, MN, 1991), 197-214, in IMA Vol. Math.
Appl., 47, Springer, New York, 1993.

G. S. SPRADLIN AND A. TAMASAN, Not all traces on the circle come from functions
of least gradient in the disk, Indiana University Mathematics Journal 63 (2014), no. 6,
1819-1837.

20



	Introduction and Statement of Results
	Existence of minimizers with Neumann boundary condition
	Existence of minimizers with Dirichlet boundary condition
	The Dual Problem
	The relaxed problem 

	Existence of minimizers under the Barrier condition

