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Abstract—Successful discrimination of, isolation from, and re-
covery against short-circuit electrical faults within microgrids hav-
ing distributed energy resources (DERs) is challenging, as protec-
tion coordination must include not only the distribution equipment,
but also control and low voltage ride-through settings of DERs. This
is especially the case when grid resilience is improved by use of the
microgrid to maintain services from DERs (localized to an installa-
tion) following utility grid outages. Under islanded configurations,
continued reliability of power delivery is essential, even in the face
of subsequent electrical faults. The main purpose of this paper is
to propose a novel protection design process, and to demonstrate it
on an islanded ac microgrid with parallel feeders. The contribution
is a methodology for coordinated circuit breaker protection and
ride-through settings, thereby maximizing the post-fault recover-
ability of an ac microgrid subject to faults in an islanded config-
uration. The aim is improve the microgrid resilience in islanded
configurations. The protection and IEEE Standard 1547-2018 ride-
through settings are validated in controller hardware-in-the-loop
simulation, validating the proposed design process. Additionally,
detailed implementation of ride-through enabling controls are
discussed.

Index Terms—Power system protection, microgrid, low voltage
ride-through, IEEE standard 1547, distributed power genera-
tion.

I. INTRODUCTION

E
NERGY secure power distribution systems enable de-

pendable power and energy delivery, even in the face of
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off-nominal events, such as short circuit electrical faults. Energy

security can be broken down into three pillars: resiliency, relia-

bility, and efficiency [1]. The United States (U.S.) government

has set directives for improving grid resilience, while simulta-

neously decarbonizing energy generation. [2], [3], [4].

The quantification and definition of resilience continues to

be an active area of research [5], [6], [7], [8], [9], [10], [11],

[12], [13], [14], [15], [16]. Parallels to resilience metrics devel-

opment can be drawn from the fields of computer architecture

and Machine Learning (ML). For computer architecture, the

debate on Reduced Instruction Set Computer (RISC) versus

Complex Instruction Set Computer (CISC) architectures could

not be fairly compared until a set of metrics for computational

performance were agreed upon in the mid 1980s [17]. Simi-

larly, bench-marking tools such as MLperfTMwere developed

to assess performance of ML algorithms and high performance

computing [18].

Furthermore, microgrids can help achieve goals of both im-

proved resiliency and decarbonization by providing redundant

operational configurations to maintain continuity of services and

integration of renewable energy sources, respectively. Regard-

ing the latter, since grid outages last for an unknown amount

of time, the islanded microgrid (disconnected from the main

utility grid) with distributed energy resources (DERs) servicing

downstream loads is a default configuration where assurance of

energy security is essential. The islanded microgrid may operate

in multiple configurations, as defined by the operational states

of the connected power and energy sources (the DERs) and

diverse load connectivity. Since the microgrid and associated

DERs comprise the source of supply, the paradigm of binary

decision-making based upon only grid-connected versus island

modes no longer applies [19].

This paper proposes a novel protection design process

to increase microgrid resilience, and a methodology for

configuration-coordinated circuit breaker protection and low

voltage ride-through (LVRT) settings. The aim is to maximize

the post-fault recoverability of an islanded ac microgrid, subject

to a range of electrical short circuit fault types. The groundwork

for this work is first laid by defining resilience for critical facil-

ities, which require high levels of operational availability, and

then addressing microgrid protection and DER fault ridethrough

controls. The remainder of the paper develops the protection

design process and then applies it to a case-study on an islanded

ac microgrid with parallel feeders.
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Fig. 1. Microgrid resilience funnel.

Fig. 2. Microgrid resilience and its attributes with respect to fault recovery.

A. Relating Microgrid Resilience Taxonomy to Fault

Detection, Isolation, and Recovery

Fig. 1 shows a funnel to describe broad topic grid resilience,

with progressively more niche topics of microgrid resilience,

microgrid survivability, and microgrid protection & controls.

The scope of grid resilience looks at grid infrastructure to be

resilience against adverse weather and operational resilience to

repair the failed network [5], [6], [7], [8], [9], [10], [11], [12].

However, for microgrid applications, such a metric may not be

as useful since the microgrid can operate in islanded-mode. Is-

landed operation of the microgrid is often used to support critical

loads, so a power delivered based metric, such as instantaneous

performance may be used. Instantaneous performance is the

power delivered to system loads divided by the system’s load

demand at a given moment in time [13], [20].

A two-level trapezoidal shape is shown in Fig. 2. The shapes

take inspiration from [6], [7], [13], [16], and shows a qualitative

curve of resilience attributes over time in response to faults show-

ing relationships between resilience attributes, instantaneous

performance on the y-axis, and events during fault detection, iso-

lation, and recovery process. The first trapezoid accounts for the

microgrid’s instantaneous performance during electrical fault or

the mircogrid’s survivability. Survivability can broken down into

attributes susceptibility, vulnerability, recoverability [21], [22],

[23], [24].

Susceptibility is the ability to avoid failures. For mobile appli-

cations, such as naval vessels or aircrafts, the vehicle’s ability to

maneuver to avoid threats comes into play, not solely the reliabil-

ity of the equipment [21], [23], [24], [25], [26]. For land systems,

the Electrical Power System (EPS) is typically in a fixed location,

which simplifies the evaluation. An example of improving this

attribute is moving overhead cabling underground, or moving

equipment inside to avoid impact of adverse weather.

Vulnerability is the ability to respond to and isolate a fault.

This attribute is applicable during the time period between when

a fault is detected (Tfd) to when a fault is isolated (Tfi). This

attribute could be affected by the protective scheme and distri-

bution system complexity. Invulnerability can also be used as

the complement of vulnerability. The greater the invulnerability

of the system, the less the system’s instantaneous performance

will degrade under fault conditions (Pf ).

Recoverability is the microgrid’s ability to recover from a

fault. This starts at fault isolation time (Tfi) and goes until the

fault recovery time (Tfr) has elapsed, where the latter represents

the time it takes for the voltage to return to within the nominal

range after the fault is isolated from the system. Recoverability

is assumed to be governed by autonomous actions in relatively

short time-frames. The performance of the recovered system

(Pr) is between nominal performance (P0) and (Pf ), as not all

loads may be satisfied due to isolation of the faulty section of

the system.

Actions such as manual closing of feeders and physical repairs

to damaged parts of the EPS would fall under Repairability

and maintainability. These actions can take hours or days to

perform, where repairability and maintainability. These metrics

are quantifiable in terms of time and capability attributes. For

example, an overhead cable is easier to repair than an under-

ground cable. The time it takes to repair the infrastructure (Tir),

fully restoring it to its pre-event performance (P0) quantifies the

system restorability.

With the data acquired as a consequence of prior fault detec-

tion, isolation and recovery response to events, proactive actions

(proactivity) may be implemented to improve the susceptibility

of the system against future faults.

Relating the attributes above to microgrid equipment perfor-

mance, the distribution equipment is active between fault de-

tection and fault isolation, while the DERs go into ride-through

between fault inception and fault recovery. This time may be af-

fected by adjusting protection settings on distribution equipment

or LVRT settings on DERs. Alternatively, ride-through actions

may be avoided with the addition of energy storage to supply

the microgrid in post-fault recovery. Thus, design choices at the

electrical protection and levels at which ride-through is triggered

have direct links to microgrid survivability, and thus, the overall

microgrid resilience.

B. Islanded Microgrid Protection and DER Fault

Ride-Through Coordination Challenges

To understand the microgrid’s instantaneous performance

under fault detection, isolation, and recovery under islanded mi-

crogrid conditions, proper design and coordination of protection
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settings for distribution equipment and LVRT settings for DERs

must be performed [19].

However, designing the protection for an islanded microgrid

may be complex due to [19], [27], [28]:

1) operation in both grid-connected and islanded mode;

2) possible ring or meshed EPS architectures with bi-

directional power flow;

3) DERs connected at various locations within the EPS;

4) DER operational states (i.e. whether or not they are online)

at the time of fault inception;

5) significant differences in fault currents characteristics be-

tween synchronous generator-based DERs, a combination

of synchronous generator-based and inverter-based DERs,

or just inverter-based DERs;

6) allocation of protective functionalities between distribu-

tion equipment and power conversion equipment.

Little guidance through standardized practices have been

given to address this last point, since the mixing of power

electronic-based DERs and conventional power systems into

meshed microgrids is relatively new and requires acumen in

both fields. DERs are required to meet ride-through and grid-

supporting requirements per IEEE Standard 1547-2018 [29]

when in grid-connected mode.

According to intentional islanding-mode, under Section

VIII-B of [29], DERs “shall trip” when subject to undervoltage

(UV) and underfrequency (UF) as defined in Sections VI-D and

VI-E, respectively. However in [29], ride-through requirements

only for grid abnormalities are addressed. Abnormalities that

can occur during islanded configuration are not covered by this

standard. With only mandatory “shall trip” settings and absence

of guidance on LVRT settings, DERs in islanded mode may

go offline (trip) due to internal low voltage protections during

load transients or they may trip prematurely during faults before

the protection scheme can isolate the faulty branch. Premature

tripping of DERs may significantly change the momentary gen-

eration capacity and may overload remaining connected DERs,

leading to cascading failures and possible system blackout.

Alternatively, without any trip settings, DERs may continue

to operate under abnormal conditions, which can lead to DER

equipment damage and other safety issues.

Recent works present protection schemes of islanded ac mi-

crogrids in the presence of inverter-based DERs [30], [31], [32],

[33], but have not taken LVRT capabilities into the account.

[34] and [35] investigate LVRT controls for photovoltaic (PV)

generation system, but for grid-connected systems. In [36] sys-

tem recovery and LVRT capability are both investigated for a

grid-connected PV system, which has different requirements

than an islanded microgrid. [37] presents a protection scheme

and coordination settings considering LVRT through capability

of the inverter-based DGs, but applied to a radial microgrid, as

opposed to a ring bus.

Detailed survivability investigations of synchronous

generator-based DERs under load transient and transition

to islanded mode were performed in [38], [39], [40]. An

example of microgrid survivability can be seen in [41], [42].

This work addressed overloading issues caused by transient

loads steps of mixed synchronous generator-and inverter-based

Fig. 3. Microgrid protection design process.

DERs, leading to voltage collapse of the microgrid. The work

proposed controls and protection settings to fix this particular

issue. This work focuses on the microgrid survivability in the

presence of short-circuit electrical faults.

Lagos et. al highlight the issue of coordination coordination

of protection design and LVRT setting in [19]. The researchers

show how inverter-based DERs can cause issues with protection

coordination under different operational scenarios of the mi-

crogrid and how, even with the ride-though settings compliant

to standards, if not correctly coordinated with the protection

scheme, LVRT or frequency ride-through may cause DERs

to disconnect, even though the DERs are within safe area of

operation, and can lead to system collapse. They also review

different microgrid protection strategies and demonstrate an

adaptive protection scheme through Controller Hardware-in-

the-Loop (CHiL) simulation. However, the details of LVRT

controls implementation and microgrid recovery were outside

the scope of [19].

C. Novel Contribution and Paper Organization

The authors of this manuscript demonstrate the iterative mi-

crogrid protection design process shown in Fig. 3 [43]. This

process is intended to help researchers and practicing engineer-

ing more efficiently design protection coordination systems,

including the impacts of high levels of DER penetration and

variations in grid-connected and islanded configurations. The

process in [43] was demonstrated on a case-study of an islanded
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ac microgrid with a ring bus structure, with a mix of synchronous

generator-and inverter-based DERs.

The authors highlight that coordination between power dis-

tribution protective-relaying settings and inverter-based DER

LVRT setting must be considered to maximize the recovery

of the microgrid, as both impose limitations on each other.

DERs must ride-through the fault-isolation time of the pro-

tection scheme and, simultaneously, the protection scheme

must isolate the fault within the DER’s ability to ride-through,

and recover from, the fault. The design process enables this

coordination.

Additionally, recoverability from faults of an islanded ac

microgrid with a ring bus structure, having both synchronous

generator-based and inverter-based DERs is observed. Maxi-

mizing the DERs that remain connected, after a fault condi-

tion is isolated, the recoverability and (Pr) of the microgrid

is improved. Therefore, following the novel protection design

process improves recoverability, as quantified by post-recovery

instantaneous performance, improving microgrid resilience

over.

This manuscript extends the work presented in [43], by

validating the case-study in real-time CHiL simulation, and

providing additional details on enabling DER controls for LVRT.

The contributions of this paper are as follows:

1) Demonstration of a microgrid protection design pro-

cess which can be applied to any microgrid system.

The process accounts for protection settings of distribu-

tion equipment and LVRT settings of power conversion

equipment.

2) A detailed explanation of controls required to successfully

implement IEEE Standard 1547-2018 LVRT controls.

This includes higher-level state machine-based logic,

LVRT specific state machine, feedback control, and PI

implementation, all of which are required to enable ride-

through, and recovery from, low voltage transients and

outage events

3) Simulation results that detail each step of the protection

design and selection of LVRT settings.

4) Validation of offline simulation results through real-time

CHiL simulation, including a detailed explanation of

CHiL implementation of directional overcurrent relays on

an FPGA-based CHiL system.

5) Providing larger context as to how fault isola-

tion protection and recovery controls affect microgrid

resilience.

The authors present the step-by-step process in Section II

to design a microgrid’s protection scheme. This section also

introduces an example of industrial EPS as a case-study.

Section III presents a fault characterization of the microgrid,

which will be used in Section IV to design and coordinate direc-

tional relay settings for the ring bus. Then, Section V implements

category III LVRT from IEEE Standard 1547-2018 [29] with

momentary cessation in the PV farm’s controls to maximize the

DERs connected during system recovery. Section VI discusses

and shows CHiL implementation of the protective settings and

controls derived in the Sections IV and V, validating the design

process.

Fig. 4. Configuration options for Islanded AC Microgrid.

Fig. 5. Present Islanded AC Microgrid.

II. MICROGRID AND THE PROTECTION DESIGN PROCESS

Fig. 3 shows the process for systematically designing micro-

grid protection and is made in an effort to streamline protective

design for complex microgrids. This iterative process was first

proposed in [44], and modified for microgrid resilience.

Fig. 4 shows the islanded micogrid under consideration. The

black lines represents the existing microgrid of an industrial

facility with critical loads. The facility is seeking to improve

the resilience of their microgrid in islanded mode, and as-

sess possible infrastructure improvements such as: additional

switchgear to improve fault discrimination capability around the

ring bus (blue lines), a redundant pathway between the central-

ized gensets (left generator in Fig. 4) and the PV farm (purple

lines), distributed energy storage systems (BESS) (orange lines),

and distributed genset locations (top and bottom generators in

Fig. 4 in gray). Specific rating for the distributed BESS and

gensets will be in future work. However, first, the performance

of the existing microgrid’s protection and ride-through settings

must be coordinated to enable future bench-marking of the

present microgrid and for future improvements with respect to

against resilience attributes listed in Section I-A.

The diagram in Fig. 5 shows the ac microgrid topology and

fault locations, which is the result of execution of steps I and II

(from Fig. 3), and through discussions with the industrial partner.
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TABLE I
DOC AND DEF RELAY SETTINGS

TABLE II
CATEGORY III VOLTAGE RIDE-THROUGH REQUIREMENTS (TABLE 16 IN [29])

For the purposes of this study, the present microgrid contains

four 2.16 MVA / 1.70 MW diesel gensets, totaling 8.65 MVA /

6.83 MW in the centralized location. The facility can implement

load-shedding during islanded-mode, to reduce the total load

to 6.1 MVA, about 70% of the genset’s capacity, if necessary.

The loads vary in power factor ratings from 0.85 to 0.95, and

were sized using historical data. Cable lengths were determined

from the facility one-line diagrams and physical layout and are

tabulated in Table V in the Appendix. Recently, the facility has

installed a 3.5 MW solar PV farm to reduce energy costs, which

is located 3.5 km away from the diesel gensets.

III. FAULT CHARACTERIZATION

To properly assess the microgrid during fault transients (steps

III and IV) and post-fault states (step V), inertial dynamics, fault

dynamics, and fault recovery enabling controls of synchronous

generator and inverter-based DERs must be included. The diesel

genset model contains engine delays, mechanical inertial dy-

namics, governor controls, IEEE DC1A exciter with automatic

voltage regulator (AVR), and 5th-order salient-pole dq model of

the synchronous machine. The PV inverter is modeled as 2-level

3-phase voltage source inverter (VSI) withLCLfilter with resis-

tive damping and grid interfacing delta-delta transformer. All the

DERs utilize state machine-based control structures to ensure

sequential operation of grid connection, ramping up/ramping

down, ride-through, and participation in fault recovery efforts.

The circuit breakers are also equipped with state machines,

which simulate opening/closing actuation. The opening time of

the breakers is set to three 60 Hz cycles + 20%, or 60 ms.

The model is simulated in Matlab/Simulink with the

SimPowerSystemsTM blockset. The SimPowerSystems block-

set synchronous machine does not have an accessible neutral

point, so a zig-zag transformer was added to the output of

the machine, forming a low impedance grounded system, both

to provide a path for, and to limit, the ground fault current.

Parameters for the genset and PV inverter can found in the

Appendix.

Fault characterization is performed on the microgrid by ap-

plying Line-to-Line (LL) and Line-to-Ground (LG) faults at the

locations shown in Fig. 5 without any protective features active.

This implies 12 simulation runs to characterize the fault response

of the microgrid at all the location, and further simulation runs

will be needed to test and validate protection and ride-through

settings for steps IV and V in Fig. 3. This leads to conflicting

simulation requirements of:

1) small time-steps;

2) detailed DERs to capture control responses and filter dy-

namics;

3) potentially many DERs locations and microgrid configu-

rations;

4) long run-times due to slow internal dynamics of syn-

chronous machines;

5) many iterations to perform validation and verification

throughout the design process.

To accelerate the simulation process and address these con-

flicting requirements, the model was compiled and executed on

an OPAL-RT 5600 industrial pc in simulation-mode (non-real-

time). The platform is controlled through a Python API to iterate

through possible fault locations and types, and is also used to

validate settings determined in Sections IV and V. For this work,

LG faults were applied to phase a, and LL faults were applied

to phase a and b.

Fig. 6 shows the per-unit (p.u.) rms currents measured at

each relay location for LL faults at locations F4 and F6, and

is plotted on inverse-time curves. Only phase b rms current

(ib) is plotted, since both phase a and b currents are similar.

Likewise, Fig. 7 shows the rms of 3i0, where i0 is the zero

sequence current, measured at each relay location for LG faults.

The generator relay (RGen) p.u. is the current rating of the

generator, and the p.u. of the relays on the ring bus (R3-R6)

and the PV relay (RPV) are the current rating of the ring bus/PV

farm. i0 was not plotted for RPV, as the transformer blocks the

flow of zero sequence current. The curves are slightly offset for

visibility.

The fault currents are dominated by the sub-transient and tran-

sient dynamics of the generator, while the PV farm contributes a

little, almost negligible, fault current to the microgrid during LL

faults. The fault current at F4 only flows from the left side of the

ring bus through RGen and R4, while fault current at F6 flows

in both directions, through the RGen-R4 path and through the

RGen-R3-R5-R6 path. The cabling between the top and bottom

parts of the ring bus are of similar but not exactly the same

distances. This is why the fault current magnitudes at F6 through

R3 and R4 are close but not exactly the same.

Because the fault current flows from two directions, di-

rectional sensing will be required for the protection scheme.

Directional sensing is performed by monitoring an unfaulted

voltage and one current measurement. For example, for a LL

fault between phase a and b, the angle for forward direction

(φf ) was determined by comparing vc and iba (ib − ia). For
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TABLE III
VOLTAGE RIDE-THROUGH REQUIREMENTS FOR CONSECUTIVE TEMPORARY VOLTAGE DISTURBANCES (TABLE 17 IN [29])

Fig. 6. Fault characterization showing Inverse-time curves for rms ib current at locations (a) F3, (b) F4, (c) F5, and (d) F6.

Fig. 7. Fault characterization showing Inverse-time curves for rms of 3i0 current at locations (a) F3, (b) F4, (c) F5, and (d) F6.

TABLE IV
COEFFICIENT OF POLYNOMIAL CURVE FIT

a LG fault occurring on phase a, the angle is determined by

comparing vbc and ia. The forward zone of the relay is then

φf ± 90◦.

The reverse zone of the relay (φr) is 180◦ offset from φf .

Fig. 8(a) shows characterization for LL faults, which will

be used for Directional Over-current (DOC) relays. Fig. 8(b)

characterizes the phase angle for LG faults to be used by

Directional Earth Fault (DEF) relays. The forward zone is

set to 0◦
± 90◦ for DOC relays and −60◦

± 90◦ for DEF

relays.

Lastly, inverter-based DERs can only ride-through to the

extent to which the phased-locked loop (PLL) can maintain syn-

chronization with the positive sequence voltage. Fig. 9(a) shows

the voltage collapsing during a LL fault at F6. Positive sequence

voltage was extracted in the stationary reference frame (v+αβ)

using multiple second-order generalized integrators (MSOGI)

presented in [45], and shown in Fig. 9(b). As v+αβ approaches

zero, the PLL no longer maintains synchronization, as no pos-

itive sequence voltage is present to synchronize with. The loss

of synchronization is shown in Fig. 9(c) by the frequency going

outside normal bounds around 310 ms after the fault.
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Fig. 8. Phase angle characterization for (a) LL and (b) LG faults at F6 location.

IV. PROTECTIVE RELAY DESIGN

Following the fault transient characterization, the protection

design can be performed (step IV). IEC 60255 standard inverse

(SI) curves were used for current-time calculations for the DOC

and DEF relay settings, where the SI curves are governed by [32]:

t = TMS
0.14

(I/Is)0.02 − 1
(1)

where TMS is Time Multiplier Setting, I is the rms current in

p.u., and Is is the pick up current in p.u.

The curves where adjusted to account for the 60 ms opening

time of the breaks. The forward direction assumes current is

flowing from left to right of the microgrid. R3 and R4 are set to

operate in the forward direction, and R5 and R6 are set to operate

in the reverse direction. As the magnitudes of fault current at F3

and F4 were similar, the settings of R3 and R4 are assumed to be

the same, and similarly with R5 and R6. However, as there is only

one source fault current that can flow through parallel branches,

some subtleties need to be considered in the coordination of

relay settings. If the settings of R4 and R6 are set at the same

levels and a fault occurs at F6, then not only will R4 and R6

trip, but also R3 will trip due to the secondary fault current path

of RGen-R3-R5-R6. R5 would not trip, as the fault current at

F6 would be in the forward direction. Additionally, if a fault

occurred at F5, not only R3 and R5 trip, but also R4. Because

of this, settings for R3/R4 were increased sufficiently to allow

for R5/R6 to trip, the breakers to open, with some additional

margin, as the rms calculation takes half to one cycle to update.

For faults at F3/F4, R3/R4 would trip, causing the fault

current to flow around the ring bus through the opposite branch,

subsequently tripping R5/R6. Lastly, RGen is set above R3/R4

to ensure it does not trip while the breakers of F3/F4 are opening.

Fig. 10 shows the logic implemented for DOC and DEF relays

to account for magnitude and direction. The final settings are

tabulated in Table I. The pickup current for DEF was set to 0.15

p.u. of rated current, as sufficient zero sequence current is only

present under fault conditions. The pick up currents for DOC

relays were all set to 1.15 p.u.

Figs. 11 and 12 show fault currents overlayed with the relay’s

time-trip curves and the relay’s trip signals for each fault location

for LL and LG faults, respectively. The relay’s trip signal go high

after the trip conditions are met, and are color coded to match the

relay measurements and time-trip curves. As can be seen in the

figures, both the protection settings and the direction conditions

correspond to the correct set of relays to trip, according to

associated fault location and fault type.

For example, Fig. 11(d) shows the R6 trip signal going high

shortly after the fault current intersects the time-trip curve for

LL fault at F6. Then after the breaker opens, the current stops

flowing through R3-R5-R6 path and the current increases in the

R4 path, causing the R4 relay to correctly trip. Fig. 11(c) shows

the same behavior but with the R5/R3 relays at F5. Likewise,

similar behavior is seen in Fig. 11(a) and Fig. 11(b), but with the

R3/R4 relays tripping first, then R5/R6 relays. Similar behavior

occurs for LG faults throughout Fig. 12.

V. LOW VOLTAGE RIDE-THROUGH SETTINGS

With the protection setting implemented, LVRT settings can

be selected and tested (step V). Fig. 13 shows the RMS voltage

in p.u. for the genset and PV while the protection scheme is

isolating the fault, and is plotted against IEEE Standard 1547-

2018 lower limit lines. RMS was shown to be accurate compared

to other peak detection methods in the presence of harmonics,

specifically when used for the voltage abnormalities in IEEE

Standard 1547-2018 [46]. The voltage response is shown for an

LL fault at F4, since LL faults have the lower transient voltages

and faults at F3/F4 have longer relay trip times.

A. Discussion on IEEE Standard 1547-2018

The assumption that the DERs must trip if the voltage falls

below the limit is understandable from an initial read-through

of IEEE Standard 1547-2018 [29], but careful understanding of

the terminology and examination of the footnotes are required.

Category (Cat.) I and category II ride-through have lower limits

lines of 0.5 p.u. and 0.3 p.u., respectively. The standard rec-

ommends “Cease to Energize” if voltage falls below the lower

limit. Category III (Table II) also has a lower limit line of 0.5

pu, but recommends momentary cessation (mc) with a minimum

ride-through time of 1 s. “Cease to Energize” can be misleading

as “This does not necessarily imply disconnection, isolation,

or a trip of the DER. This may include momentary cessation

or trip,” while momentary cessation is to “Temporarily cease

to energize an EPS,... with the capability of immediate Restore

Output of operation when the applicable voltages and the system

frequency return to within defined ranges.” [29].

Because the voltage levels dip below the limit lines for all

three categories, momentary cessation should be considered.

Momentary cessation is not possible for the genset as the fault

current from the genset is used for the fault location, and the

system would go dark. Momentary cessation is possible for the

PV farm as it does not contribute to fault current used for fault

location, but is not required. However, it seems wasteful for the

Authorized licensed use limited to: UNIV OF WISCONSIN - MILWAUKEE. Downloaded on August 22,2025 at 20:01:26 UTC from IEEE Xplore.  Restrictions apply. 



VYGODER et al.: NOVEL PROTECTION DESIGN PROCESS TO INCREASE MICROGRID RESILIENCE 5379

Fig. 9. LL fault at F6: (a) PV vabc, (b) v+
αβ

, and (c) frequency.

Fig. 10. Relay trip logic: (a) DOC and (b) DEF.

PV farm to continue to output power into a fault without benefit

to the system. Also, momentary cessation would reduce thermal

stress on the power electronics during overcurrent condition

induced during the fault.

For the PV farm, momentary cessation would imply tempo-

rary stop to gating of the power electronic system, which can

easily be implied. The allowable time for momentary cessation

is not specified, and for this work is assumed to be the time listed

in category III minimum ride-through time for 1 s, but can be

extended if needed.

B. Enabling Controls and State Machines

To enable the momentary cessation functionality for the VSI,

a series of state machines and control logic were implemented to

ensure proper operation under LVRT. Fig. 14 shows a top-level

view of different state machines, and their interaction with the

grid-following controller. The controller consists of a system

state machine, ramping state machine, VSI grid-following con-

trols (Fig. 16), LVRT state machines (Fig. 15), and fault manager.

The controller also has supporting signal processing functions

such as RMS in the power meter, MSOGI-based PLL [45] to

extract the positive sequence voltage and remain synchronized

fault conditions fault conditions, sine pulse-width modulation

(SPWM) with 3 rd harmonic injection, and dq/inverse dq trans-

forms.

The system state machine contains states of OFFLINE,

STANDY, ONLINE, and FAULT. The system state machine is

initialized by the ac-side circuit breaker closing, and transitions

from STANDY to ONLINE when the user starts the VSI. The

ramping state machine contains states of OFFLINE, RAMPING

UP, RAMPED UP, RAMPING DOWN, and RIDE-THROUGH.

Once the system state machine is ONLINE, the ramping state

machine transitions from OFFLINE to RAMPING UP. This state

ramps up the command reference to the PI controls (in this case

i∗d) until its rated value (1 p.u.), and then transitions to RAMPED

UP.

Additionally, an enable signal is sent to the PI controller and to

the SPWM subsystems. This enable signal is high in RAMPING

UP, RAMPED UP, RAMPING DOWN states and low in OF-

FLINE and RIDE-THROUGH states. Within the inner-current

loop controller, the enable signal is fed each individual PI

controller.

The structure of the PI is shown in Fig. 17. An integrator

breaks down into an accumulator that is multiplied by the update

rate of the controller and the integration gain. The integrator

has logic where if the upper or lower saturation limits of the PI

controller output are reached, integration action will be disabled,

but upon re-enabling, will resume the at the pre-disabled value,

i.e., pausing integration until the controller output returns to

unsaturated condition. Additionally, if the enable signal is low,

the integration action will be disabled and the integral value will

be cleared. So, upon re-enabling, the integral value will be zero.

The LVRT state machine is shown in Fig. 15. The enable

signal from the ramping state machine also transitions the LVRT

state machine from OFFLINE to ONLINE. IEEE Standard 1547-

2018 specifies the lowestRMS voltage phase should be taken into

account, so a state machine is implemented for each phase. The

output flags from each phase’s state machine are OR’ed as well.

In the presence of voltage abnormalities, the ONLINE state

transitions to LVRT state. If the rms voltage goes below 0.5 p.u.,

the state machine transitions to MOMENTARY CESSATION

(MC) state. In this state, the ride-through flag is raised and

sent to the ramping state machine. This causes the ramping

state machine to transition to RIDE-THROUGH state. The

RIDE-THROUGH state changes the enable signal that goes to

the SPWM and the inner current loop controller to low, which

stops PWM signals and clearing out integration terms in PI

controllers.
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Fig. 11. Inverse-times curves of rms ib current with DOC relay settings (left)
and relay trip signals (right) at locations: (a) F3, (b) F4, (c) F5, and (d) F6.

Fig. 12. Inverse-times curves of rms 3i0 current with DEF relay settings (left)
and relay trip signals (right) at locations: (a) F3, (b) F4, (c) F5, and (d) F6.
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Fig. 13. RMS p.u. voltage during FDIR process against IEEE Standard 1547-
2018 lower limits across all 3 categories for: (a) genset and (b) PV.

Fig. 14. Top-level control block diagram for grid-following VSI.

Fig. 15. IEEE Standard 1547-2018 Low Voltage ride-through state machine.

Fig. 16. VSI grid-following controls (inner current loop).

Fig. 17. PI with clamping integrator and enable reset.

Fig. 18. PV category III LVRT state machine: (a) vabc rms pu, (b) states,
(c) counter, and (d) iabc.
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Fig. 19. CHiL setup.

Fig. 20. Diagram of CHiL setup.

If the voltage returns above some threshold and frequency is

within an acceptable range, set to 0.55 p.u. rms voltage and be-

tween 55 and 65 Hz, respectively, the LVRT state machine tran-

sitions from the MC state to the LVRT state. The ride-through

flag becomes low, and the ramping state machine transitions

from RIDE-THROUGH to RAMPING UP. The enable signals

to SPWM and the inner current loop controls returns to high, and

the VSI resumes outputting power. If the integrator terms within

the PI controllers were not cleared during RIDE-THROUGH,

upon return out of MC state, poor transient performance may

be exhibited by the VSI due to accumulated errors without

actuation.

The remaining structure of the LVRT state machine is gov-

erned by the requirements in Table 17 in (copied as Table III

for conveniences) Section 6.4.2.5 of [29], which specifies re-

quirements of ride-through of consecutive voltage disturbances.

Some terms in this table should be defined. A disturbance

period is defined by [29] as “the range of time during which

the applicable voltage or the system frequency is outside the

continuous operation region.” A disturbances set can be thought

of as the set voltage abnormalities within one disturbance period.

Column 2 in Table 17 list the maximum number of disturbances

set allowed before disconnection, 3 for category III. Column 3 in

Table 17 specifies the amount of time that should pass between

successive disturbances for the ride-through time within a dis-

turbance period to reset, 5 s for category III. A disturbance after

this time would count as a new disturbance set. Lastly, Column

4 specifies the amount of needed between disturbances sets to

reset the number of ride-through disturbances set. For category

III, this is 20 minutes.

Thus, 3 counters are required, one for the time within a

ride-through disturbance, one for the time between successive

disturbance sets to determine the next disturbance set, and one

for the time in nominal operation to determine a new count of

disturbance sets.

Due to the consecutive disturbance requirement, the state

TIME BETWEEN DISTURBANCE (TBD) was made as an in-

termediary state on the way to DISTURBANCE COMPLETE I.

The state machine transitions from LVRT state to TBD state

when the rms p.u. voltage returns within the normal range.

In the TBD state, the ride-through disturbance time counter is

paused and the time between disturbance set counter is started.

If the voltage goes off-nominal while in the TBD state, the state

machine will transition back to the LVRT state, the ride-through

disturbance time counter will resume, and the time between

disturbance set counter will be reset. If the voltage remains in

nominal condition while in TBD state long enough for the time

between disturbance set counter to reach 5 s, the LVRT state

machine transitions to DISTURBANCE COMPLETE I, where

the ride-through disturbance time counter and time between

disturbance set counter are both reset. If 20 minutes are reached

in nominal operation while in DISTURBANCE COMPLETE I,

the state machines transitions back to ONLINE and the time in

nominal operation counter is cleared. If a voltage abnormality

is detected while in DISTURBANCE COMPLETE I, the state

machine transitions to LVRT II state, and the process is contin-

ued.

C. Offline Simulation Results

Fig. 18 shows the PV performance using category III ride-

through as the state machines for each phase cycle through

different states in response to the voltage abnormality. The PV

can be seen entering and leaving the Momentary Cessation state

in Fig. 18(b) and the output current is reducing in Fig. 18(d)

on the low voltage side of the transformer, while the protection

system isolates an LL fault at F4. The remaining current is from

the interaction between the microgrid’s distribution system and

the LCL filter. The protection system isolates the fault (Tfi)

around 200 ms after fault inception and recovers from the fault

(Tfr) around 480 ms.

VI. CHIL IMPLEMENTATION & VALIDATION

Fig. 19 shows a picture of the CHiL setup and Fig. 20

shows a block diagram of the setup. The real-time emulation
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Fig. 21. Directional Overcurrent relay implementation in LabVIEW FPGA.

Fig. 22. Grid-following VSI in steady state in CHiL. Ch 1-3: vab and ia,
respectively, from VSI, 5 v = 1 p.u. Logic Analyzer (LA) signals show PWM
gate signals to Typhoon-HiL.

of the islanded microgrid in Fig. 5 is executed on Typhoon-HiL

604. The logic for the DOC relays and grid-following controls

for the VSI were implemented on National Instruments (NI)

field programmable gate array (FPGA) based hardware. The

PXIe-7862 modules contain Kintex-7 325t FPGAs and analog

and digital I/O (PXIe standard for PCIe eXtensions for Instru-

mentation, where PCIe is Peripheral Component Interconnect

Express). The modules are enclosed in PXIe-1095 chassis. The

LabVIEW FPGA software is used to generate the HDL (hard-

ware description language) code for the modules. Current and

voltage measurements from the relays and VSI are fed from

Typhoon-HiL to the NI FPGA modules. Digital signals for the

circuit breaker and VSI switches are fed from the NI FPGA

modules to Typhoon-HiL.

Fig. 21 shows the FPGA implementation of a DOC relay

for LLab fault detection and coordination. Analog inputs are

saved to registers, which are used for crossing clock domains

between the analog input while loop, and the single-cycle timed

loop (SCTL). SCTLs are used to ensure logic is compiled to

make timing. The signals vc and iba are fed to the single-phase

SOGI to generate the quadrature components, vc−αβ and iba−αβ ,

respectively. The voltage vc−αβ is fed to a phase-locked loop

(PLL) to generate vc−dq and the phase angle, θ. The phase angle

from the PLL is fed to the dq transform for iba−αβ to generate

iba−dq . vc−dq and iba−dq are fed to ATAN2 (four quadrant arc

tangent) functions to get the angles, �vc and �iba, respectively.

Lastly, the phase angle φf is formed by subtracting �iba from

�vc. The phase angle φf is the same phase angle used to

determine forward and reverse zones in Fig. 10(a).

If the rms fault current thresholds are met and the phase angle

is in the correct zone, a timer is activated. The IEC 60255 SI

equation is a function of fault current and outputs the trip time

(see (1)). If the timer is greater than the trip time calculated by

(1), then the trip signal is high and a signal is sent to the breaker

to open.

An unexpected implementation challenge for the DOC relay

was implementing the 50th square root in the (1) for the IEC

60255 SI equation. Ultimately, a 5th-order curve fit was imple-

mented. The form of the polynomial is shown in (2), and the

coefficients are shown in Table IV.

p1x
5 + p2x

4 + p3x
3 + p4x

2 + p5x+ p6 (2)

To validate the simulation results presented in Section V-C,

LLab faults were applied at F4 and F5 at time t=0, while the

microgrid was operating at steady state. The steady state pre-

fault waveforms are shown in Fig. 22 for the grid-following

VSI. The control system shown in Fig. 14 was implemented in

LabVIEW FPGA for the VSI.

The waveforms after the LLab fault is applied for F4 and F5

locations are shown in Figs. 23 and 24, respectively. Fig. 23

demonstrates the fault detection, isolation of the fault branch,

and voltage recovery of the system. Fig. 23(a) shows the rms

voltages the controller is calculating and the LVRT state ma-

chine cycling through different states in response to the voltage

transient. Fig. 23(b) shows the transient phase a and b voltage

and phase current from the VSI. It also shows the different relay

signals and the enable signal to the VSI. As the fault causes

the system voltage to reduce, the LVRT state machine go to

LVRT state. As the voltage reduces further, the LVRT state

machine transitions to MC state, and PV gating is disabled.

R4 and R6 relay signals can be seen coordinating in similar

fashion to Fig. 11(b). The three phase current at R3–R6 were

recorded at 100 k samples per seconds with Typhoon-HiL, and

can be seen in Fig. 23(c), (d), (e), and (f). No current can be seen

following between R4 and R6, showing that the correct branch

was isolated. Once the R4 and R6 breakers open, the rms and

transient voltages can be seen recovering, during which, the VSI

can be seen re-enabled and able to supply output power. Note
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Fig. 23. Fault 4 LLab applied in CHiL system: (a) Measurements from the VSI
controller Ch 1: LVRT State machine states for phase A. 1 v per state; Ch 2-4:
vabc rms at PV, respectively, 5 v = 1 p.u. (b) Ch 1-3: vab and ia, respectively,
from VSI, 5 v = 1 p.u. iabc data-logged from Typhoon-HiL from (c) R3,
(d) R4, (e) R5, and (f) R6.

Fig. 24. Fault 4 LLab applied in CHiL system: (a) Measurements from the
VSI controller Ch 1: LVRT State machine states phase A. 1 v per state; Ch 2-4:
vabc rms at PV, respectively, 5 v = 1 p.u. (b) Ch 1-3: vab and ia, respectively,
from VSI, 5 v = 1 p.u. iabc data-logged from Typhoon-HiL from (c) R3,
(d) R4, (e) R5, and (f) R6.
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that although the phase A rms voltage is above the threshold to

return to LVRT state after the R4 breaker opens, phase B is still

below the threshold and thus in MC state, although not shown

on the oscilloscope.

Similar results of successful fault detection, isolation, and

recovery can be seen in Fig. 24 as a LLab is applied to the

F5 location. Note that on voltage recovery, the system voltage

goes above 1.2 p.u. This is likely due to the PI controller in

the genset’s AVR. For this reason the high voltage ride-through

was increased to avoid the controller faulting. This is why

the LVRT state machine transitions back to LVRT from TBD.

Eventually, the system voltage does return to nominal conditions

and the LVRT state machine transitions to TBD, and then to

DISTURBANCE COMPLETE 1. Lastly, the TMS relay settings

on R3/R4 had to be increased from 0.015 to 0.02 to achieve

successful coordination. The increase in the TMS is most likely

due to differences in the AVR controls between Typhoon and

the offline MATLAB/Simulink model, where differences in the

AVR controls affect the fault current levels.

VII. CONCLUSION AND FUTURE WORK

This work introduces a novel step-by-step methodology to

design and validate protection settings in distribution equipment

and ride-through settings in DERs. The design process was

demonstrated successfully on an islanded ac microgrid with

a ring-bus structure with both inverter-based and synchronous

generator-based DERs. The design process can also be applied

to microgrid with different DERs and distribution systems, and

in grid-connected systems.

OPAL-RT was used to improve simulation run-time of offline

Matlab/Simulink models in steps III-V, as shown in Fig. 3. To

further validate the settings, the microgrid model was executed

in real-time CHiL simulation with Typhoon-HiL for the real-

time microgrid emulation and NI-based FPGA hardware for the

real-time controls for the DOC protection and the grid-following

VSI. The details of protection coordination for the microgrid

and the implementation and operation of enabling ride-through

controls for inverter-based DERs were also discussed.

Additionally, this work shows that for islanded microgrids,

where the voltage transients during faults can be significant,

LVRT settings may need to be increased to category III ride-

through and may need to include momentary cessation operation

into the controls.

By having more DERs connected in post-fault recovery, as a

result of proper coordination of protection and ride-through set-

tings, microgrid recoverability is improved. This improvement

is manifested by increased instantaneous performance after fault

recovery (Pr), and will lead to reduced time to fully restore the

system, thereby minimizing loss of EPS service.

This work has laid the groundwork for application of a novel

protection design methodology to improve microgrid resilience

by demonstrating the process and base-lining fault response

performance using real-time simulations of the EPS and FPGA-

based execution of protection mechanisms and feedback control

on a CHiL platform.

By improving different attributes of microgrid survivabil-

ity (susceptibility, vulnerability, autonomous recovery), we are

directly improving overall resilience of the microgrid, i.e.,

how the microgrid responds to and recovers from off-nominal

events. Thus, by ensuring recovery, we ensure a survivable,

and therefore, a resilience microgrid to electrical faults. As

a result, it is concluded that utilizing the proposed novel

protection design methodology will improve the microgrid’s

resilience.

Future work will derive the key performance parame-

ters and technical performance measures by which the base-

lined microgrid and future improvements can be definitively

quantified. Possible improvements are those discussed in

Section II:
� a redundant feeder between PV and genset switch-

gears;
� increasing number of switchgear to minimize the isolated

branches;
� changing the number, location, and size of the gensets

throughout the microgrid to be more decentralized and

distributed;
� addition of BESS in the microgrid;
� more advance protection schemes like differential protec-

tion, adaptive protective, or emerging machine learning-

based approaches;
� advanced control schemes, such as non-linear controls, that

may improve fault recovery.

The protection design process methodology will help reduce

design time for these prospective improvements, as each de-

sign must have proper coordinated protection and ride-through

settings to enable evaluation. With proper settings, microgrid

resilience attributes can be extracted.

Future work will bench-mark the architectural, protection,

and control changes against the baseline microgrid, which en-

ables traceability of technology insertion at the design-level to

system-level resilience attributes. Different improvements in the

microgrid will affect different aspects of microgrid survivability,

and thus, resilience attributes. For example, improving detection

time (tf to tdf ) of the protection equipment helps to reduce the

time spend in a degraded state. Improving the controls of the

DERs may help post-fault recovery time (tfito tfr). Increasing

the locations of switchgear can help to minimize which loads

get disconnected, increasing (Pr), but may also increase circuit

breaker coordination time to prevent premature tripping of up-

stream breakers (increasing tf to tdf ). Decentralizing the DER

locations can help to improve the susceptibility by minimizing

impact of loss of grid-forming capable DERs, but can increase

protection coordination time from multiple fault current path

and requiring more complex protection schemes. Ultimately, the

microgrid stake-holders decide which improvement to pursue

given budgetary constraints.

APPENDIX

Tables V and VI list out parameters used in the microgrid

simulation.
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TABLE V
CABLE IMPEDANCES

TABLE VI
GENSET AND PV INVERTER PARAMETERS
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