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The core of monomial ideals

Louiza Fouli, Jonathan Montafo, Claudia Polini and Bernd Ulrich

The core of an ideal is defined as the intersection of all of its reductions. We provide an explicit description
for the core of a monomial ideal 7 satisfying certain residual conditions, showing that core(/) coincides
with the largest monomial ideal contained in a general reduction of I. We prove that the class of lex-
segment ideals satisfies these residual conditions and study the core of lex-segment ideals generated in one
degree. For monomial ideals that do not necessarily satisfy the residual conditions and that are generated
in one degree, we conjecture an explicit formula for the core, and make progress towards this conjecture.

1. Introduction

The core of an ideal I in a Noetherian ring is the intersection of all reductions of 7, i.e., all ideals over
which [ is integral. Since reductions, even minimal ones, are highly nonunique, one uses the core to
encode information about all of them. The core appears naturally in the context of Briancon—Skoda
theorems that compare the integral closure filtration with the adic filtration of an ideal [Lipman and
Sathaye 1981; Hochster and Huneke 1990; Lipman 1994; Lazarsfeld 2004a; 2004b]. It is also related to
adjoints and multiplier ideals [Lipman 1994; Huneke and Swanson 1995], to Kawamata’s conjecture on
the nonvanishing of sections of certain line bundles [Hyry and Smith 2003; 2004], and to the Cayley—
Bacharach property of finite sets of points in projective space [Fouli et al. 2010]. Knowing the core, say
of a zero-dimensional ideal in a local Cohen—-Macaulay ring, can be helpful in proofs via reduction to the
Artinian case; for the elements of [ \ core(/) are exactly those elements in / that remain nonzero when
reducing modulo some general system of parameters inside /; see for instance [Engheta 2009; Huneke
et al. 2015].

Being an a priori infinite intersection of reductions, the core is difficult to compute. Explicit formulas
for the core have been found, but they require strong hypotheses [Huneke and Swanson 1995; Corso
et al. 2002; Hyry and Smith 2003; Polini and Ulrich 2005; Huneke and Trung 2005; Polini et al. 2007;
Wang 2008; Fouli et al. 2008; 2010; Smith 2011; Fouli and Morey 2012; Kohlhaas 2014; 2016; Cumming
2018; Okuma et al. 2018]. Without such hypotheses, the best one could hope for is that the core is a
finite intersection of general reductions. This was proved in the local case assuming fairly weak residual
conditions [Corso et al. 2001]; see Section 2 for definitions. The first main theorem, Theorem 3.9, in the
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current article generalizes this result to the nonlocal setting, a nontrivial generalization as the core is not
known to be compatible with localization. In fact, our result shows a posteriori that the core does localize
in the setting of the theorem; see Corollary 3.10. If in addition / is generated by homogeneous polynomials
of the same degree, we also prove that the core coincides with the graded core, the intersection of all
homogeneous reductions of /; see Corollary 3.12. The question of when this equality holds was also
considered by Hyry and Smith [2003] in connection with their work on Kawamata’s conjecture. Without
a result as in Theorem 3.9, the core is essentially uncomputable as one does not know how to identify
the special reductions needed in the intersection. In this paper we propose a method for finding such
reductions in the case of monomial ideals; see Section 5.

With the same weak residual conditions as in Theorem 3.9 we come close to proving a formula for
the core in the monomial case, by expressing the core of a monomial ideal in terms of a single general
reduction. This result is based on the fact that the core of a monomial ideal / is again monomial, and hence
contained in the largest monomial ideal mono(K) contained in any reduction K. When the reduction K is
general, it is highly nonmonomial and hence mono(K) is as close to the core as possible. In Theorem 4.7
we prove that in fact

core(/) = mono(K)

if the aforementioned residual conditions are satisfied. This generalizes a result from [Polini et al. 2007]
for the case of zero-dimensional monomial ideals. The mono of any ideal can be computed using an
algorithm by Saito, Sturmfels, and Takayama [Saito et al. 2000], and this is implemented in Macaulay2
and can be accessed with the command monomialSubideal.

Examples show that the results described above do not hold without any residual conditions; see
Examples 4.8 and 4.9. In Section 5 we treat the graded core of monomial ideals that are generated in a
single degree but do not satisfy any further assumptions. Whereas the graded core is always contained in
mono(K) for K a general reduction, in Theorem 5.4 we come up with a monomial ideal 2 contained
in the graded core, and we conjecture that in fact gradedcore(/) = 2; see Conjecture 5.5. We also
propose a way to find the special reductions required in the intersection that gives the graded core; see
Discussion 5.8. These results use, in an essential way, the ideal J generated by d linear combinations of

the monomial generators of I C R =k[xy, ..., x4] with new variables z = z;; as coefficients. Considering
klz]llx1, ..., xq] as a polynomial ring in the variables xi, ..., x4, we form the ideal mono(J), which is
generated by monomials m € k[xy, ..., x4] times ideals C,, C k[z]. Due to the variation of the ideals C,,,

the ideal mono(J) carries considerably more information than mono(K) for a general reduction K C R,
which only records the monomials m and does not suffice to determine gradedcore(/). As an application
we prove that if the ideals C,, are constant up to radical then the graded core is the mono of a general
minimal reduction without any residual conditions; see Theorem 5.10.

In the last section of the article we focus on the special class of lex-segment ideals. We first show that
these ideals satisfy the residual conditions as in Theorem 3.9. We conjecture that the core of a lex-segment
ideal I generated in a single degree is equal to I times a certain power of the maximal homogeneous ideal;
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see Conjecture 6.1. We prove one inclusion in full generality and establish the conjecture for a large number
of cases; see Theorem 6.9 and Remark 6.2. We also show that the core of / is contained in the adjoint
of 18, where g = ht(/). The connection between cores and adjoints is particularly attractive in the context
of monomial ideals, since there is an explicit combinatorial description for adjoints in terms of Newton
polyhedra [Howald 2001], a description that is lacking for cores, even in the zero-dimensional case.

2. Background

In this section we provide some background information and fix notations needed in the rest of the article,
including the residual conditions mentioned in the Introduction. For further information we refer to
[Ulrich 1994; Chardin et al. 2001; Huneke and Swanson 2006].

Let R be a Cohen—Macaulay ring and [ an ideal. A subideal J C I is a reduction of I if I and J have
the same integral closure, or equivalently, if

"V = JI1" forn>>0. )]

The reduction number of I with respect to J, denoted by r;(I), is the smallest nonnegative integer n for
which (1) holds true.

Suppose either R is local with maximal ideal m and residue field k, or R is positively graded over
a field k with maximal homogeneous ideal m and / is homogeneous generated in a single degree. We
denote by £(1) the analytic spread of 1, i.e., the dimension of the special fiber ring % (I) = @n>0 I /mI".
If k is an infinite field, then ¢(7) is equal to the minimal number of generators ©(J) of any minimal
reduction J of 1. Recall that a minimal reduction is a reduction that is minimal with respect to inclusion.
The reduction number of I is r(I) = min{r;(I) | J is a minimal reduction of 7}.

Artin and Nagata [1972] defined the notion of s-residual intersection that generalizes the notion of
linkage when the linked ideals may not have the same height. To be precise, an R-ideal K in an arbitrary
Cohen—Macaulay ring R is an s-residual intersection of I if K =a: I for some s generated ideal a C I such
that ht(K) > s. We say K is a geometric s-residual intersection of I if in addition we have ht(/ + K) > s.
The ideal I is said to be weakly s-residually S, if the ring R/K satisfies Serre’s condition S, for every
0 <i < s and for every geometric i-residual intersection K of 1. We say that [ satisfies G if (1) <ht(p)
for every p € V(1) such that ht(p) <s — 1.

In this article we deal with ideals that satisfy the residual conditions G, and are weakly (d—2)-
residually S, where d = dim(R). Classes of ideals that satisfy these two conditions include ideals of
dimension 1 that are generically complete intersections. Moreover, if an ideal I satisfies G4, then [ is
weakly (d—2)-residually S if it is strongly Cohen—Macaulay or, more generally, if after localizing it has the
sliding depth property; see [Huneke 1983, Theorem 3.1] and [Herzog et al. 1985, Theorem 3.3]. Examples
of strongly Cohen—Macaulay ideals are Cohen—Macaulay almost complete intersections, Cohen—Macaulay
ideals in a Gorenstein ring generated by ht(/) 4 2 elements [Avramov and Herzog 1980, page 259], and
ideals in the linkage class of a complete intersection [Huneke 1982, Theorem 1.11], such as perfect ideals
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of height 2 [Apéry 1945; Gaeta 1952] and perfect Gorenstein ideals of height 3 [Watanabe 1973]. In
this article we add to this list by proving that lex-segment ideals satisfy both residual conditions; see
Proposition 6.5.

3. The core and general reductions

In this section we define a notion of general reductions for homogeneous ideals that are not necessarily
generated in one degree, and we use this new notion to show a homogeneous version of [Corso et al.
2001, Theorem 4.5] for ideals of maximal analytic spread (see Theorem 3.9). We begin by setting up
some notation.

Notation 3.1. Let k be an infinite field, R a Noetherian k-algebra, and / C R an ideal. Fix a positive
integer s and f = fi, ..., f, a generating sequence for /. Consider an s X u matrix of variables [z] = [z; ;]
with 1 <i<sand 1< j<u. Anideal J; := JS@(I) of R[z] is said to be generated by s generic
elements of I (with respect to f), if it is generated by the entries of the column vector [z][ f 17,

For every A = (A;;) € A} w_e define 7, : R[z] — R to be the evaluation map given by zi; > A, j. For
a positive integer n we say that the R-ideals Ji, ..., J, are generated by s general elements (with respect
to f) of 1, if J; = m;,(Js,;) and (Ay, ..., A,) ranges over a Zariski dense open subset of Ap*".
Remark 3.2. Using Notation 3.1, let A € GL, (R) and consider the R-automorphism ¢ of R[z] that sends
the matrix [z] to [z]A. If [g] := A[f]", then ¢ (J;.;(f)) = J5.2(g).

The following lemma shows that saturating the ideal J; ; with respect to 7 is the same as saturating it

with respect to any nonzero element f € I.

Lemma 3.3. We use Notation 3.1. Let f € I be a nonzero element. If R is a domain, then

Js,g ‘R[z] [* = 5,z “Rlz] foo
and this is a prime ideal of height s.

Proof. We clearly have J; ;. : I*° C Js . : f°. To prove the equality it suffices to show that the ideal
on the left is a prime ideal of height s and the one on the right has height at most s. Notice that
ht(Js ;0 f) <ht((Js ;1 f) r) =ht((Js,;) r) < 5. The last inequality follows by Krull’s altitude theorem;
notice that (Js ;) is a proper ideal as f ¢ \/E

Since I contains a nonzerodivisor modulo Js ; : I°°, a general k-linear combination of fi,..., f, is a
nonzerodivisor modulo Jy ; : I°°. Hence there exists A € GL, (k) such that [g; - - gl =Alfi-- fulF
with g1 a nonzerodivisor modulo J; ; : I°°. By Remark 3.2 we may replace f1, ..., fu, by g1, ..., 8gu to

assume fj is a nonzerodivisor modulo J; ; : I°°. Notice that

u
(Js,g : Ioo)fl = (‘ISvZ)fl = ({Zi,l +f1_l ZZi’jfj ‘ 1 < i gS})R[Z]fI,
j=2

which is a prime ideal of height s. Since f; is a nonzerodivisor modulo Jy ; : 1°°, it follows that J; ; : [

is a prime ideal of height s. O
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The following lemma is needed in the proof of Proposition 3.5, which in turn provides a way to
construct general reductions of ideals.

Lemma 3.4. Let k be an infinite field, R a finitely generated k-algebra, and I an ideal. If J is an ideal

generated by s general elements of I, then

dim(R/(J :g I*°)) <dim(R) — s
and
dim(R/((J :g I®)+ 1)) < dim(R) —s — 1.

Proof. The first inequality is [Fouli et al. 2008, Lemma 2.2]. The second inequality follows from the first
because / contains a nonzerodivisor modulo J : [*°. (I

If either the ambient ring R is local or the ideal / is generated by forms of the same degree and R is a
positively graded k-algebra, then d general elements of I generate a reduction, where d = dim(R). The
following proposition gives a method to construct finite sets of general reductions for arbitrary ideals in
any Noetherian k-algebra (see Definition 3.6).

Proposition 3.5. Let k be an infinite field, R a finitely generated k-algebra of dimension d, and I an ideal
of positive height. If R is positively graded and I is generated by forms of the same degree, set f :=0 € R.
Otherwise, let f € I be an element not contained in any minimal prime ideal of R of dimension d. If J is

an ideal generated by d general elements of 1, then J + (f) is a reduction of 1.

Proof. Set H=J 4 (f) and let  denote the images in R = R/(f). Applying Lemma 3.4 to the images
of H and I in R we observe that H :z ™ = R, and hence H and I have the same radical. Since
HI"v.mmc HI': 1" for every n € N, this sequence of ideals stabilizes for n > 0. Therefore, it
suffices to prove that Hj, is a reduction of I, for every p € V(I). By Lemma 3.4 we have (J : I*°)+1 =R
and therefore /' € J, for n > 0 and every p € V(I). Let gr;(R) = D=0 I"/1"T!. We can proceed
as in [Xie 2012, Proposition 2.3] to show that the images in /1> = [gr;(R)]; of the d generators of J
form a filter regular sequence with respect to gr;(R)+ = P, ["/I1"*". Therefore, J is generated by a
superficial sequence of 1. Then, J NI"*! = JI" for n > 0 by [Huneke and Swanson 2006, Lemma 8.5.11].

Thus, J, is a reduction of I, for every p € V(I). Thus, H,, is a reduction of I, which finishes the proof. [

Definition 3.6. With assumptions and notations as in Proposition 3.5, we say that Ky, ..., K, are general
reductions of I, if K; = J; + (f), where Jy, ..., J, are n ideals generated by d general elements of [ as
in Notation 3.1.

Remark 3.7. Notice that for each r > 0 we have K[ := J; + (f") is a reduction of I by Proposition 3.5.
Furthermore, for m € V(1) a fixed maximal ideal we have (J;)n, is a reduction of Iy and (K))m = (Ji)m
if r > r(Iy) [Huneke and Swanson 2006, Theorem 8.6.6]. If in addition £(/y) = d, then (K))y is a
minimal reduction of I,. In case Ry, is regular and dim(Ry,) = d, we also have (K))m = (J;)m forr > d
by [loc. cit., Corollary 13.3.4]. We also call the ideals K| general reductions of I for any choice of r.
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Lemma 3.8. Let R be a Cohen—Macaulay ring, s a nonnegative integer, and 1 an ideal satisfying Gy 1.
Then I is weakly s-residually S» if and only if 1, is weakly s-residually S> for every p € V(I).

Proof. The property of being weakly s-residually S, localizes; see [Corso et al. 2001, Lemma 2.1(a)].
For the converse, let i <s, let K = J : I be a geometric i-residual intersection of I, and let p € V(K). If
pe V), then Ry /Ky is S> by our assumption. If p & V (1), then K, = J,, is a complete intersection, and
therefore Ry,/K} is Cohen—-Macaulay. O

Theorem 3.9 extends [Corso et al. 2001, Theorem 4.5] from local rings to finitely generated algebras
over a field. We recall that an ideal I is of linear type if the natural map between its symmetric algebra and
Rees algebra is an isomorphism. If 7 is of linear type it has no proper reductions and hence core(/) = I.

Theorem 3.9. Let k be an infinite field, R a Cohen—Macaulay finitely generated k-algebra of dimension d,
and I an ideal of positive height. Assume that I satisfies G4 and is weakly (d—2)-residually S,. Let f € 1
be as in Definition 3.6. Then there exist positive integers n and r such that

core(l)=KN---NK,,

where K; = J; + (f") for 1 <i < n are general reductions of I as in Remark 3.7. If in addition R is
regular, then r can be chosen to be d.

Proof. For every p € V(I) the ideal I, is G4 and from Lemma 3.8 it follows that I, is weakly (d—2)-
residually S>. Hence [Chardin et al. 2001, Corollary 3.6(b)] and [Vasconcelos 1994, Theorem 2.3.2] show
that I, is of linear type for every p € V(1) with ht(p) < d. Clearly, I, is of linear type for every prime
pev).
Let Sym(/) and Z(I) be the symmetric algebra and the Rees algebra of I, respectively. Consider the
following exact sequence
0— & — Sym(l) > Z(I) — 0.

The ideal <7 is generated by homogeneous elements of degree at most e, for some nonnegative integer e.
Therefore, Suppy (/) = J;_, Suppg (%) is a closed subset of Spec(R). It follows that the set of prime
ideals p such that /, is not of linear type consists only of finitely many maximal ideals, say my, ..., m,.
Notice that £(Iy,,) = d for each 1 <i < ¢;indeed, if £(Iy,,) < d, then I, is generated by d — 1 elements
according to [Corso et al. 2001, Lemma 2.1(g)] and hence I;,, would be of linear type by [Chardin et al.
2001, Corollary 3.6(b)] and [Vasconcelos 1994, Theorem 2.3.2].

The ideals Iy, have analytic spread d, satisfy G4, and are weakly (d—2)-residually S>, and hence are
weakly (d—1)-residually S,; see [Chardin et al. 2001, Proposition 3.4(a)]. Applying [Corso et al.
2001, Theorem 4.5] and Remark 3.7 to the finitely many ideals I, we obtain that core(ly,) =
(K1)m; N -+ N (Kp)m, for some integer n, where Ky, ..., K, are general reductions of / with r =
14+ max{r(lm,) | 1 <i <t} or withr =d in case R is regular.

We claim that core(/) = K1 N---N K,,. Clearly, core(/) € K; N---N K,, because K1, ..., K, are
reductions of I by Proposition 3.5. To show the reverse inclusion, let K be any reduction of /. We need
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to show that K1 N---N K, € K, or equivalently (K), N---N(K,), € K, for every p € Spec(R). If
p & {my,..., m}, then I, is of linear type. Hence K, = I, and the assertion holds trivially. Otherwise,
(K1)pN---N(Ky,)p = core(lp) C K. O

Theorem 3.9 and its proof allows us to show that under the assumptions therein the core of I localizes;
compare to [Corso et al. 2001, Theorem 4.8].

Corollary 3.10. If the hypotheses of Theorem 3.9 hold, then core(I,) = (core(l)), for every p € Spec(R).

Proof. In the proof of Theorem 3.9 we showed that core(/n,) = (K1)m; N --- N (K;)m;, wWhich is
(core(!))m, by Theorem 3.9. If p & {my, ..., m,}, then I, is of linear type, therefore core(/,) = I, and

Remark 3.11. If in addition to the assumptions of Theorem 3.9 the ring R is a positively graded k-algebra
with maximal homogeneous ideal m and the ideal / is homogeneous, then we can replace the assumption
that 7 is weakly (d—2)-residually S, by the hypothesis that I, is weakly (d—2)-residually S,. In addition,
r can be chosen to be 1 4+ r (/).

Proof. Following the proof of Theorem 3.9, it suffices to show that I, is of linear type whenever p € V(1)
and p # m. Since / is homogeneous, the minimal prime ideals of Suppy () are homogeneous and hence
are all contained in m. On the other hand, if p C m, then /, is of linear type by our assumption on /i,; see
[Chardin et al. 2001, Corollary 3.6(b)] and [Vasconcelos 1994, Theorem 2.3.2]. U

In the case of ideals generated by forms of the same degree, we have the following simpler version of
Theorem 3.9.

Corollary 3.12. Let k be an infinite field, R a Cohen—Macaulay positively graded k-algebra of dimen-
sion d, and m the homogeneous maximal ideal of R. Let I be an ideal of positive height generated by
homogeneous elements of the same degree 8. If I satisfies G4 and Iy, is weakly (d—2)-residually S;, then
there exists a positive integer n such that

core(l)=J;N---NJy,,

where Jy, ..., J, are generated by d general elements of I with respect to a generating set of I contained
in Is (see Notation 3.1). In particular,

core(l) = gradedcore([).

Proof. We choose f =0 as in Proposition 3.5, so that J; = K;. Now the assertion follows by Theorem 3.9
and Remark 3.11. O

Remark 3.13. The proof of Theorem 3.9 shows that under the assumptions of Corollary 3.12 either
£(I)=d or core(]) = 1.

Question 3.14. Is it possible to replace the assumptions in Corollary 3.12 that [ satisfies G4 and Iy, is
weakly (d—2)-residually S, by the hypotheses that I satisfies G, and I, is weakly (¢ — 1)-residually S,
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for £ = £(1), to say that
core(l)=JiN---NJ,,

where Jy, ..., J, are generated by £ general elements of / with respect to a generating set of / contained
in I5?

4. The core and the mono

In this section we generalize the main result of [Polini et al. 2007] to monomial ideals of higher dimension.
We show that under suitable residual conditions, the core of a monomial ideal I coincides with the largest
monomial ideal in a general reduction of I, provided / is of maximal analytic spread.

Proposition 4.1. Let k be an infinite field, x = xy, ..., X, Y=V Vs, andz =2y, ...,2 be three
sets of variables. Let H be an ideal of Kk[x, Vs z]. For every A = (A;) € Aﬁ( let ) : K[x, Vs z] — kx, X]
denote the evaluation map given by z; — ;. Then for general A we have m, (H Nk[x, z]) = m (H) Nk[x].

Proof. 1t is straightforward to see that 77, (H Nk[x, z]) € m; (H) Nk[x].

To prove the reverse inclusion, we consider the lexicographic monomial order < on the two polynomial
rings [|<[§][)_c,2] and A :=k(z)[x, vl in the variables x, y with x; < y;. Let G ={g1,...,gm} C H be a
Grobner basis of HA with respect to <.

Clearly 7, (G) is a generating set of 7, (H) for general A. We claim that for general A the set 77, (G)
is also a Grobner basis. By Buchberger’s criterion it suffices to show that for every i # j the S-pair
Sij = S(m;.(gi), m,(g;)) is equal to an expression

himy(g) + -+ + b3, (8m), 2)

where i € klx, vl and the initial monomials satisfy in_ (7 (gx)) <in<(S;;) for every 1 <k < m. Since
G is a Grobner basis of H A, there is an expression

S(gi,g)) =higi+- -+ hmgm, 3)

where fzk € A and in<(ﬁkgk) <ino(S(gi, gj)) forevery 1 <k <m.

If cg, € Kk[z] is the coefficient of in (gx), then 7, (cy,) is the coefficient of in_ (1) (gx)) for general A.
Hence in_ (. (gx)) = in-(gt) and S;; = m,(S(gi, g;)) since S(g;, g;) € |]<[)_c,z, z]. Therefore, after
clearing denominators in (3) and applying 7, for general A, the desired expression for S;; as in (2) follows.

Since 7, (G) is a Grobner basis of ) (H) for general A and < is an elimination order, it follows that
m, (H) Nk[x] is generated by 7, (G) Nk[x]. Finally, for general A we have

m.(G) Nklx] = m,. (G Nklx, z]) € m (H Nk[x, z]),
and the conclusion follows. ([

The goal in this section is to show that under suitable assumptions on a monomial ideal /, the core
of I can be obtained as the mono of a general reduction of I, namely core(/) = mono(K), where K is a
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general reduction of [ as in Definition 3.6 and mono(K) denotes the largest monomial ideal contained
in K. In order to compute mono(K) we follow an algorithm due to Saito, Sturmfels, and Takayama
[Saito et al. 2000, Algorithm 4.4.2].

For the proof of our main result we need a notion of mono of an ideal in a polynomial ring over an

arbitrary Noetherian ring. Let A be a Noetherian ring. For an ideal L in the polynomial ring A[x, ..., x4],
the multihomogenization of L, denoted by l~,, is the ideal of the polynomial ring A[x1, ..., Xg, Y1, ..., Ydl
generated by
~ X1 Xd \ _degy (g) deg,, (8)
E=8\ —---5 — IV Vg ‘geL
Y1 Yd

We consider A[xy, ..., X4, 1, - .., Y4] With the Nd—grading induced by deg(x;) = deg(y;) = e;. We note
that g is indeed multihomogeneous with deg(g) = (deg,, (g), . .., deg, (2)) € N9,
The next example illustrates the process of multihomogenization of an element.

Example 4.2. Let g = c1x12x2 + czx1x32 + 03x;x3 € Alxy, x2, x3] for some cy,cp,c3 € A. Then
5 2. .22 2.3 3.2
8 = C1X1X2Y5 Y5 + C2X1X5Y1 Y5 + C3X5X3)V7 V3.

To obtain the multihomogenization of an ideal L C A[x, ..., x4] it is enough to multihomogenize a
given generating set gi, ..., g, of L and to saturate with respect to ¥ = ]_[?:1 v, that is,

L=, ....5):Y>. (4)

Definition 4.3. Let A be a Noetherian ring and let L be an ideal in the polynomial ring A[x, ..., x4].

We define mono(L) to be the ideal generated by the elements in L of the form am, where a € A and m is
a monomial.

Following [Saito et al. 2000, Algorithm 4.4.2], we obtain

mono(L) =ZﬂA[x1, e Xg]. (®)]
Proposition 4.4. Let A = k[zy, ..., z;] be a polynomial ring over an infinite field k and L a proper
ideal in the polynomial ring Alx1, ..., xq]. For A € A[tk let wy : Alxy, ..., xq] = klx1, ..., xq] be the

evaluation map given by z; — A;. For general ) € A] we have the following:
(@) (L) = my(D).
(b) mono(ry (L)) = m; (mono(L)).

(c) mono(ry (L)) does not depend on A.

Proof. We begin with the proof of (a). We first notice that for any g € A[x1, ..., x4] and general A we
have 7, (g) = m(g). Write L = (g1, ..., gu), then

(m:(81)s -+, ma(8u) = (2 (81)s - -, (&) = 0 (81, -+ - » &u)-
Therefore,

e~ e~

Tu(L) = (7381 -+ 7 (80)) Y =3B Bu) 1 Y
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On the other hand,
(L) = 1,81 -+ 8u) 1 Y).
Notice that

ﬂ;(gl»---agu)g”;((gl’---agu):yoo) gn&(gl7~-~agu):yoo'
Thus to prove that ;,;EL/) =, (Z) it suffices to show that ; ((g1, ..., &) : Y°) is saturated with respect
to Y, equivalently it suffices to show that Y is a nonzerodivisor on k[x, yl/m,((g1, ..., 8u) : Y™) =

k[x, y]/m3(L). The image of ¥ is not a unit in k[x, y]/m;(L), hence k[x, y]/(m: (L), Y) # 0.

Set
- ﬂ<[§](g—~;)[)_6, vl

L

and notice that 7/(z — 1) = Kk[x, vl /70, (Z). By generic freeness [Eisenbud 1995, Theorem 14.4], for
general A the map k[z];—x) — T/(Y) is flat and hence the elements z — A form a regular sequence
on T/(Y). For this also recall that

T/(Y.z—2) =klx, yl/(Y, m3(L)) #0.

Since Y is a nonzerodivisor on T it follows that ¥, z — A is a T-regular sequence. As this sequence
consists of homogeneous elements in 7, and 7 is a positively graded ring over a local ring, we obtain that
z— A, Y is also a regular sequence [Matsumura 1986, Theorems 16.2 and 16.3]. We conclude that Y is a
nonzerodivisor on T/(z — A) = k[x, y]/nA(Z).

Part (b) is a direct consequence of_ (a) and Proposition 4.1.

Finally, part (c) follows from (b) because 7, (mono(L)) does not depend on A for general A. Indeed, if

{aim;} is a finite generating set of mono(L), where a; € k[z] and m; are monomials in x1, ..., x4, then
for any A € D(]_[i ai) the ideal 7) (mono(L)) is independent of A. (I
Corollary 4.5. Let k be an infinite field, R = k[x1, ..., xq] a polynomial ring, and I a monomial ideal.

Foranyn e Nlet K and K1, ..., K, be general reductions of I as in Remark 3.7. We have
core(/) Cmono(K) C K| N---NK,.

Proof. Clearly, core(I) € mono(K), since K is a reduction of I by Proposition 3.5 and core(/) is a
monomial ideal by [Corso et al. 2001, proof of Remark 5.1]. For the second inclusion, notice that
mono(K) = mono(K;) for all 1 <i < n according to Proposition 4.4(c). O

Remark 4.6. If in Corollary 4.5, the ideal I is generated by monomials of degree § and the elements
f1, ..., fu of Notation 3.1 are chosen to be homogeneous polynomials of degree § and f =0, then K is
a homogeneous reduction of /. Therefore

gradedcore(/) € mono(K).

We now prove the main theorem of this section.
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Theorem 4.7. Let k be an infinite field, R = k[xy, ..., x4] a polynomial ring, m := (x1,...,xq),and I a
monomial ideal. If I satisfies G4 and I, is weakly (d—2)-residually S,, then

core(/) = mono(K)

for K a general reduction of I withr = d as in Remark 3.7.
Proof. The proof follows by Corollary 4.5, Theorem 3.9, and Remark 3.11. (I

The following example shows that Theorems 3.9 and 4.7 do not hold without the assumption that /
is Gd.

Example 4.8. Let R = Q[x, xp, x3] and [ = (xf, xlzxz, x1x32, xg ). The ideal I has height 2 and analytic
spread 3. It is weakly 2-residually S, because every link of 7 is unmixed and hence Cohen—Macaulay.
However, I does not satisfy G3. Computation with Macaulay2 shows that there exist nonzero polynomials
h and g in Q[z] such that

mono(J3 ;) = (h)(xlz, X1X2, X1X3, X2X3, x%)l + (hg)(xlzxg, xlxgxg, x%xg) =: (W)A+ (hg)*B.

For general A we have 2l + ‘B = m; (mono(J3 ;)) = mono(K), where K := 1, (J3 ;) (see Proposition 4.4).
Therefore core(/) C gradedcore(/) CA+B =1 m? (see Remark 4.6). The ideal H = (x13, xlzxz, x1x32+x§)
is a minimal reduction of I, since I> = HI?. On the other hand, mono(K) = Im> ¢ H. Hence,
gradedcore(/) is not equal to mono(K) for a general reduction K and thus core(/) is not a finite
intersection of general reductions of I (see Corollary 4.5). In particular, neither Theorem 3.9 nor
Theorem 4.7 hold.

The ideal in the next example is G4 (in fact G ), but £(1) <d and I, is not weakly (d —2)-residually S,
(see Remark 3.13 and Corollary 3.12). Again, core(/) is not a finite intersection of general minimal
reductions of / and it is not the mono of a general minimal reduction of 1.

Example 4.9. Let
R = Q[x1, x2, X3, X4, X5, x¢] and [ = (x1x2, X2X3, X3X4, X4X1, X4X5, X5X¢).

One easily verifies that the height of [ is 3 and that it satisfies G. However, £(/) = 5 and Iy, is not
weakly 3-residually S;. In [Fouli and Morey 2012, Example 4.8] it is shown that core(/) # m/. Using
Macaulay? one verifies that mono(J) =m/, for J a general minimal reduction of /, i.e., an ideal generated
by five general elements of I with respect to the six monomial generators of I. Therefore core(/) is not
equal to mono(J).

5. The core of monomial ideals generated in one degree

There is no known method to compute the core of a given ideal if the residual conditions required in the
previous sections do not hold. Our goal in this section is to propose an approach to compute the core of
monomial ideals generated in a single degree without any further assumptions.



1474 Louiza Fouli, Jonathan Montafio, Claudia Polini and Bernd Ulrich

In the previous section we established that for a monomial ideal I, core(/) and gradedcore(/) are
contained in mono(K) for a general reduction K of I. This containment holds in general and it is an
equality under appropriate residual conditions (see Corollary 4.5, Remark 4.6, Theorem 4.7). For a
monomial ideal / generated in a single degree we construct an ideal that is contained in gradedcore(/)
and we conjecture that equality holds in general (see Theorem 5.4 and Conjecture 5.5). We verify the
conjecture for a specific ideal in Example 5.9. Furthermore, under the same residual conditions core(/)
can be obtained as the intersection of finitely many general reductions; see Corollary 3.12. However,
as seen in Example 4.8, special reductions are needed in the absence of the residual conditions. In this
section we provide a method to find these special reductions.

Notation 5.1. Let k be an infinite field, R = k[xy, ..., x4] a polynomial ring, and m = (xy, ..., xz) its
homogeneous maximal ideal. Let / be a nonzero ideal generated by homogeneous elements of the same
degree §. Let .# := % (I) be the special fiber ring of I and %, the ideal generated by the elements
of # of positive degree. Notice that % = k[I5;] C R because [ is generated in a single degree. Let
£ :=£(l) =dim(.%) be the analytic spread of .

Fix a generating sequence I = fi,..., fu of I contained in /5. Consider fu variables z = {z;; |
1<i<fand 1 < j < u}. Write b; = Z;:l zi,jfj. Let o C J := Jf,é(f) be the ideals generated
by by, ..., be in the rings .#[z] € R|[z], respectively. For A € Al we write 6, = m () € F and

J, =m(J) € R, where 7, denotes the evaluation map.
Notice that %, R = I, #/R[z] = J, and J& R = J,. Moreover, J,, is a reduction of [ if and only if
" = J,I" for some r > 0 if and only if ﬂf’l = ;7! for some r > 0 if and only if .7, C /7.

The following result describes the locus of the points A for which J; is not a reduction of /. We also
show that this locus is determined by a single irreducible polynomial of k[z]. We note that here we only
assume / is homogeneous and not necessarily generated by monomials.

Proposition 5.2. With assumptions as in Notation 5.1 let of = (€ : z(;) F5°) NK[z]:
(a) The Kkiz]-ideal <f defines the locus where J, is not a reduction of L.

(b) The ideal < is a prime ideal of height 1. Thus o/ = (h), where h an irreducible polynomial in k[z].

Proof. To prove (a) we write T = .%[z]/#¢ and consider the natural map ¢ : Proj(T) — Spec(k[z]).
Clearly Im(¢) C V (&/); we claim that V (&) = Im(¢). For this, we first note that 7 : z[;) #° is a prime
ideal of height ¢ by Lemma 3.3. Therefore, we have an inclusion of domains

U:=kiz]l/o — V :=Z[2]/ (S 1717 F).
Since

dim(V ®y Quot(U)) =ht(#,V) > 1, ©6)

by semicontinuity of fiber dimension [Eisenbud 1995, Theorem 14.8(b)] we have that dim(V Q@ k (P)) > 1
for every P € Spec(U). Therefore P € Im(¢) for every P € Spec(U), whence the claim follows.
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A point A € Ai” belongs to Im(¢) if and only if dim(7 ®y;) (k[z]/(z —2))) > 0. Since
T Quiz) (kizl/(z — 1) = 7/ A,
the last condition is equivalent to % € \/?i , which means that Jj is not a reduction of /.
For part (b), it remains to show that ht(«7) = 1. We first observe that
dim(V) = dim(Z[z]) —ht( : 7} F7°) = (£ +dim(k[z])) — £ = dim(Kk[z]).

We think of points in Ai“ as £ x u matrices. If Ag € Au{” is a matrix whose first £ — 1 rows are general
and whose last row consists of zeros, then ht(#,) = £ — 1. Therefore, 7 /7, =V Qu (U/(z — A0)) has
dimension 1, which shows that dim(V ®y Quot(U)) = 1 by [Eisenbud 1995, Theorem 14.8(b)] and (6).
Thus,

1 = trdegy; (V) = trdegy (V) — trdegy (U) = dim(V) — dim(U) = dim(k[z]) — dim(U) = ht(),
completing the proof. O

Following Notation 5.1, one can see that every homogeneous reduction of / contains a reduction
generated by £ homogeneous elements of degree §, which is necessarily of the form J;, for some A € Aﬁ“.

Corollary 5.3. With assumptions as in Notation 5.1 and Proposition 5.2, we have
gradedcore(/) = ﬂ Ji.
LEV ()

In the following result we show that for a monomial ideal 7, (mono(J) :g;) (2)*°) N R is contained in
every homogeneous reduction of /. In fact, we conjecture that this ideal is equal to gradedcore(/) (see
Conjecture 5.5). Here we think of J as an ideal in the polynomial ring A[x, ..., x4] with A = k[z] (see
Definition 4.3). For a vector w = (wy, ..., wy) € N“ we denote by x¥ the monomial x;”‘ . -x;”d.

Theorem 5.4. In addition to the assumptions of Notation 5.1 we suppose that fi, ..., f, are monomials.
If h € Klz] is as in Proposition 5.2(b), then

(mono(J) gz (h)*°) N R C gradedcore([]).

Proof. Let x” € (mono(J) :g[z; (h)>) N R. Then x*h"Y € mono(J) for N > 0. By Proposition 5.2 for
each A such that Jj, is a reduction of I we have m, (h) # 0. Hence, setting Y =[] y; as in (4) and using (5),

we obtain } 3
x" € my(mono(J)) = m (((by, ..., by) ‘Riz,y] Y*)NR[z])
S ((brs ... be) iRy YO)NR
C (mp(br, ... be) iRy Y)NR
=mono(J;) € J,.
Taking the intersection over all such A we obtain x” € gradedcore(/), as desired. 0

We propose the following conjecture based on the previous result and computational evidence.
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Conjecture 5.5. Let I and h be as in Theorem 5.4. Then
gradedcore(l) = (mono(J) gz (WH®)NR.

In our next result, we show that the content ideal of mono(J) is principal and that it is generated by the
irreducible polynomial /4 from Proposition 5.2(b). We use this result to verify Conjecture 5.5 for specific
examples at the end of the section. Before we proceed we need to fix more notation.

Notation 5.6. In addition to the assumptions of Notation 5.1 we suppose that fi, ..., f, are monomials.

Let vy, ..., v, € N? be distinct vectors such that
mono(J) = Ci(x") +-- -+ C.(x™),

where Cy, ..., C, are ideals of k[z] (see Definition 4.3). The ideal ¥ = C;1 4+ --- 4+ C, is called the
content ideal of mono(J). We note that the set of monomials .# := {x"', ..., x"} generates mono(J;)
for general A by Proposition 4.4(b).

Let x* =Icm(fi, ..., fu) and for each f; let g; be the monomial in R[X] = R[y1, ..., yq] such that
deg(g;) = v and deng (g) = deng (f) f(\)r every i and j. Notice that 2?21 zi,jgj/i\s b;, the multihomog-
enizatioE of b; € [l<£§] [x]/,\. . xd/]\. Let f; be the elemeEt of |]<[2] such that degyj (fi)= degyj (gi), that is
gi = fifi,andset I = (fi,..., fu) € klyl. The ideal I is the Newton complementary dual of I defined
in [Costa and Simis 2013]; see also [Ansaldi et al. 2021].

Theorem 5.7. Let € be as in Notation 5.6 and let h € k[z] be as in Proposition 5.2(b). Then € = (h).

Proof. We prove the result by constructing a k[z]-isomorphism

kizl . Kkiz]
n:—-—" —:
(h) 3
For this we consider the following diagram, which we explain in the rest of the proof:

T 1) T

(by,....by):Y®  (by,..., by): G®

71z 7. S i . 7Dl 5 x1]
H TP by, ....by): G® ~ (br,....by) Fo
] ] ]
A Alx,x™'T A ® A
B mono(/)ALx. x=1] XXl = (q)[ﬁ_w_c ]
A 4
¢ (@)
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Write
A:=kz] CS:=Alx,x g1, ..., &l ST :=Alx,x 1y ..., yal,

d _~ _~
and set Y = Hj:l Vjs F = H?=1 fj, G = H?:l 8j» and F = H?:l f]
The equality (1) at the top of the diagram follows from Lemma 3.3 since

Y evV(gi, ... gk x 1y, yal
as x; are units.
We continue by constructing the map . The inclusion S C T induces an A-algebra homomorphism
S T
D= = - — = .
(b],...,bg)isGoo (b],...,bg)ZTGoo

We claim v is injective. Since G is a nonzerodivisor modulo (l;l, e, l;[) 15 G, it suffices to show that
¥ Qg Sg is injective. Write z/ = z; +c‘>’1_1 Z?:z zi,jgj € Sg for 1 <i < £. Notice that

(b1, ..., b)) :s GV = (b, ..., b))Se = (2}, ..., 2))SG
and similarly
(b1, ..., b)) 7 GV = (2}, ..., 7)) TG

Consider the two rings

B:=Kkx,x '1[g. G 'Ilzij | j =21 S C:=Klx, x "1y. G "1l{zi; | j = 2}].

One has Sg = B[z}, ...,z,]and Tg = C[z}, ..., z,],and 2}, . .., z, are variables over B and C. Clearly,
Bz}, ..., 7] . Clzys -5 7]
(Z}s---02p) (Z}s---02p)

which proves the claim.
Next we deal with the map @. Define a map of A-algebras

p: Flz]—> S

given by ¢(f;) = g;. To prove that ¢ is well-defined, let p be a polynomial with coefficients in A such
that p(fi,..., fu) =0and fix w = (wq, ..., wg) € N%. Let p,, be the sum of the terms p’ of p such that
deg(p'(f1,..., fu)) = w. Therefore

Pw(gl .. gu) =y Zwi/vwp n L f)=0.

We conclude that~p (g1, - = gu) = 0 showing that ¢ is well-defined. N?tice tha~t o(b;) = Z;‘:l 2,8 = b;;
hence ¢(#) C (b1, ..., by). Therefore, we have ¢ (A : 7;) F*°) C (b1, ..., by) :5 G*. Now Lemma 3.3
shows that 7 : z(;) F° = A . 7;) F™. It follows that ¢ induces a homomorphism of A-algebras
Flz] S
7 —= > ¢ = .
H L FY (b1, ...,by) : G
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Now we construct the isomorphism ¢. Notice that f] =ajgj, where a; = ffl € klx, x~']is a unit;

o j
in particular F is equal to G times a unit in k[x, x~']. Now

S=Kfi, ..., fullzllx, x "1=.ZDlz]x, x""1.

Consider the automorphism ¢ of S as an algebra over k[gy, ..., g.][x, )_c_l] that sends z; j to a;z; ;.
Notice that ¢ maps Alx, )_c*1] onto itself and sends b; to 1;: = 27:1 4 JE Hence ¢ induces an
isomorphism

_ s Z(Dz]
—

-1
D — ~ = ——= x ]
(b],...,bg)IGoo (bl,...,bg)IFoo

[x,

that maps the image of A[x, x~!] onto itself.
We now deal with the map x. Recall that (bry ..., b)) Y =(by,...,by):7 G® by the equality (1)
at the top of the diagram. Hence the inclusion A[x, x~'] € § C T induces the natural embedding

Alx, x7'] S
X:—= = — — = .
((b1, ..., b)) ;7 Y®)NA[x, x~ ] b1y ... b)) : G®
On the other hand,
(1, b)) 7 Y)N AL, x 71 =(((B1. ... Do) tarey) Y N ALx]) Alx, x 7]
= mono(J)Alx,x ™' = CALx, x7'],
where the penultimate equality holds by (5).
We continue by establishing the isomorphism ®. Since the isomorphism ¢ maps the image A[x, x ']

onto itself, it follows that this map restricts to an isomorphism

A 1 A .
P olx x> — ~——= [x,x].
¢ ((by,....by): F*)NA

By Proposition 5.2(b) and Lemma 3.3, the ideal ((l?l, ...,i;g) o I?oo) N A is generated by an
irreducible polynomial q.

Finally we construct the desired map 7. Recall that (7 : #°)N A = (h) by Proposition 5.2(b). Since ¢
is a homomorphism of A-algebras, it induces an epimorphism of A-algebras

A A

T T e
It follows that (k) € %. On the other hand,
ht(¢) = ht(€Alx, x ') = ht(g A[x, x']) = ht(¢) =1,

where the second equality holds because of the isomorphism &. Since () is a prime ideal of height 1,
we conclude that ¥ = (h), finishing the proof. O

The variation of the coefficient ideals occurring in mono(J) provides a tool to distinguish between the
monomials of .# and possibly single out the relevant ones:
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Discussion 5.8. Adopt the assumptions of Theorem 5.7. We are now in a position to single out the set
N ={x% e .# | /C; = (h)} of monomials with “maximal” coefficient ideals and consider the sum of
“nonmaximal” coefficient ideals 2 =), C;, where x" ranges over set .# \ .#". Notice that the monomials
in .4 generate the ideal (mono(J) :g[z) (h)*°) N R in Conjecture 5.5.

We believe that the ideal Z defines the closed subset of AU‘;” that identifies the “general special”

reductions J; needed to describe the graded core. Namely, we conjecture that:

(a) gradedcore(/) = JAH] : 1" for n > 0 if A is general in V (2).

(b) gradedcore(/) can be obtained by intersecting the mono of a general minimal reduction with finitely
many J, with A general in V(2).

We now verify Conjecture 5.5 and Conjecture (b) in Discussion 5.8 for a specific example.

Example 5.9. Let [ = (xf, xlzxg, xlxg, xg’) C R = Q[xy, x2, x3] be as in Example 4.8 and .#Z, .4, & as
in Discussion 5.8. Recall that gradedcore(/) is not a finite intersection of general reductions of / and is
not mono(K), for a general reduction K. However, as it turns out, gradedcore(/) is a finite intersection
of special reductions of /.

There exist relatively prime nonconstant polynomials # and g in Q[z] such that

mono(J) = (h)(xlz, X1X2, X1X3, X2X3, x%)] + (hg)(xlzxg, x1x22x32, x%xg’) =: (WA + (hg)B.

We note that

3 2.2 23}
’

2 2 .2 2 2
M = {X], X1X2, X1X3, X2X3, X3, X[ X5, X1 X5X3, X5X3}, A = {x], X1X2, X1X3, X2X3, X3}, 2 = (hg).

By Proposition 5.2 and Theorem 5.7 the polynomial £ is irreducible and defines the locus where J, is
not a reduction of /. As we have seen in Example 4.8 core(/) C gradedcore(/) CA+B =1 m?2. Since
h and g are relative prime, we obtain (mono(J) : (h)*°) N R =%, with J is as in Notation 5.1. Hence
2 C gradedcore(/) according to Theorem 5.4.

Next we search for special reductions that are needed to compute the graded core.

Computation with Macaulay2 shows that

8 =71,422,323,2 — 21,322,423,2 — Z1,422,223,3 + 21,222,423,3 + 21,322,223,4 — 21,222,323 4-

Consider
1000 1000
M=(0100 and A =[0110
0011 0001

Then 7,,(g) = m,(g) =0, m,,(h) # 0, and 7., (h) # 0. Therefore Ao and A; belong to V(2), and the
ideals

3.2 2., .3 3.2 2 .3
Joo = (x7, x7x2, x1x3 +x3) and Jy, = (x7, x{x2 +x1x3, X3)
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are special reductions of /. Thus
2l C gradedcore(/) C Im? N mono(Jy, NJ,,) =2,

where mono(—) is computed using the command monomialSubideal in Macaulay2. We conclude that
gradedcore(/) = 2, which verifies Conjecture 5.5 and Conjecture (b) in Discussion 5.8.

The following theorem gives an instance where the graded core equals the mono of a general minimal

reduction without any residual conditions.
Theorem 5.10. Using Notation 5.6, if o/C; = € for every i, then gradedcore(/) = mono(J,) for general A.

Proof. The assumption implies that .# = .4 for .# and .4 as in Discussion 5.8. Now we use the
inclusions
() = (mono(J) gz (h)*°) N R < gradedcore(I) € mono(J,) = (#)

that follow from Discussion 5.8, Theorem 5.4, and Notation 5.6. O

6. The core of lex-segment ideals

In this section we investigate the core of a special class of monomial ideals, lex-segment ideals. Throughout
R denotes a polynomial ring k[xy, ..., x4] over a field k and / denotes a homogeneous ideal.

We begin by recalling some basic facts about lex-segment ideals; for a thorough treatment see [Miller
and Sturmfels 2005] or [Herzog and Hibi 2011]. Let Hj; denote the Hilbert function of a finitely
generated graded R-module M. Write R = EB,';() R; and consider the lexicographic monomial order
with x; > x, > --- > x4. Let L; be the subspace of R; generated by the largest H;(i) monomials
and set L = P, Li- The vector space L is an ideal, and any ideal constructed this way is called a
lex-segment ideal. Lex-segment ideals are strongly stable, i.e., if u € L is a monomial and x; | u for
some j, then x; xij € L for every i < j. However, there are strongly stable ideals that are not lex-segment.

The purpose of this section is to tackle the following conjecture.

Conjecture 6.1. Let R = k[x1, ..., x4] be a polynomial ring over a field k of characteristic zero and
m = (x, ..., xq) the homogeneous maximal ideal of R. If L is a lex-segment ideal of height g > 2
generated in degree 5 > 2, then

core(L) = Lm?@-2+g=0+1

Remark 6.2. We have strong evidence supporting this conjecture. The case § = 2 was shown in
[Smith 2011, Theorem 5.1], and the case g = d, i.e., [ is a power of m, was shown in [Corso et al.
2002, Proposition 4.2]. The case d < 3 is Corollary 6.14. Moreover, a large number of cases were
verified with Macaulay?2. In fact, we developed an algorithm based on Theorem 4.7, Proposition 6.5, and
Remark 6.10 that tested the conjecture for every lex-segment ideal in the following cases: d =4 and § < 12;
d=5and § <5;d=06and § < 3. Furthermore, in Theorems 6.9, 6.11 and 6.13 we obtain other partial
results towards the conjecture.
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For a monomial ideal I C R = k[xy, ..., x4], we denote by I'(I) the set of monomials in / and by

Y} of I. For a set of monomials W in R, we

G (1) the minimal set of monomial generators {x"!, ..., x
denote by log(W) C N the set of exponents of the monomials in W. For w = (wy, ..., wy) € N9,
we define min(w) and max(w) to be the smallest and largest i such that w; # 0, respectively; we also
set [w| =), w;.

The following technical results are needed in the proofs of the main results of this section. The first

one gives a characterization of the analytic spread and height of strongly stable ideals.
Proposition 6.3. Let R =Kk[xy, ..., xq4] be a polynomial ring over a field k and I a strongly stable ideal:
(a) ht(/) = max{min(v) | v € log(G(1))}.
(b) If in addition I is generated in a single degree then
£(I) = max{max(v) | v € log(G(1))}.

Proof. To prove part (a) let r = max{min(v) | v € log(G(1))}. It is clear that I < (x,...,x,) and
so ht(/) < r. On the other hand, let p € V() and let v € log(G(1)). If i < min(v), then xl!"l € I since 1
is strongly stable. Therefore x; € p for every 1 < i < r, and the conclusion follows.

We now prove part (b). Let s = max{max(v) | v € log(G(I))}. Notice that G(I) consists of monomials

in the variables xi, ..., x;. Hence £(1) < s. On the other hand, since I is strongly stable and generated
in one degree, say &, it follows that xffl (x1,...,x5) € I. Therefore
€(I) = trdegy (K[ I5]) > trdegy (K[x2 ' xy, ..., x0 7 x]) = . 0

Remark 6.4. If L is a lex-segment ideal of height g > 2 generated in degree § > 2, then £(L) = d
and the minimal number of generators of L is at least d 4+ 1. Indeed, in this case xg € L and then
x‘f_l (x1,...,x4) C L. The conclusion about £(L) now follows from Proposition 6.3(b).

The following proposition allows us to use the results of [Corso et al. 2001] and [Polini and Ulrich
2005] for the computation of cores of lex-segment ideals. Some of the techniques in the proof originate
from [Smith 2011, Theorem 3.3]. Recall that an ideal I of height g is said to satisfy AN, where s is
an integer, if for every g <i < s and every geometric i-residual intersection K of I the ring R/K is
Cohen—Macaulay. Notice that if I, satisfies AN for every p € V (1), then [ satisfies AN_".

Let ay, ..., a, be homogeneous elements of R and / the ideal they generate. Write H; for the i-th
Koszul homology of ay, ..., a,. The ideal I satisfies sliding depth if depth(H;) > d —n + i for every i,
where we use the convention depth(0) = oo; see [Herzog et al. 1985].

Proposition 6.5. Let R =k[x1, ..., x4] be a polynomial ring over a field k, m = (x1, . .., xq) the maximal
homogeneous ideal of R, and L a lex-segment ideal. Then L = L : m®™ satisfies G o, sliding depth,
and AN ;_,. Moreover, L satisfies Gq and AN, _,.

Proof. We may assume that L #0 and L # R. Write g =ht(L). We claim that L' satisfies G », and sliding
depth. Let é be the largest degree of a monomial generator of L. We use induction on §. If § =1, then L =
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(x1, ..., xg), and the claim holds trivially. Assume § > 2 and the claim holds for every lex-segment ideal
generated in degrees smaller than §. We may assume g < d, as otherwise L' = R. Set § := klxg, ..., xql.
By Proposition 6.3(a) we can write L = [ —I—ng’ for some ideals I and L’ such that I C (x1, ..., Xg—1),
the generators of L’ involve only the variables xg, ..., x4, and L'N S is a lex-segment ideal in S generated
in degrees smaller than §. Clearly, xg, € L and then (xy, ..., ch_l)t115_1 C 1. We conclude that
(X1, ey Xge)M T b X L C L C (1, .., xgm1) + X L.
Therefore
L = (x1, ..., xg-1) + ((xgL' NS) 5 (xgy - - ., x0) )R
= (X1, .o Xgo1) Fx,(L'NS) ig (g, ..., xa)®)R  since g < d.

It follows from the induction hypothesis that L% satisfies G . Now, since x, ..., x,_ is a regular
sequence and the image of L% in S = R/(xy, .. S Xg—1) I8 X ((L'NS) 15 (Xg, ..., X4)*), by [Herzog
et al. 1985, Lemma 3.5] the ideal L satisfies sliding depth if and only if x, (L' N S) :5 (xg, . .., xa)™)
satisfies sliding depth. Since x,, is a regular element, the latter is equivalent to ((L' N S) :5 (x4, . .., X4)*°)

satisfying sliding depth. The conclusion now follows from the induction hypothesis.

Now for every p € V (L"), the ideal L;at satisfies G, and sliding depth. It follows from [Herzog et al.
1985, Theorem 3.3] that this ideal is AN, . Hence L% satisfies AN, _,.

Notice that the ideals L and L**" are equal locally at every prime ideal p # m. Hence the property G,
passes from L** to L. According to [Ulrich 1994, Remark 1.12] the property AN, passes from L;a‘
to L, because the two ideals coincide locally in codimension d — 1. Hence L satisfies AN,;_ . ([

Let R be a Cohen—Macaulay *local ring with a graded canonical module wg; see [Bruns and Herzog
1993, Section 3.6]. For a graded R-module M, we denote by MY = Homg(M, wg) the w-dual of M.
The following proposition and its proof are essentially contained in [Ulrich 1994, Lemma 2.1] (see also
[Chardin et al. 2001, Lemma 4.9]), we include it here in its graded version.

Proposition 6.6. Let R be a Cohen—Macaulay *local ring with a graded canonical module wg. Let I be

a homogeneous ideal. Let x € I be a homogeneous regular element and J = (x) : 1. Then

wrys = ((Top)"” /xwog)(deg(x)).
Proof. We may assume that J # R. There are homogeneous isomorphisms
J =x(R :Quotr) 1)
= x Homg(I, R)
= x Homg (I, Homg (wg, wgr))
= xHomg(I Q wg, wgr)
= x Homg(Iwg, wg), as Ker(I ®g wr — Iwg) is torsion.

We conclude that J = x(Iwg)V, and therefore

JV = (x(Iop)") Z=x ' Tog)"Y. )
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Dualizing the exact sequence
0—->J—R—>R/J—0

into wg, one obtains an exact sequence
Homg(R/J, wg) — RY — JY — ExtR(R/J, wg) — 0. (8)
Since ht(J) = 1, we have Homg(R/J, wg) =0 and Ext}e(R/J, wR) = wgyy- Thus (7) and (8) yield

0— WR — X_I(IC()R)VV — WR/J — 0.

Hence
wrys = (7 Uwr)"Y)/wr = (Tog)" /xogr)(deg(x)),

as desired. O

For a graded module M = €, _, M; we denote by indeg(M) the initial degree of M, i.e., indeg(M) =
inf{i | M; # 0}.

Lemma 6.7. Let R be a standard graded Cohen—Macaulay ring over a field k with dim(R) = d, wg the
graded canonical module of R, and I a homogeneous ideal. Assume that I satisfies G4 and is weakly
(d—2)-residually S,. Let n and § > 0 be integers, and consider the following statements:

(1) indeg(wr/((ay,....aq_1):1)) = —n for some (d—1)-residual intersection
(ar,...,aq-1):1
of I such that each a; is homogeneous of degree 8.
(i) indeg(wr/((ay,....aq_1):1)) = —n for every (d—1)-residual intersection
(ar,...,aq-1):1
of I such that each a; is homogeneous of degree 8.
(iii) indeg(wRr/((ay,....aq):1)) = —n for every d-residual intersection
(ay,...,ag):1
of I such that each a; is homogeneous of degree §.
Then (i) is equivalent to (i1). Moreover, if indeg(I) = 8, then (ii) implies (iii).

Proof. For a Noetherian graded k-algebra T, we denote by HS7(¢) the Hilbert series of 7. We may
assume that the field k is infinite:

(1) = (ii) Seta={ay,...,aqs—1}and let R= R/((a):1I). Since Ris Cohen—Macaulay of dimension 1 (see
[Chardin et al. 2001, Proposition 3.4(a)]), we may write HSz(¢) = Q(¢)/(1 —t) for some Qy(?) € Z[1].
By [Bruns and Herzog 1993, Corollary 4.4.6(a)] and the assumption in (i), we have

deg(Qz(1) = 1 — indeg(wg) < 1+n. ©)
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By [Chardin et al. 2001, Proposition 3.1 and Theorem 2.1(b)], HSg/(():1)(?) is the same for every
(d—1)-residual intersection ((a) : I) of I such that each a; is homogeneous of degree §. The conclusion
now follows by applying (9) again.

(ii) = (iii) We assume that indeg(/) > 6. Let (a, aq): I =(ay, ..., a4-1, aq) : I be ad-residual intersection
of I. By [Ulrich 1994, Corollary 1.6(a)] we may assume that (a) : I is a geometric (d—1)-residual
intersection of 1. Write ~ for images in R = R/((a) : I). From [Chardin et al. 2001, Propositions 3.1
and 3.3, and Lemma 2.4(b)] it follows that R is Cohen—Macaulay of dimension 1, ay € [isa homogeneous
R-regular element of degree 8, and (a, ag) :g I = (aq) : R I. Hence by Proposition 6.6 and the fact that
lwg is a maximal Cohen—Macaulay R-module, we have

OR/(@ a1 = OF j(azyDy = (Top) " Jaawg)(8) = (Twg/aqwg) (),

where (—) = Homg(—, wg). Therefore, indeg(wr/((a,a0):1)) = —n as desired. O
Remark 6.8. Let R = k[xy, ..., x4] be a polynomial ring over a field k and L a lex-segment ideal of
height g generated in degree §. Let R' = k[xy,...,x4_1]. Then L N R’ is a lex-segment ideal of R’

generated in degree § and ht(L’) = min{g, d — 1}.

Proof. If g =d, then L = (x1,...,x;)° and the result is clear. Hence we may assume g < d. Let
{x¥1, ..., x"} be the minimal monomial generating set of L. Thus L N R’ is generated by the mono-
mials x¥ such that x;1x%, and then it is a lex-segment ideal of R’. Finally, by Proposition 6.3(a) we
have ht(L") = g. O

In the following we prove one inclusion of Conjecture 6.1 in full generality.

Theorem 6.9. Let R = k[xy, ..., x4] be a polynomial ring over an infinite field k and m = (x1, ..., xq)
the maximal homogeneous ideal of R. If L is a lex-segment ideal of height g > 2 generated in degree § > 2,
then

Lm?0G=2+8=0+1 C core(L).

Proof. Recall that by Proposition 6.5 the ideal L satisfies G4 and AN,;_,. According to Corollary 3.12, we
have that core(L) is the intersection of finitely many reductions generated by d general elements of L with
respect to a generating set of L contained in Ls. Let a = ay, ..., ag be such general elements. To prove
the statement of the theorem, it suffices to show that m?©®=2+2=5+1 c (4) : L. The latter is equivalent to

Hg():1)(n) =0 foreveryn>d(@—2)+g—8+1. (10)

Since L is G4, by [Polini and Xie 2013, Lemma 3.1(a)] and Remark 6.4, (a) : L is a d-residual intersection
of L. Therefore the ring R/((a) : L) is Artinian. Hence (10) is equivalent to

indeg(wgr/((a):)) =2 —(d(6 —2) + g —9).
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We claim that there exists a (d—1)-residual intersection of L, (b1, ..., bgs_1) : L, such that each b;
is homogeneous of degree § and indeg(wr/ (b, .....by_1):1)) = —(d (8 —2) + g — §). The result will follow
from this claim and the implication (i) = (iii) in Lemma 6.7.

We now prove the claim by induction on o (L) =d — g > 0. If o (L) = 0, then L = m® and the claim
is satisfied by taking b; = xf for every i; see [Bruns and Herzog 1993, Corollary 3.6.14].

For the induction step assume o (L) > 0 and set R’ =k[xy, ..., x4s—1] and L'= LN R’. By Remark 6.8
the ideal L’ is a lex-segment ideal of height g generated in degree §. In particular, o (L") =d—1—g <o (L).
By induction hypothesis there exists a (d—2)-residual intersection (b) :g' L' = (b1, ..., bg—2) :g L’ such
that each b; is homogeneous of degree § and

indeg(wr /((b):pL))) = —((d=1)(6 —2) + g — ). (11)

Therefore the implication (i) = (ii) in Lemma 6.7 shows that every (d—2)-residual intersection (b) :g' L’
such that each b; is homogeneous of degree § has this property. Hence we may choose this residual
intersection to be a geometric residual intersection, which exists by Proposition 6.5 and [Ulrich 1994,
proof of Lemma 1.4].

To pass back to L we consider the saturation L' and write (L") = L% N R’. From [Eisenbud 1995,
Proposition 15.24] we have L% = L : (x;)*°, hence the minimal monomial generators of L' are not
divisible by x4, i.e.,

Lsat — (Lsat)/R. (]2)

By Proposition 6.5, L5 satisfies G, and AN,_,, hence so does (L*)'. The homogeneous inclusion
(LY /L' — L%/L implies that the Hilbert function of (L%)'/L’ is eventually zero, hence

ht(L' g (L) >d — 1. (13)

Notice that (b) :g (L) C (b) :g L'. Since (b) :g' L' is a geometric (d—2)-residual intersection, (13)
implies that (b) :g (L) is a geometric (d—2)-residual intersection. The ideal (b) :z (L)’ is unmixed
of height d — 2 by [Ulrich 1994, Proposition 1.7(a)]. Therefore, by (13),

®) ir (L) =) ip L. (14)

Let  denote images in the ring R’ = R'/((b) :r (L)) = R’/((b) :g L'). Notice that R’ is
Cohen—Macaulay of dimension 1. Since (b) :g L' is a geometric (d—2)-residual intersection of L’
we have that ht(l7 ) = 1. Hence there exists an R -regular element b, € L;. Thus by (14) the ideal
(b, bg_1) :r' (L% is a (d—1)-residual intersection. From [Ulrich 1994, Proposition 1.7(f)] it follows that
(b, bg—1) :g (L) = (ba—1) :p (L*3)'. Moreover, (L*)'wg is a maximal Cohen-Macaulay R’-module.

Hence Proposition 6.6 implies

OR J(boba1):p (L)) = (L™ 0 /ba—105) (8).
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Using (12) we see that

OR/((b.ba—1):RL™) = OR'[((b,ba—1):p (L2ty) O R(=1).

Hence
indeg(wR /((b.by_1):xL50) = INAe(OR /((b.bg_1):pr (L521y)) T 1

= indeg(((L*) wj/ba—105)(8)) + 1

> indeg(wg) — 6 +2

> —((d-1D6—-2)+g—-8)—56+2 by (11)
—d(—-2)+g—-9).

Finally, since (b, by_1) :g (L*") is a (d—1)-residual intersection, (12) shows that (b, by_1) :g L% is a
(d—1)-residual intersection. This ideal is unmixed of height d —1 by [Ulrich 1994, Proposition 1.7(a)], and
moreover ht(L :g L") > d. Therefore (b, by_1) :g L = (b, by_1) :g L is a (d—1)-residual intersection
of L, completing the proof. (I

Remark 6.10. We remark that in order to show the reverse containment in Theorem 6.9, if k is a field of
characteristic zero, it is enough to show that xf(8_2)+g ¢ J for some reduction J of L. To see this, notice that

LNmdOG-2+e+l _ 1 ,d(@6-2)+g—5+1

d(6-2)+g+1

because L is generated in degree §. Therefore it suffices to show that core(L) C m . Since

core(L) is a strongly stable monomial ideal [Smith 2011, Proposition 2.3], this containment is equivalent
d($-2)+g
to x| ¢ core(L).

The next two theorems settle Conjecture 6.1 in some particular cases. In the first theorem, we show
that Conjecture 6.1 holds for the smallest and largest lex-segment ideals for fixed d, g, and §.

Theorem 6.11. Let R = k[xy, ..., x4] be a polynomial ring over a field k of characteristic zero and
m = (x1,...,xq) the maximal homogeneous ideal of R. Let g and § be integers such that 2 < g < d
and § > 2. Let L be one of the following lex-segment ideals

1 (xq,... ,)cg_l)m‘sf1 + (xg)‘s, or
() (x1,..., xgm~L,
Then core(L) = Lm4@®—2+g—8+1,
We need the following lemma for the proof of Theorem 6.11.

Lemma 6.12. Let R =K[xy, ..., x4] be a polynomial ring over a field k of characteristic zero and L a
lex-segment ideal generated in degree § > 2. If J is any reduction of L, then for every n > 0 we have

core(L) C J"t1. L.
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Proof. Since L satisfies G4 and AN ,_, according to Proposition 6.5, by Corollary 3.10 it suffices to
show that core(L,) € K ntl Ry L’; for every p € Spec(R) and every reduction K of L,. We may further
assume that K is a minimal reduction of Ly, and in particular p(K) < dim(Ry). By [Ulrich 1994,
Lemma 1.10(b)] the ideal L, satisfies G; and AN,;_,, and by [Johnson and Ulrich 1996, Remark 2.7]
we have ht(K :g, Ly) > dim(Ryp). Therefore K satisfies G. Hence by [Ulrich 1994, Remark 1.12 and
Corollary 1.8(c)], K satisfies sliding depth. Now the proof of [Polini and Ulrich 2005, Theorem 4.4]
shows that for all n > 0

core(Ly) € K"l ‘R, Z (K, "= Kt ‘R, L;’,

yeL,
where the last equality holds since k has characteristic zero and then Ly = Zye L, oM. O
Proof of Theorem 6.11. We write L1 = (x1, ..., xg- )W’ ™' 4+ (x2) and Ly = (x1, ..., xg)m’~". Let
J1 = (xf, R xg) + (xq, .. .,xg_l)(xgjr{, .. .,ngl)
and
Jr = (xf, .. .,xg) +(xq, ..., xg)(xgjr}, e, ngl).

We claim that J; is a reduction of L and J; is a reduction of L;. To see this, notice that by [Huneke and
Swanson 2006, Proposition 8.1.7] the ideal (x, ..., xg,l)(x‘ls_l, R xfl_l) + (xg) is a reduction of L,
and this ideal is equal to

(x1, ..., xg_l)(xffl, ...,xg_l) + (xg) + (x1, ---yxg—l)(xg_;}» e xsfl)-
Clearly the ideal (xf, ...,xg) is a reduction of (xi, ..., xg,l)(x‘f_l, R xg_l) + (xg) c (xq,..., xg)‘s.

Therefore again by [Huneke and Swanson 2006, Proposition 8.1.7] and transitivity of reductions we
conclude J; is a reduction of L;. Likewise, J, is a reduction of L.
Now by Remark 6.10 and Lemma 6.12, it suffices to show that

d@E-D+g 4 yd . yd-1 d@E-D+g 4 yd . yd—1
x| f¢Ji:L{T and x| f¢Jy LS.

2d—g—1 §— 15— _ . _ _
Let a = x; § xg 1---x§ 1x§+%~--x2 2 and notice that a € L‘f ! - Lg ' We now show that

xf(aszg o & J¢, and hence xf(sfz)Jrg a & J¢, which finishes the proof. Indeed, suppose by contradiction

that

5—1

__ .dé—1 1
=X Xy e X

(32
B :=xl( ey x

§—1.6-2 §—2 d
g g_,’_] A .xd G J2 .
Since none of the minimal monomial generators of J,, other than xf, divides 8, we must have xf‘s

divides S, a contradiction. ([
The next theorem shows that Conjecture 6.1 holds for any § if g =d — 1 > 2.

Theorem 6.13. Let R = k[xy, ..., x4] be a polynomial ring over a field k of characteristic zero, m =

(x1, - .., xgq) the maximal homogeneous ideal of R, and L a lex-segment ideal generated in degree & > 2.
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Assume d > 3 and that L has height g =d — 1. Then

core(L) = Lm?©®-2+g=0+1

Proof. By Remark 6.10 it suffices to show that xf(a_l)_l ¢ core(L). Thus by Lemma 6.12, it is enough

to prove that xij(s_l)_l ¢ J? : LY for some reduction J of L. Since g = d — 1, it follows that
L=(x1,...,xq—2)m’ "4 x,_ 1L, where L is a lex-segment ideal in the variables x;_; and x; generated
in degree § — 1. By Theorem 6.11 we may assume that

5—1 s 5—1 S—i i
L=(x1,...,xq-2)m" " 4+ (Xg_1, X5~ Xd, -+ X5_1X)s
with 1 <i <6 — 2. Therefore K = (xf, ...,xj_l, xfl:’lel) + (x1, ..., xd_z)xj_l is a reduction of L

according to [Singla 2007, Proposition 2.1].
We claim that

§ o 8—i i .8 8 5—1
J= ] —x, 7 Xy X5, oo, xg_) + (X, L Xg—2) Xy

is a reduction of L and that xf(‘sfl)*l ¢ J4. L,

First we show that J is a reduction of L. Let

/ s s—1 .8 S—i i / § L 6—i i s—1 .8
K' =y, xixy ,xg_ x5 xy) and  J' = (x] —x,"(xg, x1x; L X;_1).

Let .# (K') denote the special fiber ring of K'. Then % (K') ZK[T1, T», T3, T4]1/ 2, for some homogeneous
ideal 2, where the isomorphism is induced by the map sending 77 to xf, T, to xlxj_l, T; to xjil, and
T4 to xfl:il x!,. Notice that 7} Tf ¢=b_ T T;‘S*U(’H) € 2. Therefore the ring

F(K)/J'Z(K") = F(K) /(T — Ty, T, T3) F (K)

is Artinian; here we denote by J'.% (K’) the .% (K')-ideal generated by the image of J’ in [.# (K')],. Thus
J' is a reduction of K’, and hence J is a reduction of K. We conclude that J is a reduction of L, proving

the claim.
Next we show xf(afl)fl ¢ J4: L4 Leta = xfx‘zsf1 - -xj:{xjfz and notice that o € L4~'. We
claim that axf(a_l)_l ¢ J¢, which will complete the proof.
Let
S—i i 5—1
H = (xiS — X, Xy, xg_l) + (X1, xg2)x;  CJ.
Clearly ozxii(‘sfl)*1 e J4 if and only if oled(‘sfl)f1 € H?. Thus we focus the rest of the proof on showing

that axf(a_l)_l ¢ H?. For this we consider the sequence J =1, f2, f3, where
2d8—8 ds d@-1)
f1:x1 , f2:xd_1s f3:xd )
and note that it suffices to show

C:=(f):ax{®"" 2 (f): H.
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It iS easy to see that
d—1 5-‘1-1 d—1 5-‘1-1 d—1)(6—1 +1
C = (X% ) ,X(y 1 ) ’X(Y X ) )

Consider the element

B = (x‘f—’,—dxj:"lx;)M, where M = x (d 2)5x((1d11)5 @d-DE=D,
Since
s =138 (d=1)3 (dlal)
XM= ( Xd—1 . ¢C,

we have that 8 ¢ C. Thus it is enough to show g € (f): H¢. Since xfl_]M () and xfflM € (f), it
remains to see that ,B(x1 —xd lxd)d € (f)
Notice that

B0} — x5 lxd)d—ﬁZ( 07 () l”f <

(d 1)5 (d 1)5 (d DE-1) 3(d— /) (6—i)j u
S 7 ()2
j=0

da 26, .ds d—1)(@E—1)+i i sd—j) (6-i)j zj
+dx B0 x Z(—l)j< ) Xa—1 "X -

To simplify the notation, set

dlelS d—1)(6—1 -2, —i d=1D(=D)+i
By = xRS DG g g g2 o (DG

and for 0 < j < d set
hj:=(=1)/ (i)xf(d_j)xc(lé__li)jxg.
It is easy to see that B1hg € (f) and B1h1 + Brho = 0. We prove below that B1h; € (f) for every j > 2
and that Bohj € (f) for every j > 1. -
Consider the terms Bih; with j > 2. In Bih; the degree of x4_1 is (d—1)6 + (8 — 1) j and the degree
of x4 is (d—1)(6 — 1) +ij. Hence to show that Bih; € (f) we need to prove that for every 2 < j < d
one of the following inequalities holds: -

d-1)54+0G—-i)j=ds or d—1)G6—-1)+ij>d(—1). (15)

The first inequality is equivalent to i < (j —1)/j and the second one is equivalent to i > (§ —1)/j. Since
8(j—1/j =2 (@ —1)/j for j > 2, we have that one of the inequalities in (15) must hold for any such j.

Finally, consider the terms Byh ;, with j > 1. In Boh; the degree of x4_1 is d6 —i + (§ — i) j and the
degree of xz is (d — 1)(8 — 1) +i +ij. Hence, to show that B>h; € (f) we need to prove that for every
1 < j < d one of the following inequalities holds:

ds—i+@—-i)j=2dsé or d—1)6—-1D+i+ij=dé—-1). (16)

The first inequality is equivalent to i < §j/(j + 1) and the second one is equivalenttoi > (6 —1)/(j +1).
Since §j/(j+1) = (6 —1)/(j+1) for j > 1, we have that one of the inequalities in (16) must hold for
any such j. O
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Corollary 6.14. Conjecture 6.1 holds if d < 3.
Proof. The result follows from Theorem 6.13 and [Corso et al. 2002, Proposition 4.2]. O

The next fact follows directly by combining several results in the literature. We state it here for
completeness and to provide a reference. For more information about integral closures and reductions see
[Huneke and Swanson 2006] .

Proposition 6.15. Let R = k[xy, ..., x4] be a polynomial ring over a field k and L a lex-segment ideal
generated in degree 6 > 1. The ideal L is normal, i.e., L" is integrally closed for every n € N.

Proof. The proof follows from [Herzog et al. 2005, Theorem 5.1], [De Negri 1999, Proposition 2.14 and
its proof], and [Sturmfels 1996, Proposition 13.15]. O

The following two results provide upper bounds for the core of lex-segment ideals generated in a single

degree.
Theorem 6.16. Let R = K[xy, ..., x4] be a polynomial ring over a field k of characteristic zero. If L is a
lex-segment ideal of height g > 2 generated in degree § > 2, then
core(L) C adj(L?®),

where adj(L#) denotes the adjoint of Lé as in [Lipman 1994, Definition 1.1].
Proof. Let J be any minimal reduction of L. Let A = R[J1t, t~']and B = R[Lt, '] be the extended
Rees algebras of J and L, and w4 and wp be their graded canonical modules. Notice that

wps C(wa)-1 = WA, | = WR[1,171]-

Thus making the identification wgy, ;17 = R[t, t~1] we obtain an embedding ws C R[t, t~1] so that
(wa);~1 = RI1, t~1. Therefore [w4],t~" = R for n sufficiently small.

By Proposition 6.15 L is a normal monomial ideal, thus B is a normal Cohen—Macaulay algebra and a
direct summand of a polynomial ring according to [Bruns and Gubeladze 2009, Theorems 6.10 and 4.43].
Therefore, B has rational singularities [Boutot 1987, Théoreme]. We conclude that

[wplit™" = adj(L") (17)

for every i > 0 by [Hyry 2001, proof of Corollary 3.5]. Let K := Quot(R) be the field of fractions of R
and let 7 :=r; (L) be the reduction number of L with respect to J. We have the following isomorphisms
of graded A-modules

wp = Homu (B, wa) = wy k@) B=wa Rl B =wyu R[N (ROLtD---dLt
r r
= ﬂ(wA Ry Lt = ﬂ((@[wA]j) ‘Rt Li>f_i
i=0 i=0 \\ jez

= (D waljr™ : LY ™" = @(

i=0 jez seZ “i=

r

(walsit ™"k Li))ls-
0
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In particular,
[wplgt ™8 = (\(walgrit # " ir L. (18)
i=0
By Proposition 6.5 and [Ulrich 1994, Proposition 1.11, Remark 1.12, and Corollary 1.8(c)], J satisfies
G« and sliding depth. Thus by [Herzog et al. 1983, Theorem 6.1] we have that gr; (R) = @n>0 Jr) g+t

is Cohen-Macaulay. Moreover {J"*! : L"},cn forms a decreasing sequence of ideals. Indeed, since
gr;(R) is Cohen-Macaulay, we have J"* : J" = J' for every nonnegative integers i and n. Therefore

Jn+1 . Ln — (Jn+2 . J) . Ln — Jn+2 : JLI’L 2 Jn+2 . LYH*I‘

Computing a-invariants we have a(A) = a(gr;(R)) + 1, as gr;(R) = A/(t~"). Furthermore,
a(gr;(R)) = —g by [Simis et al. 1995, Theorem 3.5]. Therefore [a)A]g,ltl_g = R, which implies
At8~! C w,4. Hence by Lemma 6.12 for all 0 < i < r we have

core(L) CJ M g LT C U g L = [At8 gyt ™87 ip L C [walgrit ¢ g L.

Thus core(L) C ﬂ;zo([wA]gHt_g_i ‘g L)) = [wplet ™% =adj(LE) by (18) and (17), as desired. U
Corollary 6.17. Let R = Kk[xy, ..., xq4] be a polynomial ring over a field k of characteristic zero and
m = (xq, ..., Xyg) the maximal homogeneous ideal of R. If L is a lex-segment ideal of height g > 2

generated in degree § > 2, then

core(L) C Lm&~Di—d+1

Proof. The ideal L¢ is integrally closed by Proposition 6.15 and it is generated in a single degree.
Hence [Howald 2001, Main Theorem] implies that if x* € adj(L®) then x’xx, - - - x4 € L8m. Therefore
adj(L8) € m#*~+1_ Finally, by Theorem 6.16 we conclude that core(L) € L Nadj(L8) € LNm&—4+! =
Lm(e—Dé—d+1_ 0
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