TEXT2DB : Integration-Aware Information Extraction
with Large Language Model Agents

Yizhu Jiao, Sha Li, Sizhe Zhou, Heng Ji, Jiawei Han
University of Illinois Urbana-Champaign
yizhuj2@illinois.edu

Abstract

The task of information extraction (IE) is to
extract structured knowledge from text. How-
ever, it is often not straightforward to utilize
IE output due to the mismatch between the
IE ontology and the downstream application
needs. We propose a new formulation of IE
TEXT2DB that emphasizes the integration of
IE output and the target database (or knowl-
edge base). Given a user instruction, a docu-
ment set, and a database, our task requires the
model to update the database with values from
the document set to satisfy the user instruction.
This task requires understanding user instruc-
tions for what to extract and adapting to the
given DB/KB schema for how to extract on the
fly. To evaluate this new task, we introduce
a new benchmark featuring common demands
such as data infilling, row population, and col-
umn addition. In addition, we propose an
LLM agent framework OPAL (Observe-Plan-
Analyze LLM) which includes an Observer
component that interacts with the database, the
Planner component that generates a code-based
plan with calls to IE models, and the Analyzer
component that provides feedback regarding
code quality before execution. Experiments
show that OPAL can successfully adapt to di-
verse database schemas by generating different
code plans and calling the required IE mod-
els. We also highlight difficult cases such as
dealing with large databases with complex de-
pendencies and extraction hallucination, which
we believe deserve further investigation.

1 Introduction

Text has always been seen as a rich source of infor-
mation, and information extraction (IE) is defined
as the task of extracting knowledge from unstruc-
tured text. However, a long-overlooked question
is what counts as “relevant knowledge”: the en-
tity, relation, and event types that require extraction
(Ding et al., 2021; Wan et al., 2023; Li et al., 2021).
Current methods sidestep this question by either
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Figure 1: Our TEXT2DB task is defined over a database,
a user instruction, and a document set. The model aims
to fulfill the user instruction by updating the database
with values (shown in yellow) extracted from text. In
this example, the input database has two tables linked
with the foreign key constraint (DirectorID in the
Movie table refers to ID of the Director table).

assuming that “relevant knowledge” is given by the
ontology (Weischedel et al., 2013) in the closed
domain setting or assuming that all knowledge is
relevant in the OpenlE setting (Muhammad et al.,
2020). We argue that the scope of relevant knowl-
edge is highly dependent on the downstream task,
especially when IE output needs to be ingested
into databases or knowledge bases. We call such
a setting integration-aware information extraction,
where we take a holistic view and consider both the
source of IE and also the consumer of IE results. In
the database community, integration refers to the
alignment between schemas of different databases.
We borrow this term to refer to the alignment of IE
output and the target database, or in other words,
the integration of structured and unstructured in-
formation. Data integration of IE results is critical
as (1) a database system provides the infrastruc-
ture to support large-scale data management and
execution of complex analytical queries; and (2)
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Figure 2: Three major challenges of the TEXT2DB task: (1) dynamically decide what to extract by analyzing
complex database schemas and interpreting user instructions; (2) resolve extraction ambiguity to ensure extracted
values match the semantics and granularity of existing database content; (3) integrate the extracted data into the

database while maintaining integrity and consistency.

real-life applications often involve structured data
stored in databases that complement IE results (e.g.,
an e-commerce website has a proprietary product
database but might wish to extract user feedback
from comments).

As an instance of this integration-aware IE set-
ting, we propose a new task TEXT2DB. Specifi-
cally, each instance includes a target database (with
existing data), a document set, and a user instruc-
tion (Figure 1). The user instruction will provide
high-level guidance on which type of action to
perform (“Add information about new movies”)
and the model is required to extract the relevant
information from the documents and update the
database accordingly. Since each instance deals
with a different database, the model must be able to
automatically infer which fields (entities, relations,
events, attributes) are relevant according to the user
instruction and database schema. This is not possi-
ble with conventional IE models since the ontology
is usually built into the model and each model typ-
ically can only handle one type of extraction task.
In addition, the granularity of extraction could be
ambiguous when examining the user instruction
alone, and analysis of the database content is key
to coming up with a precise plan of action. Finally,
even after the values are extracted from the docu-
ment, the IE output might need to be normalized
before being added to the database. We summarize
these key challenges in Figure 2.

To benchmark the TEXT2DB task, we introduce
an annotated dataset. The dataset includes three
high-level categories of instructions: data infilling,
row addition, and column addition. It incorporates
two sources of databases — simple schemas derived
from Wikipedia tables and more complex schemas
manually selected from BIRD (Li et al., 2023). Ad-
ditionally, the dataset spans various domains, to

test the generalization ability across different areas.
The dataset is classified into three difficulty levels —
easy, medium, and hard — based on the complexity
of the database schema, the length of the source
document, and the number of values to update.

While large language models (LLMs) show
strong capability of instruction-following and ex-
traction, directly performing the complex task of
TEXT2DB results in unsatisfactory performance,
and scaling up to actual databases would be pro-
hibitively expensive. We propose a large language
model-based agent framework OPAL that incor-
porates multiple IE models as tools. At its core,
a Planner agent decomposes the user instruction
into a code-based plan, which involves data trans-
formations and external calls to specialized models
(e.g. named entity recognition, relation extraction,
entity linking). The Analyzer checks the syntax
and logic in the program and provides feedback
to the planner for iterative improvement. Simul-
taneously, the Observer agent is also incorporated
to interface with the databases, aiding in database
schema analysis, tool selection, and test case gen-
eration, thereby ensuring the system’s robustness
and efficiency.

Our experiments demonstrate the effectiveness
of our overall framework and individual compo-
nents. We find that equipping the Planner with
feedback for self-revision is critical and IE demon-
strations from the database help resolve extraction
ambiguity and eventually boost extraction quality.

To conclude, our contributions include (1) we de-
fine a new task TEXT2DB which is an example of
integration-aware information extraction, (2) we
introduce a new benchmark for TEXT2DB with
diverse databases and instructions of different diffi-
culty, (3) we design a new LLM agent framework
OPAL (Observe-Plan-Analyze LM).
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2 The TEXT2DB Task

Our task is defined over a set of (user instruction
1, database B, documents D) instances. The goal
is to automatically update the database (B — B™)
with new information extracted from a set of text
documents to fulfill the user’s request. The user
instruction [ is a natural language sentence indicat-
ing the high-level scope and the type of operation.
The database B contains multiple tables 7 that
can be filled with pre-existing data entries. The
database schema is available to the model, which
outlines the data types, constraints, relationships,
and integrity rules among different tables.

Unlike creating a database from scratch, our task
focuses on enriching an existing database B with
a collection of text documents D. This setting
is more realistic but also more challenging since
information to be extracted from D must be aligned
with the schema and data in B.

3 TEXT2DB Benchmark

\#DB #Table #Row #Col. AValue #Ins.

Wiki
Bird

191
12

1.0
9.1

116.3
297K

5.7
553

6.2
17.7

195
45

Table 1: Database Comparison. The WikiTable subset
of our dataset emphasizes schema diversity whereas the
BIRD subset emphasizes database size and complexity.
“Ins.” denotes the number of instances. More details are
provided in the Appendix.

Our benchmark construction starts with selecting
a set of databases B3 to work with, then finding
relevant documents D and annotating instructions
7 and the updated databases 5.

3.1 Database Selection

We use tables from Wikipedia and databases from
an existing dataset BIRD.

We outline the selection criteria and preprocess-
ing procedure for the two sources below:

» WikiTables. The advantage of this data
source is that we have a board domain cover-
age and a natural matching between the tables
and documents. We transform these tables
into databases by specifying the primary key
for each table and performing data cleaning.
This involves standardizing column names,
removing rows with incomplete values, and
excluding descriptive columns that cannot be
directly extracted from text.
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* BIRD (Li et al., 2023). Databases in BIRD
feature multiple tables and complex schemas
which introduce dependencies between tables.
We exclude databases that do not contain any
column that can be found in public text, focus-
ing instead on those with accessible licenses
and real-world applicability.

3.2 Annotation Process

Task Types
Data DI RP CA Total
User Instruction
# Avg. Words 24.4 21.2 48.0 31.1
Source Text
# Avg. Docs 1.0 2.0 52 2.7
# Avg. Words 1,099.0 1,541.9 2,739.1 1786.5
Database
# Databases 73 72 73 203
# Avg. Tables 2.6 2.6 24 2.5
# Avg. Rows 105K 33K 29K 56K
# Avg. Columns  16.2 12.7 16.1 15.0
A Values 1.9 11.2 12.1 8.4
Difficulty
# Easy 39 10 32 81
# Medium 17 38 27 82
# Hard 25 32 20 77
Overall
# Data Instances 81 80 79 240
# Domains 23 32 29 45

Table 2: Statistics of our dataset. “DI”, “RP”, and “CA”
correspond to three task types, data infilling, row popu-
lation, and column addition, respectively. “#” indicates
the count, “Avg.” stands for the average value per in-
stance, and “A Values” represents the number of value
changes in the process of database population.

We include three general categories of database
updates in our benchmark: Data Infilling, Row
Population, and Column Addition, detailed below.

* Data Infilling aims to fill in missing values
for existing rows. The rows to update are spec-
ified by the user or automatically decided by
the system. In these rows, the system updates
all columns with missing values by default if
not specified by users.

Row Population typically adds 1-3 new rows,
with the most difficult cases adding up to 10
rows. For each new row, the model should
populate as many columns as possible, based
on the information available in texts. Other-
wise, the default values (as defined in the DB
schema) should be inserted.



Difficulty Criteria Number
Easy # Table=1 and AValues < 10 and Avg. Words < 1k 81
Medium #Table=1 and 10 < AValues <20 and 1k < Avg. Words < 2k 82
Hard # Table > 1 or AValues >20 or Avg. Words > 2k 77

Table 3: Criteria of three difficulty levels. “Avg. Words” represents the average number of words per document.

* Column Addition generally adds one to three
new columns to a specific table. The instruc-
tion should specify the name, meaning, and
default value for the new columns, with any
special formatting requirements if applicable.
The system needs to decide which rows the
new values should be linked to.

After selecting a database and the operation cat-
egory, the human annotator will write a clear and
concrete instruction, find related documents, and
modify the values in the database to serve as the
ground truth for evaluation. For detailed guidelines,
see Appendix A.

3.3 Statistics

Our evaluation benchmark includes 240 data in-
stances across 203 databases, showcasing a variety
of schemas with an average of 2.5 tables (including
56K rows and 15 columns per database on aver-
age). The complexity spans from databases with a
single table to those with up to 21 tables. Each task
in the dataset aims to populate an average of 8.4
values, based on instructions averaging 31 words
in length. The overall statistics are shown in Ta-
ble 2. The domain distribution within the dataset
is well-rounded, featuring significant representa-
tions from entertainment (15.4%), sport (9.2%), art
(8.3%) and other areas, ensuring comprehensive
domain coverage.

The dataset is categorized into three difficulty
levels, easy, medium, and hard based on the schema
complexity, the size of the required update, and the
length of input texts. The criteria for determining
the difficulty level and difficulty distribution across
categories are shown in Table 3. Note that the size
of the required update also positively correlates
with the difficulty of the level.

4 The OPAL Framework

We introduce the OPAL (Observe-Plan-Analyze
Language Model) framework, which starts with ob-
serving the target database, then generates the plan
of action in code by referring to the database and

e = 'data infilling'
attribute = "Country"

blizzard_names = NER(text, "blizzard")
311l _da =[]

for _id, blizzard_name in enumerate(blizzard_names):

|w‘ zzard tributes = AE(text, blizzard name,

attribute) ]

blizzard_attributes['Name'] = blizzard_name

Ll_data.append(blizzard_attributes)
no data = Norm(all_data, database, table_name='blizzard')

DI( name="'blizzard"')

norm_data, database, table

Figure 3: Example of the generated code in one pass,
which misconfigures the attribute extraction tool since
the tool expects a list of attributes rather than a string.

IE tools and catches errors by both static and dy-
namic code analysis. The OPAL framework is an
instance of an LM agent framework that interacts
with a database environment, utilizes IE models as
tools, executes actions as code, and improves its
plan and tools using feedback from the database.

4.1 PLANNER: The Function-Calling Agent

Since updating a database per user instruction typi-
cally requires extracting multiple related fields, in-
stead of asking a model to perform the task end-to-
end, following the idea of ViperGPT (Sur’is et al.,
2023) and VisProg (Gupta and Kembhavi, 2023),
we first decompose the task into a series of steps
represented as code. Each of these steps can either
be directly executable code or external API calls to
a set of IE models (i.e. function calls).

Concretely, the input context C' consists of the
system prompt Cp, the user instruction I and poten-
tial input O from the Observer (introduced in Sec.
4.3). The system prompt Cy includes the code APIs
for the available tools and in-context examples. In
the output, inspired by ReAct (Yao et al., 2022),
we allow the model to generate both code actions
and natural language thoughts. The model is free
to choose when to output an action and when to
output a thought (represented as a comment).

In our work, we define 10 different tools for the
Planner agent to use as shown in Table 4, spanning
standard IE tasks and database primitives. More
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Tools

API Signature

Information Extraction

Named Entity Recognition
Relation Extraction
Attribute Extraction

Text Classification

NER (text: str, type: str) — list[str]

RE (text: str, head_e:str, relation: str) — list[str]
AE (text: str, entity: str, attribute_list: list) — dict
Classify (text: str, label_list: list) — str

Database Integration

Entity Linking
Data Normalization
Data Infilling

Row Addition

Link (data_entries: list, database: dict, table_name: str) — list
Norm (data_entries: list, database: dict, table_name: str) — list
DI (data_entry: list, database: dict, table_name: str) — dict

PR (data_entries: list, database: dict, table_name: str) — dict

Column Addition

AC (data_entry: list, database: dict, table_name: str, new_columns: list) — dict

Table 4: Tools available to the Planner Agent.

tool descriptions can be found in Appendix B. Fig-
ure 3 showcases how the generated code calls for
these tools.

4.2 ANALYZER: The Code Feedback Agent

In more complicated cases, the Planner often fails
to generate the correct actions (code plan) in a
single pass (as shown in Figure 3). If the plan
execution attempt is unsuccessful, the error mes-
sage from the code compiler will be provided to
the Planner to guide its self-repair process. While
this self-repair process has shown to provide some
benefit (Chen et al., 2023; Wang et al., 2023), it is
limited by the quality of the feedback (how well
the error message explains the mistake) (Olausson
et al., 2024) and comes at the cost of executing the
code multiple times. In particular, since some of
our function calls invoke external models, this pro-
cess can be very time-consuming. To mitigate this
problem and improve code quality, we designed
the CODE ANALYZER component, which sits be-
tween the Planner and the code compiler, aiming
to provide more informative feedback early on.

The input to the Analyzer is the plan of action
A (written as code) and the output is the natural
language feedback F'. The Analyzer provides feed-
back of three different types:

* Syntax error feedback. Syntax errors might
appear in the generated native code (in our
case, we use the Python language), or in the
API calls. These errors can be directly de-
tected by the interpreter and the Analyzer aims
to supplement the error messages with natural
language feedback.

* Runtime and logic error feedback. Similar
to how human programmers debug their code
with unit tests, the Analyzer takes a few data

samples provided by the Observer and gen-
erates test cases by mocking the output from
external models. If the output does not match
the data samples, the Analyzer will generate
another piece of feedback to the Planner.

* Database integrity feedback. Even when the
extraction results are correct, we might not be
able to update the database successfully due to
database constraints. Thus, we implement the
functions for the analyzer to checks against
duplicating entries and violating database de-
pendency constraints.

4.3 OBSERVER: The Database Expert Agent

In our setting, each database can consist of one
or multiple tables, each with its own schema and
data entries. Directly providing the whole database
as text (by converting to JSON or Markdown
code) could dilute the model’s attention to other
parts of the input prompt. We introduce the OB-
SERVER agent which serves as a bridge between
the database environment and other components,
including the Planner, Code Analyzer, and the IE
models. Speficially:

* Observer — Planner. The Observer analyzes
the schema and content of the database, identi-
fying crucial aspects behind different columns,
such as the format, value range, and semantic
meaning. Such insights are summarized into a
summary observation O, which becomes part
of the Planner’s input context. The observa-
tion informs the Planner on selecting the right
API call, and whether data normalization is
required. For instance, for a movie database,
the Observer recommends an attribute extrac-
tor to extract the movie budget and gross. It
might suggest a text classifier to categorize
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Figure 4: Framework architecture.

the movie after identifying predefined genres
(such as action, comedy, and drama) in the
database.

* Observer — IE Models. The type name de-
rived from the database schema alone could be
ambiguous for IE models. For instance, “loca-
tion" could refer to a country, city, or a specific
area, leading to extractions that may misalign
with the database contents. To handle this is-
sue, the Observer selectively fetches relevant
entries from the database as few-shot demon-
strations. These demonstrations guide IE tools
to understand what to extract and enable in-
context learning if applicable. For example,
if the target column Loc includes values such
as New York, Los Angeles, Boston, IE
tools can prioritize similar levels of detail (US
cities) in the input document.

¢ Observer — Analyzer.The Observer selects
data for test cases that simulate the user re-
quest to help identify logical errors before
running the code. For instance, if the plan
misses the mark on how different tables re-
late to each other, these simulated tests can
highlight those errors early on.

5 Experiments

5.1 Experiment Setting

Evaluation Metric We evaluate the models by
comparing the database before and after updating,
checking the difference AB. We represent the
database entries in AB as a set of structured tu-
ples T, following the form of (table name, primary
key, primary key value, column name, value of that

column). Each updated entry is ruled as correct if
all the fields match the ground truth (Exact Match).
Then we compute F1 over all entries in the database
update A B. The reported metric is macro-F1, in
other words, F1 averaged over each (instruction,
document set, database) instance.

Implementation The planner and observer
agents in our OPAL framework are powered by
the GPT4 language model gpt-4-1106-preview.
The maximum number for the Planner to revise
plans is 10. The whole process can restart for 2
times at most after failure. For the tool library,
we emulate the models with GPT for named entity
recognition, relation extraction, attribute extraction,
text classification and data normalization. In ad-
dition, we adopt an existing entity linking model
GENRE (De Cao et al., 2022). More details and
prompts can be found in Appendix C.

5.2 Experiment Results

We show our evaluation results in Table 5. We have
the following observations:

(1) OPAL vs Template: Dynamic plans are
necessary. Our first baseline replaces the planner
with a static template which first uses an entity ex-
traction tool to extract the primary key of the table
(selected by the Observer) and then goes on to ex-
tract each column by using the attribute extraction
tool. In our TEXT2DB setting, the diversity of
schemas and instruction led to a sharp decline in
performance over all slices of the dataset.

(2) OPAL vs One-Shot: Feedback improves
plan quality. The plan generated by the Planner in
its first attempt is often error-prone. By utilizing
the Analyzer and allowing the Planner to make
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Difficulty Task Type DB Source
Models Easy  Medium Hard DI RP CA  Wiki Bird Overall
Planner
Template 11.19 8.21 0.35 7.23 12.88 0.00 8.07 0.0 6.73
One-shot 18.77 14.45 2.51 16.25 12.83 7.04 14.85 0.04 12.08
1IE tools
GPT — Small Models 20.63 21.24 13.44 2421 9.84 21.42 19.10 15.27 18.50
Observer
- Observer 23.24 22.87 1849  27.05 1472 2295  23.17 14.74 21.59
- DB Analysis 38.55 26.78 22770 3055 3248 2476  31.83 18.25 29.29
- IE Demonstration 25.96 28.85 1538 26.18 20.00 2430 24.15 20.24 23.50
- Simulated Test 42.42 33.79 22.00 3893 3277 2630 36.90 11.81 32.72
Full Model
OPAL 42.44 36.91 2321 3885 37.01 2634 3697 21.74 34.11

Table 5: Experiment results. The metric is F; (%) of the exact matching score.

multiple rounds of revision, we can achieve a large
gain in performance.

(3) Smaller IE models are less capable of zero-
shot/few-shot learning. We defined our IE tools
as few-shot learners without a fixed ontology since
the type names are provided as part of the input. In
this setting, we find that LLM-emulated IE models
work better than fine-tuned smaller-scaled models
(Li et al., 2022; Sainz et al., 2021; Lyu et al., 2021;
Geraet al., 2022), due to the strong in-context learn-
ing ability of LLMs. However, since many of the
errors are from the extraction stage (see Section
5.4), perhaps a better choice would be to automati-
cally route the API call to an LLM or specialized
model based on the requested type.

(4) The Observer is most helpful by providing
IE demonstrations. Among the multiple functions
of the Observer component, we see that selecting a
few values from the target table (or target column)
to serve as few-shot demonstrations significantly
contribute to the final performance. This partially
resolves the challenge of extraction ambiguity.

(5) The Observer is more useful when the
database is large and complex. When the number
of tables is larger and there are more dependen-
cies between tables, using the Observer to generate
simulated test cases helps improve the plan quality.

Overall Error Distribution

34%
51%
43%

Planning Extraction Integration

Figure 5: Error distribution of the whole framework.

5.3 Case study

Figure 6 shows a case of updating a movie database.
The database includes three tables (Movie, Actor,
Character) with two foreign key dependencies.
To fulfill the user’s instruction, the model must
add new entries in all three tables while ensuring
database integrity. The planner effectively identi-
fied extraction targets across tables and generated
appropriate function calls, for instance, using an at-
tribute extractor for the Gross column and employ-
ing a classifier for the Genre column. However, it
mistakenly attempted to find Character.ActorID
by the character name, suggesting a need for bet-
ter database understanding. Extraction tools accu-
rately identify the desired data from text, though
they erroneously make up the actors’ “birthplace”,
pointing to the need to improve extraction faith-
fulness, possibly through verification mechanisms.
Integration is successful, effectively normalizing
data formats like release dates and movie gross, and
correctly assigning primary keys to new entries.

5.4 Error Analysis

We analyzed 100 wrong cases by classifying them
based on the stage of error: planning, extraction,
or integration. Our findings in Figure 5 show that
34% of errors occurred during the planning phase,
particularly in databases with complex schemas
and multiple tables, aligning with our findings in
Table 5. Errors in planning were notably more fre-
quent in row addition tasks due to their likelihood
of involving multiple tables. Extraction errors are
most common, driven by dependencies in the ex-
traction process, such as the need for named entity
recognition before relation extraction, leading to
error accumulation. In the integration phase, the
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® Given a document about a new movie, update its information into the database

User

<€ Captain America: The Winter Soldier is a 2014 American superhero film based on the Marvel Comics character Captain America, produced by Marvel Studios

°
Text

and distributed by Walt Disney Studios Motion Pictures. The film was directed by Anthony and Joe Russo from a screenplay by the writing team of
Christopher Markus and Stephen McFeely. It stars Chris Evans as Steve Rogers alongside Scarlett Johansson as Natasha Romanoff, Sebastian Stan as Bucky

Barnes, and Anthony Mackie as Sam Wilson. Filming began in April 2013 in Los Angeles, California, before moving to Washington, D.C., and Cleveland, Ohio.
The directors used practical effects and intense stunt work, but also 2,500 visual effects shots created by six companies. Captain America: The Winter Soldier
premiered at the El Capitan Theatre in Hollywood, Los Angeles, on March 13, 2014, and was released in the United States on April 4, as part of Phase Two of
the MCU. The film grossed $714 million worldwide based on the budget of 170 million, making it the seventh-highest-grossing film of 2014.

Table: Movie
ID Title e Gross Budget Genre Movie
Date ID
Look 1
1 who's  198910- 596000000 7500000  Romance
° 12 1
Talking
2 it 1989-12- 145793206 7500000  Comedy
Daisy 13
507
506  Big Hero 6 201244:10' 652105443 165000000 Animation 508
507 Interstellar 201411 165000000 675120017  Sclence 508
05 Fiction
Captain 508
508 Avrvﬁ:t"e’f 201(;:04' 714000000 170000000  Action
Soldier 208

Table: Character Table: Actor
Actor Actor Place Date of
WS D D INETme of Birth birth Cemitr
James 1 1 JohnTravolta USA  1954-02-18  Male
Molli 2
ofle 2 KistieAley USA  1951-01-12 Female
TARS 1446 Francis X.
2589 McCarthy USA 1942-02-15 Male
Steve Rogers 2590  Chris Evans USA
Natasha 2591 Sl USA
Johansson
Romanoff
Sebastian
Bucky Barnes goa2 Stan R
y Anthony
Sam Wilson 2593 Mackie USA

Figure 6: Case study of a row population task on a movie database with three tables. The model successfully extracts
relevant information from the document and normalizes the data to conform with the database (Movie.Releasing
Date, Movie.Gross). However, the model still struggles to deal with table dependencies (Character.ActorID
should refer to Actor.ActorID) and occasionally hallucinates values (Actor.PlaceOfBirth).

majority of errors are related to data infilling and
column addition, with the bottleneck being entity
linking. A more detailed analysis of each stage can
be found in Appendix D.

6 Related Work

LLMs for Databases The majority of work in-
volving the application of LLMs to databases fo-
cuses on the text-to-SQL task (Yu et al., 2018; Li
etal., 2023; Liu et al., 2023) which does not involve
extraction. Recently, LLMs with few-shot exam-
ples have shown to outperform fine-tuned smaller
models (Pourreza and Rafiei, 2023; Zhang et al.,
2023; Sun et al., 2023).

The structured view generation task in (Arora
et al., 2023) is closest to our TEXT2DB setting.
However, their task only requires extraction from
semi-structured documents, without the need for
integration with existing tables. We note that when
the target database is of the form of (entity name,
entity attribute), our task resembles knowledge
base population (KBP) (Getman et al., 2018). The
key difference lies in the fact that our task requires
dynamic adaptation to diverse databases.

Tool Learning in LLMs Tool learning, or
function-calling, has emerged as a promising ap-
proach to extend the capability of large language
models. In the tool learning paradigm, certain tools
(such as internet search, a calculator, and image

generation models) are provided to the LLM. Tool
learning can be enabled by prompting with function
definitions or specialized fine-tuning (Schick et al.,
2023; Tang et al., 2023; Patil et al., 2023; Zeng
et al., 2023)!. We refer the reader to (Qin et al.,
2023) for a comprehensive survey. In the OPAL
framework, IE models act as external tools to the
Planner. Unlike prior work that leaves all the work
to the Planner and assumes that tools as provided
as-is, our Observer provides essential insight into
the database to support tool selection and selects
demonstrations to assist the IE tools.

7 Conclusion and Future Work

In this paper, we propose the new task TEXT2DB
which updates a given database using values ex-
tracted from a document set following user instruc-
tions. TEXT2DB presents unique challenges in
dynamic adaptation , extraction ambiguity and in-
tegrity requirements. We present a new benchmark
and a new LLM agent framework OPAL for this
task. In particular, OPAL features 3 components:
the Planner, Analyzer, and Observer. We show that
OPAL substantially improves update effectiveness
over directly generating the plan, with significant
gains coming from using demonstrations from the
Observer for IE models.

't is speculated that GPT-4 has been fine-tuned to support
function calling.
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At this point, we have only considered insert-
ing values that do not previously exist into the
database. However, conflict resolution has been a
long-standing issue in the integration of databases,
and we also foresee similar challenges in the inte-
gration of documents and databases. In this case,
we need to consider the reliability of the document
and the confidence of the extraction model.

Limitations

The success of our agent framework OPAL re-
lies heavily on the instruction-following and tool-
using ability of the language model. As a proof-of-
concept for our new task, we used the most capable
LLM GPT4 at the time of writing. Benchmarking
different base LLMs would provide extra insight
to how the framework generalizes. In addition, We
have only experimented with a small set of IE mod-
els as tools (one for each API call) and could have
been extended to a larger repository of open-source
models such as that in Shen et al. (2023).
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A Benchmark Annotation Guidelines
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vant to the schema and data of the database. To
simulate real-world scenarios, instructions should
vary in the description style, ranging from casual
chats to formal requests. To pair with each user
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texts online (such as wiki articles or news reports).
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3000 words. The preferred documents are relevant
to the specific databases and user instructions, and
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Figure 7: Examples of three task types including data infilling, row population, and column addition.

Statistics Vg;?(?k Typlt;sird Total
User Instruction

# Avg. Words 29.7 37.5 31.1
Source Text

# Avg. Documents 2.8 24 2.7
# Avg. Words 2,123.8  325.0 1786.5
Database

# Databases 191 12 203
# Avg. Tables 1.0 9.1 2.5
# Avg. Rows 116.3 297K 56K
# Avg. Columns 5.7 55.3 15.0
AValues 6.2 17.7 8.4
Overall

# Domains 42 9 45
# Easy 81 0 81
# Medium 82 0 82
# Hard 32 45 77
# Instances 195 45 240

Table 6: Statistics of our dataset divided by database
source. “Wiki” and “Bird” correspond to different
database sources. “#” indicates the count, “Avg.” stands
for the average value per instance, and “AValues” rep-
resents the number of value changes in the database
following the completion of integration.

provide suitable data for extraction and population.
The next core step is updating the databases by
manually extracting values from texts according
to the user instructions. The newly-added values
should strictly keep to all constraints or format
requirements of the databases. After that, the an-
notators map the databases and corresponding in-
structions to various domains, annotated according

195

economy
culture

Figure 8: Domain distribution of our dataset.

to Wikipedia’s taxonomy?>. This ensures that our
dataset tests the generalization ability of the pro-
posed framework across different fields and types
of information.

Throughout the annotation process, we engage
three Computer Science PhD students, each with
research backgrounds in information extraction, to
carry out the data annotation tasks. Every data
instance is initially annotated by one of these anno-
tators and subsequently reviewed by another. The
annotator and reviewer discuss for any necessary
adjustments until a consensus is reached on the
annotation. After finalizing the annotation, all an-
notators convene to assign a difficulty level—easy,
medium, or hard—to each data instance. This cate-
gorization is based on multi-facet criteria, including
the complexity of the database schema, the length

2https://en.wikipedia.org/wiki/List_of_lists_
of _lists
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of the source texts, and the number of values re-
quired to be populated.

B Tool Description

The tools can be categorized into two types:

* Information Extraction: We include tools
corresponding to standard IE tasks including
(1) Named Entity Recognition, (2) Relation
Extraction, (3) Attribute Extraction, and (4)
Text Classification to pinpoint the entities,
their attributes, relations, and categories. They
set the foundation for a structured information
framework necessary for database population.

e Database Integration: To materialize
database updates, we employ three Database
Integration Functions: (5) Data Normalization
then adjusts the format of the extracted infor-
mation to meet database requirements, while
(6) Entity Linking connects identified enti-
ties with existing entries in the database. (7)
Data Infilling fills in missing values by link-
ing extracted entities with their corresponding
database entries. (8) Row Population involves
adding new rows that adhere to the database
schema and constraints. (9) Column Addition
introduces new columns, linking extracted en-
tities to existing rows and populating these
new columns with relevant values.

C Implementation of OPAL

The planner and observer agents in our OPAL
framework are powered by the GPT4 language
model gpt-4-1106-preview. The maximum num-
ber for the Planner to revise plans is 10. The whole
process can restart for 2 times at most after fail-
ure. Specifically, the planner utilizes code from
three different task types as demonstrations. The
analyzer then verifies the generated code from per-
spectives of syntax, logic, and integrity, immedi-
ately returning any detected errors to the planner.
The observer generates a summary for each table
in the database to ensure the quality of observation;
it selects 20 pieces of data as IE demonstrations
and generate a piece of mock data for the specific
task type, which may include values from multiple
tables. For the tool library, we emulate the models
with GPT for named entity recognition, relation
extraction, attribute extraction, text classification
and data normalization. They utilizes the demon-
strations produced by the observer to achieve in-

context learning. Table 19 - 22 shows the prompts
for two agents (the planner and the observer), and
four tools (named entity recognition, relation ex-
traction, attribute extraction, text classification and
data normalization). In addition, we adopt an ex-
isting entity linking model GENRE (De Cao et al.,
2022). We transforms the extracted results into
sentences using a manually designed template, to
calculate the probability of linking with sentences
transformed from the database’s data entries.

D Extra Error Analysis

Error Distribution of Planning

14%
59%
27%

Syntax Error ' Logic Error = Runtime Error

Figure 9: Error distribution of the planning step.

In the planning stage, we identified three main
error subtypes: syntax errors, logic errors, and run-
time errors. Syntax errors are often fixable through
multiple revisions, but with more than three tables
in a database, the complexity increases, and not all
syntax errors can be resolved quickly. Logic errors
usually stem from using incorrect tools (e.g., choos-
ing attribute extraction over text classification for
movie genres) or neglecting the interdependencies
between tables (like missing foreign key relation-
ships). Runtime errors typically occur due to tool
misconfiguration (such as expecting a list instead
of a string for input) or mismatches between the
extracted data and the database schema (like over-
looking necessary column values).

Error Distribution of Extraction
45%
31%
24%

Missing Extraction Erroneous Extraction

Reasonbale Extraction but Misalignment with
Integration

Figure 10: Error distribution of the extraction step.

In the extraction phase, the typical error sub-
types are Missing Extraction, Erroneous Extrac-
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tion, and Reasonable Extraction but Misaligned
with Integration Requirements. Missing Extraction
often occurs in long documents where IE tools may
overlook sections, especially where named entity
recognition models fail to capture all possible enti-
ties, leading to errors. Erroneous Extraction arises
in cases with closely related information, causing
confusion, such as mixing up movie premiere and
release dates. The third error type involves extrac-
tions that are accurate but don’t meet the specific
needs for integration, like varying granularity lev-
els in location data for an earthquake’s epicenter.
Demonstrations via data entry have relieved this,
but there’s still room for further improvement.

Error Distribution of Integration

61%
54%
9%

Entity mislinking Under normalization

Missing Constraints

Figure 11: Error distribution of the integration step.

For integration, the specific error subtypes are
Entity Mislinking, Under-normalization, and Data
Integrity Issues. Entity Mislinking, a major bot-
tleneck for data infilling and column addition, in-
volves linking extracted data to the appropriate
database entry, a task that becomes challenging
with large databases or when database entries lack
sufficient information. Under-normalization typ-
ically deals with inconsistencies in data formats,
such as varying date formats, where normalization
efforts might miss specific values or sacrifice ef-
ficiency for accuracy. Data Integrity Issues often
arise in databases with multiple tables, where prob-
lems like missing foreign key constraints lead to
the insertion of unrelated values.

E Case Study

In Figure 12, we show the code for case study in
Section 5.3. Meanwhile, we also present more
cases for three task types, including the updated
databases and the corresponding generated codes,
in Figure 13-18.
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# Step 1. Determine the task type
task_type = 'row population

# Step 2. Perform operations on the movie table
movie_titles = Named_Entity_Recognition{text, "movie")

all_movie_data = []
for _id, movie_title in enumerate(movie_titles):
movie_attributes = Attribute_Extraction(text, movie_title, ["MPAA Rating", "Budget", "Gross",
"Release Date", "Runtime", "Rating", "Rating Count”, "Summary"]}
movie_attributes['Genre'] = Text_Classification(text, ["Romance", "Comedy", "Crime", "War",
"Drama", "Family", "Action"])
movie_attributes['Title'] = movie_title
movie_attributes[ 'MovieID'] = int(database[ 'movie'][-1]1['MovieID']) + _id + 1
all_movie_data.append(movie_attributes)

normalized_movie_data = Data_Normalization(all_movie_data, database, table_name='movie')
Populate_Row(normalized_movie_data, database, table_name='movie’)

# Step 3. Perform operations on the actor table
actor_names = Named_Entity_Recognition(text, "actor")
actor_ids = {}

all_actor_data = []
for _id, actor_name in enumerate(actor_names):
actor_attributes = Attribute_Extraction{text, actor_name, ["Date of Birth", "Birth City", "Birth
Country", "Height (Inches)", "Biography", "Gender", "Ethnicity", "NetWorth"])
actor_attributes['Name'] = actor_name
actor_attributes['ActorID'] = int{database['actor'][-1]['ActorID']) + _id + 1
actor_ids[actor_name] = actor_attributes['ActorID']
all_actor_data.append(actor_attributes)

normalized_actor_data = Data_Normalization(all_actor_data, database, table_name='actor')
Populate_Row(normalized_actor_data, database, table_name='actor')

# Step 4. Perform operations on the characters table
characters_names = Named_Entity_Recognition{text, "characters”)

all_character_data = []
for _id, character_name in enumerate{characters_names):
character_attributes = Attribute_Extraction{text, character_name, ["creditOrder", "pay",
"screentime"])
character_attributes|['Character Name'] = character_name
# Identify associated ActorID and MovieID for each character based on existing actor and movie data
character_attributes['ActorID'] = actor_ids[character_name] if character_name in actor_ids else
None
character_attributes['MovieID'] = movie_attributes['MovielD']
all_character_data.append{character_attributes)

normalized_character_data = Data_MNormalization{all_character_data, database, table_name='characters')

Populate_Row(normalized_character_data, database, table_name='characters’)

Figure 12: The complete of the generated code for the example in Figure 6. By checking the part corresponding to
the Character table, interestingly, we observe that the model is aware of the table dependencies but the wrong key
is used to find the ActorID (should be actor name instead of character name).
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task_type = 'data infilling'

target_attributes = ["Deaths", "Injuries"]

"earthquake")

nt_names = Named_Entity_Recognition(te

all_event_data = []

event_name in enumerate({event_names):

attributes = Attribute_Extraction(text, event_name, target_attributes)
attributes['Event'] = event_name
t_data.append(event_at €

normalized_event_data = Data_Normalization(all_event_data, database, table_name='earthquake')
print{normalized_event_data)

Infill_Data(normalized_event_data, datal

se, table_name='earthquake"')

Figure 13: Example code for the data infilling task.

| am maintaining a database of the largest earthquakes by year. Given the latest document of the peru
. earthquake, please update the numbers of deaths and injuries in this disaster.

- An earthquake measuring Mw 8.0 struck Peru and the surrounding areas on 26 May 2019 at 02:41 local time. It had a
‘ maximum perceived intensity of VII (Very strong) on the Modified Mercalli intensity scale in the towns of Yurimaguas
and Lagunas. Two people died and a further 30 were injured. It was the strongest earthquake in 2019 by
Text magnitude.\n\nTectonic setting\nPeru lies above the destructive plate boundary where the Nazca Plate subducts

beneath the South American Plate. The plates converge at a rate of 70 mm per year. The country has been affected by
many large megathrust earthquakes caused by slip along the plate interface, such as the 1868 Arica earthquake.

Year Magnitude Location Depth (km) MMI Deaths Injuries Event Date
57 2009 81 Samoa, Offshore 18.0 v 189 7 2009 Samoa earthquake and tsunami September 29
58 2010 8.8 Chile, Concepcién 229 IX 550 12,000 2010 Chile earthquake February 27
59 2011 91 Japan, Honshu 29.0 IX 19,747 6,000 2011 Tohoku earthquake and tsunami March 11
60 2012 8.6 Indonesia, Indian Ocean 20.0 v 10 12 2012 Indian Ocean earthquakes April 11
61 2013 8.3 Russia, Sea of Okhotsk 598.1 Vi ] ] 2013 Okhotsk Sea earthquake May 24
62 2014 8.2 Chile, Iquique 25.0 Vi 6 9 2014 Iquique earthquake April 1
63 2015 83 Chile, Coquimbo 224 IX 21 34 2015 lllapel earthquake September 16
64 2016 7.9 Papua New Guinea, New Ireland 945 vl o 0 2016 Solomon Islands ... December 17
65 2017 8.2 Mexico, Chiapas 47.4 IX 98 250 2017 Chiapas earthquake September 7
66 2018 8.2 Fiji, Offshore 600.0 \" 0_ —_— 0_ —— 2018 Fiji earthquake August 19
67 2019 8.0 Peru, Loreto 122.6 Vil g 2 30 | 2019 Peru earthquake May 26
68 2020 7.8 United States, Alaska Peninsula offshore  28.0 Vil I-()- == 3 ===1 July 2020 Alaska Peninsula earthquake July 22
69 2021 8.2 United States, Alaska Peninsula offshore  32.2 vl o ] 2021 Chignik earthquake July 28
70 2022 7.6 Papua New Guinea, Morobe 61.4 Vi 21 42 2022 Papua New Guinea earthquake September 11
71 2022 76 Mexico, Michoacéan 255 i 2 35 2022 Michoacan earthquake September 19

Figure 14: Case study for the data infilling task. The newly added values are framed in orange.
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task_type =

'row population'

flood_event_names = Named_Entity_Recognition{text, "flood")

all_flood_data = []
for _id, flood_event_name in enumerate(flood_event_names):

flood_attributes = Attribute Extraction(text, flood_event_name, ["Death count", "Location",

"Year"])

flood_attributes['Event'] = flood_event_name

normalized flood data = Data_Normalization([flood attributes], database, table name='flood')

all_flood_data.append(normalized_flood_data[0])

Populate_Row(all_flood_data, database, table naﬂe='ﬂood‘)|

. Given a document about one of the deadliest floods, can you add its related information into the database.

Figure 15: Example code for the row population task.

- The 1935 Yangtze flood struck China during a decade of flooding, famine and social turmoil. It is considered to be the
“ fifth deadliest flood in recorded history, with a death toll of 145,000 and displacement of millions. As a result of the

~  flood, millions of survivers were faced with hardship due to displacement, injury, loss of property as well as food

Text shortages and famine.Four years earlier in 1931, after three years of drought, both the Yangtze and Yellow Rivers
experienced significant flooding. Known as the 1931 China Floods, they were considered to be the worst non-
pandemic disaster of the century because of the millions of deaths they led to indirectly.

Death count
85+
81+
81
81
80-100
80+
80
80
78
77+
73
72+
72
69
68
67
66
62
61

Event
January 2010 Rio de Janeiro floods and mudslides
Valencia flood
Holmfirth floods—Bilberry Reservoir dam failure
2021 Turkey floods
1852 Gundagai flood
2014 Southeast Europe floods

1988 Sudan floods

Failure of Laurel Run Dam and flash flooding, Johnstown, ...

Austin Dam failure

2019 Iran floods

1993 Kagoshima Heavy Rain, mudslide and debris flow
Nigeria floods

Gudbrandsdalen flood and landslides

2005 levee failures in Greater New Orleans

2019 South Sulawesi floods

2003 Santa Fe flood

2020 Jakarta floods

2021 Niger floods

Clermont and Peak Downs flood

Location
Rio de Janeiro, Brazil
Valencia, Spain
United Kingdom
Turkey
Australia
Serbia, Bosnia and Herzegovina, Croatia
Sudan
United States
United States
Iran
Japan
Nigeria
Norway
United States
Indonesia
Argentina
Indonesia
Niger

Australia

Year
2010
19567
1852
2021
1852
2014
1988
1977
1911
2019
1993
2012
1789
2005
2019
2003
2020
2021

1916

- ———

| 145000

1935 Yangtze flood

China

1935 |

Figure 16: Case study for the row population task. The newly added values are framed in orange.
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m
0

e, wh h is fe table name or

Entity_Recog "state_leader")

prim

g Attribute_Extraction.

all_leader _data = []

new_columns = ['Born']

for _id, leader_name in enumerate(leader_names):
leader_attributes = Attribute_Extraction(text, leader_name, new_columns)
leader_attributes['Name'] = leader_name
all_leader_data.append(leader_attributes)

~ial regui

desci n, sp requi

data_format = {"Born": "date of birth of a leader,
normalized_leader_data = Data_Normalization(all_leader_data, database, table_name='state_leader',
data_format=data_format)

print{normalized_leader_data})

e the s tnto the ac e

ader_data, database, table_name='state_leader', new_columns=new_columns)

Add_Column{normalized_le

Figure 17: Example code for the column addition task.

Given five documents about five state leaders, can you add a new column of the dates they born on into the
. database? This column should be named as \"Born\" in the format of DD Month YYYY (such as 27 September
User 1940).

‘l— Seyyed Ali Hosseini Khamenei (Persian: ,skula cuws Je swromanized: Ali Hoseyni Xamene'i, pronounced [a'li:
& hosej'ni: xo:mene?i:] ; born 19 April 1939) is an Iranian Twelver Shia marja‘ and politician who has been the second
Text supreme leader of Iran since 1989. He previously served as third president of Iran from 1981 to 1989. Khamenei is
the longest-serving head of state in the Middle East, as well as the second-longest-serving Iranian leader of the last

century, after Shah Mohammad Reza Pahlavi....

pemm——————

Rank Name Position Assumed office Age 1 Born :
I

1 Paul Biya President of Cameroon 1982 90 years, 313 days | :
1

2 Mahmoud Abbas President of the Palestinian National... 2005 88 years, 38 days | :
1

3 Salman bin Abdulaziz Al Saud King of Saudi Arabia 2015 87 years, 357 days | :
1

4 Francis Pope of the Holy See, Sovereign of ... 2013 87 years, 6 days : :

5 Harald V King of Norway 1991 86 years, 305 days : :

1

6 Ali Khamenei Supreme Leader of Iran 1989 84 years, 248 days : 19 April 1939 1

1

7 Margrethe I Queen of Denmark 1972 83 years, 251 days : 16 April 1940 1

1

8 Mishal Al-Ahmad Al-Jaber Al-Sabah Emir of Kuwait 2023 83 years, 87 days : 27 September 1940 |

1

9 Michael D. Higgins President of Ireland 201 82 years, 249 days : 18 April 1941 1

1

10 Sergio Mattarella President of Italy 2015 82 years, 163 days : 23 July 1941 :

Figure 18: Case study for the column addition task. The newly added values are framed in orange.
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| am working on developing an automatic system for dataset population. Specifically, given a database schema, a user instruction,
and the background text, the system aims to populate database with the desired information extracted from the text according to
the user instruction, including three task types, data infilling, row population and column addition.

Currently, you need to act as a code generation model, that considering the user instruction and the database schema (especially the
interdependency between the tables), determines the sequence of the modules and output the executive python code which calls for
these modules sequentially to solve the dataset population task.

The modules are defined as follows:

- Named_Entity_Recognition(text: str, type: str) -> list
- For the given background text and the entity type, this module is to extract all the entities of the specified type from the text.

- Relation_Extraction(text: str, head_e:list, relation: str) -> list
- Given a text, a list of entities and a relation type, this module is to extract all the tail entities for each head entity considering this
relation type from the provided text.

- Attribute_Extraction(text: str, entity: str, attribute_list: list) -> dict
- Given the background text, an entity, and a list of attribute names, this module is to extract the attribute values for each attribute
name from the provided text.

- Text_Classification(text: str, label_list: list) -> str
- Given a text and a list of labels, this module is to classify the text into one label.

- Data_Normalization(data_entries: list, database: dict, table_name: str, data_format: dict=None) -> list
- Given a list of data entries whose keys are the column name of the values, and an existing database, transform these data entries to
match the schema of one table in the database. The function output is the normalized data entries.

- Entity_Linking(data_entries: list, database: dict, table_name: str) -> list
- Given an existing database, a table name, and a list of data entries, this module is to link these entities with some existing rows in
the database. Finally, this function outputs a list of data index.

- Infill_Data(data_entries: list, database: dict, table_name: str) -> dict
- Given some data entries, an existing database, and a table name in this database, this module is to infill missing values in one table
of database with the data entries. The output is the updated database.

- Populate_Row(data_entries: list, database: dict, table_name: str) -> dict
- Given some data entries, an existing database, and a table name in this database, this module is to populate the table with the data
entries by add new rows. The output is the updated database.

- Add_Column(data_entries: list, database: dict, table_name: str, new_columns: list) -> dict
- Given some data entries, an existing database, a table name, and a list of new column names in this database, this module is to add
new columns into a table of the database with the data entries. The output is the updated database.

Below are three examples of different task types using the same database:

[Example 1]
[Example 2]
[Example 3]

Using the format provided above, generate the plan for database population given the inputs. The code can directly use four
parameters, including instruction, text, database_schema, and database. But don't assume the value for any other parameter.
Importantly, don't output any other information but the code.

Figure 19: Prompt for the Planner.
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Given a database including its schema and some existing data entries, summarize the database into a brief description for each
column in every table. This description should include:

column_name

column_description

data_format

value_description (data unit, special data format, label space for the values)

Recommanded extraction tool (including name entity recognition, relation extraction, attribute extraction, text classification)

For example:
Input:

Database schema:

CREATE TABLE "movie" (

"MovielD" INTEGER,

"Title" TEXT,

"MPAA Rating" TEXT,

"Budget" INTEGER,

"Gross" INTEGER,

"Release Date" TEXT,

"Genre" TEXT,

"Runtime" INTEGER,

"Rating" REAL,

"Rating Count" INTEGER,

"DirectorID" INTEGER,

CONSTRAINT "movie_pk" PRIMARY KEY("MovielD")

FOREIGN KEY("DirectorlD") REFERENCES "director”("DirectorlD"),
)

Existing data entries:

1 Look Who's Talking PG-13 7500000 296000000 1989-10-12 Romance 93 5.9 73638 1

2 Driving Miss Daisy PG 7500000 145793296 1989-12-13 Comedy 99 7.4 91075 2

3 Turner & Hooch PG 13000000 71079915 1989-07-28 Crime 100 7.2 91415 100

4 Born on the Fourth of July R 14000000 161001698 1989-12-20 War 145 7.2 91415 1000
5 Field of Dreams PG 15000000 84431625 1989-04-21 Drama 107 7.5 101702 1234

6 Uncle Buck PG 15000000 79258538 1989-08-16 Family 100 7.0 77659 1231

7 When Harry Met Sally... R 26000000 92800000 1989-07-21 Romance 96 7.6 180871 129

Output:

MovielD: Unique identifier for each movie. Format: Integer. Should use

Title: Name of the movie. Format: Text. Use name entity recognition tool.

MPAA Rating: Motion picture association of america rating. Content suitability rating. Format: Text. Label space includes G, PG, PG-
13, R, NC-17. Use text classification tool.

Budget: Production budget in dollars. Format: Integer. Use attribute extraction tool.

Gross: Box office revenue in dollars. Format: Integer. Use attribute extraction tool.

Release Date: Date of release. Format: Text (yyyy-mm-dd). Use attribute extraction tool.

Runtime: Duration in minutes. Format: Integer. Use attribute extraction tool.

Rating: Audience rating, 0.0 to 10.0 where higher is better. Format: Real. Use attribute extraction tool.
Rating Count: Total number of ratings received. Format: Integer. Use attribute extraction tool.
DirectorlD: Identifier for the director, linking to the "director” table. Format: Integer.

Following the example above, generate a brief description for the following database:

Figure 20: Prompt for the Observer.
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Named Entity

For the given entity type and text, extract all the entities of the specified type from the text.
Here is an example:

Input:

Entity Type: product

Text: | just bought the new iPhone 13 and MacBook Pro. My friend recommended the Samsung Galaxy S21
and the Amazon Echo Dot.

Recognition Output:
iPhone 13
MacBook Pro
Samsung Galaxy S21
Amazon Echo Dot
Using the format provided above, extract the entities for the given entity type from the text. Please strictly
follow the output format like the given example and do not output any extra words.
Given a list of entities and a relation type, your task is to extract all the tail entities for each head entity
considering this relation type from the provided text.
Here is an example:
Input:
Text: The song 'Shape of You' by Ed Sheeran was released on January 6, 2017. 'Thinking Out Loud', another
hit by him, was released on September 24, 2014.

. Entity: Shape of You, Thinking Out Loud
Relation . )
. Relation Type: Releasing date
Extraction

Output:
January 6, 2017
September 24, 2014

Using the format provided above, extract the tail entities for each head entity according to the relation type
from the text. Please strictly follow the output format like the given example and do not output any extra
words.

Attribute Extraction

Given a entity and a list of attribute names, your task is to extract the attribute value for each attribute name
from the provided text. If the value of some attribute is not mentioned in the text, please output "None" for
this attribute.

Here is an example:

Input:
Text: The song 'Shape of You' by Ed Sheeran was released on January 6, 2017. 'Thinking Out Loud', another
hit by him, was released on September 24, 2014.

Entity: Shape of You

Attribute Names:
Releasing date
Singer

Genre

Output:
January 6, 2017
Ed Sheeran
None

Using the format provided above, extract attribute values for the given entity and attribute names from the
text. Please strictly follow the output format like the given example and do not output any extra words.

Figure 21: Prompts for the information extraction tools.
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Text Classification

Given a text and a list of labels, your task is to classify the text into one label.
Here is an example:

Input:

Text: The song features distorted electric guitars, aggressive drums, and powerful vocals. The lyrics
discuss themes of rebellion and personal freedom.

Label list: Rock, Pop, Hip Hop, R&B, Jazz, Blues

Output:
Rock

Using the format provided above, classify the following text to one label from the provided list. Please
strictly follow the output format like the given example and do not output any extra words.

Data Normalization

Given a few rows of new data, please normalize the data according to some existing rows and data
format requirement (if exists) in a database so as to match with database schema. Note that each data
value is splited by *; ' in one row.

Here is two examples:

Example 1

Input:

New data:

1939; 7; Erzincan Province in Turkey; 20.34; 27 Dec; two
1968; 5.2; China, Shanghai; 10.3; December 2 2000; 10

Existing data:

1940; 7.7; Romania, Vrancea County; 133.0; November 10; 31
1941; 5.8; Yemen, Razih District; 35.0; January 11; 3

1942; 7.0; Turkey, Erbaa; 10.0; December 20; 9

Output:
1939; 7.0; Turkey, Erzincan Province; 20.3; December 27; 2
1968; 5.2; China, Shanghai; 10.3; December 2; 10

Example 2

Input:

New data:
December 2 2000
June 10 2004
1889 09 27

Data format requirement:
Birth of Data: date of birth of a single, Text, MM-DD-YYYY

Output:

12-02-2000
06-10-2024
09-27-1889

Using the format provided above, normaliza a new row given some existing rows as the examples.
Please strictly follow the output format like the given example and do not output any extra words.

Figure 22: Prompts for the information extraction tools.
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