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Abstract

Claims made by individuals or entities are of-
tentimes nuanced and cannot be clearly labeled
as entirely “true” or false”—as is frequently the
case with scientific and political claims. How-
ever, a claim (e.g., ““vaccine A is better than
vaccine B”) can be dissected into its integral as-
pects and sub-aspects (e.g., efficacy, safety, dis-
tribution), which are individually easier to vali-
date. This enables a more comprehensive, struc-
tured response that provides a well-rounded
perspective on a given problem while also al-
lowing the reader to prioritize specific angles
of interest within the claim (e.g., safety towards
children). Thus, we propose CLAIMSPECT,
a retrieval-augmented generation-based frame-
work for automatically constructing a hierarchy
of aspects typically considered when address-
ing a claim and enriching them with corpus-
specific perspectives. This structure hierarchi-
cally partitions an input corpus to retrieve rele-
vant segments, which assist in discovering new
sub-aspects. Moreover, these segments enable
the discovery of varying perspectives towards
an aspect of the claim (e.g., support, neutral, or
oppose) and their respective prevalence (e.g.,
“how many biomedical papers believe vaccine
A is more transportable than B?”). We apply
CLAIMSPECT to a wide variety of real-world
scientific and political claims featured in our
constructed dataset, showcasing its robustness
and accuracy in deconstructing a nuanced claim
and representing perspectives within a corpus.
Through real-world case studies and human
evaluation, we validate its effectiveness over
multiple baselines.

1 Introduction

Scientific and political topics increasingly being con-
sumed in the form of concise, attention-grabbing claims
which lack the nuance needed to represent complex re-
alities (Vosoughi et al., 2018; Allcott and Gentzkow,
2017; Lazer et al., 2018). Such claims are frequently
oversimplified or confidently stated, despite being valid
only under specific conditions or when evaluated from
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Figure 1: An example hierarchy of a nuanced claim
being deconstructed into aspects. Each node is enriched
with relevant excerpts, the affirmative/neutral/opposing
perspectives, and their respective evidence.

certain perspectives. For instance, a claim like “vaccine
A is better than vaccine B” may appear straightforward
but becomes inherently nuanced when specific aspects,
such as efficacy, safety, and distribution logistics, are
considered. Moreover, the ambiguous and fragmented
nature of information shared on such platforms often
allows such claims to be twisted or reframed as “true”
or “false” to support conflicting narratives, complicating
the task of verifying their validity (Sharma et al., 2019;
Pennycook and Rand, 2021).

Stance detection categorizes textual opinions as sup-
portive, neutral, or opposing relative to a target (Mo-
hammad et al., 2016). However, documents—especially
those in a scientific domain—often present a range of
stances across various aspects of a claim. For instance,
as illustrated in Figure 1, a study might find Vaccine A
safer for adults than Vaccine B while highlighting its
significantly greater logistical challenges for widespread
distribution. In this case, the paper supports the claim
regarding “safety for adults” (note: not “safety” in its
entirety) but opposes it concerning distribution. This
complexity renders stance detection at the document
level ineffective for nuanced, multifaceted claims.

Fact-checking models often validate claims by retriev-
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ing evidence from large corpora or using web-integrated
language models (Thorne et al., 2018; Popat et al., 2018;
Zhang and Gao, 2023). While some methods now offer
varied factuality judgements like “mostly true” or “half-
true” (Zhang and Gao, 2023), these are less effective in
scientific contexts. Especially in evolving areas, fine-
grained scientific claims may be unsubstantiated due
to a lack of research or scientific consensus, rather than
being outright false. This distinction is vital, as it high-
lights areas needing further exploration. For example, in
Figure 1, relevant paper excerpts mapped to the “Safety
for Adults” node show that an 80:20 ratio of affirmative
to opposing stances towards the sub-aspect claim sug-
gests consensus, whereas a 60:40 ratio or sparse data
signals limited research or disagreement. Such insights,
crucial for understanding gaps in knowledge, are often
overlooked by existing fact-checking frameworks.

We address these challenges using CLAIMSPECT,
a framework which systematically deconstructs and
analyzes claims by leveraging large language models
(LLMs). ClaimSpect hierarchically partitions a claim
into a tree of aspects and sub-aspects, enabling struc-
tured validation and the discovery of perspectives. This
is accomplished by adopting the following principles:

Principle #1: Claim trees capture the multidimen-
sionality inherent in nuanced topics. As opposed
to considering a single target claim and the full doc-
ument, we must first determine the relevant aspects
discussed within the corpus itself in order to discover
more targeted subclaims. However, it is essential to
retain the hierarchical nature of such aspects. This is
demonstrated in Figure 1, where certain aspects that
are difficult to validate (e.g., “safety”) can typically
be partitioned until they reach “atomic™ sub-aspects
that are more commonly considered (e.g., “safety for
children”, “safety for adults”, and “safety for elderly”).
Furthermore, these hierarchical relationships are often
also reflected in how we naturally navigate formulat-
ing our own perspective towards a given topic (either
individually or collectively): parse through the existing
knowledge on a topic, consider different sub-angles of
the problem based on this knowledge, retrieve more
sub-angle specific knowledge, develop our opinions ac-
cordingly, and aggregate them to a high-level opinion
(Perony etal., 2013; Chen et al., 2022). Thus, this brings
us to our next principle.

Principle #2: Iterative, discriminative retrieval en-
hances LLM-based tree construction. LLMs have
recently shown promise in automatic taxonomy enrich-
ment and expansion, organizing data into hierarchies of
categories and subcategories similar to our target aspect
hierarchy (Shen et al., 2024b; Zeng et al., 2024b). How-
ever, these approaches often rely on general knowledge
existing within the LLM’s pre-training dataset, overlook-
ing corpus-specific insights crucial for (1) uncovering
fine-grained sub-aspects prevalent in domain-specific
data, and (2) ensuring alignment with the task of de-
termining corpus-wide consensus. To address this, we
leverage retrieval-augmented generation (RAG), which

has recently made advances in knowledge-intensive
tasks by integrating external corpora or databases into
the generation process (Lewis et al., 2020; Gao et al.,
2023). We introduce an iterative RAG approach, which
dynamically constructs the aspect hierarchy by retriev-
ing relevant segments for an aspect node, using them
to discover new sub-aspects. This ensures the taxon-
omy aligns closely with corpus-specific discussions of
claims, aspects, and perspectives.

We note that noisy retrieval often hinders reasoning
performance (Shen et al., 2024a). In our setting, this
may occur when certain retrieved excerpts overlap mul-
tiple semantically similar aspect nodes (e.g., “safety for
children” vs. “safety for adults”), introducing noise
when determining sub-aspects for only one aspect. To
mitigate this, we introduce a discriminative ranking
mechanism that prioritizes segments discussing a single
aspect in-depth, enhancing sub-aspect discovery and the
final aspect hierarchy.

Principle #3: Perspectives enrich understanding
beyond stance and consensus. For each aspect node in
the hierarchy, we identify and cluster papers based on
their stance (affirmative, neutral, opposing) using hier-
archical text classification and stance detection. These
clusters reveal not only the presence or absence of con-
sensus but also the key perspectives within each stance.
For example, as shown in Figure 1, the affirmative per-
spective might highlight Vaccine A’s lower rate of severe
allergic reactions in adults, while the opposition focuses
on its higher incidence of blood clotting. These per-
spectives offer transparency, uncover potential research
gaps (e.g., if 80% of the affirmative papers do not ad-
dress these blood clotting incidents), and provide critical
context for framing nuanced claims.

Overall, CLAIMSPECT utilizes a structured approach
to deconstruct a nuanced claim into a hierarchy of as-
pects, targeting a holistic approach considering all as-
pects which could be used to validate the root claim. The
framework comprises the following steps: (1) aspect-
discriminative retrieval, (2) iterative sub-aspect discov-
ery, and (3) classification-based perspective discovery.
Our contributions can be summarized as:

* From the best of our knowledge, CLAIMSPECT
is the first work to formally deconstruct claims
into a hierarchical structure of aspects to determine
consensus.

* We construct two novel datasets of real-world,
scientific and political nuanced claims and corre-
sponding corpora.

* Through experiments and case studies on real-
world domains, we demonstrate that ClaimSpect
performs hierarchical consensus analysis signifi-
cantly more effectively than the baselines.

Reproducibility: We provide our dataset and source
code! to facilitate further studies.

Ihttps, ://github.com/pkargupta/
claimspect
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2 Related Works

Fact Checking. Fact-checking models (Thorne et al.,
2018; Popat et al., 2018; Atanasova et al., 2019;
Karadzhov et al., 2017) have leveraged external evi-
dence to validate claims, but often treat claims as mono-
lithic statements. Web-integrated methods (Zhang and
Gao, 2023; Karadzhov et al., 2017) attempt to enrich
fact-checking with additional context, but still fail to
account for nuanced claims that cannot be clearly vali-
dated without considering a diverse range of claim sub-
aspects and their varying levels of evidence. In contrast,
CLAIMSPECT acknowledges the nuance behind certain
claims, utilizing a corpus to help identify the various as-
pects that would be considered when validating a claim—
enabling a more multi-faceted and interpretable analysis.
We note that CLAIMSPECT does not aim to validate a
given claim— it simply aims to deconstruct the claim
into a hierarchy of aspects which could be used to vali-
date it, posing potential perspectives towards the aspect
of the claim, grounded in the corpus. We also note
the adjacent task of evidence retrieval, where existing
work explores organizing evidence according to a fixed
and flat (non-hierarchical) set of aspects: populations,
interventions, and outcomes (Wadhwa et al., 2023).
LLM-Based Taxonomy Generation. Recent ad-
vances in taxonomy generation (Shen et al., 2024b;
Zeng et al., 2024b; Chen et al., 2023; Zeng et al., 2024a;
Sun et al., 2024) have demonstrated the potential of
large language models for structuring information hier-
archically. However, these methods typically rely on
static, domain-agnostic knowledge, limiting their adapt-
ability to construct rich, fine-grained taxonomies (Sun
et al., 2024). CLAIMSPECT addresses these limitations
through corpus-aware, aspect-discriminative retrieval
and iterative sub-aspect discovery, constructing a rich
taxonomy of aspects that is aligned with a corpus. This
allows us to identify the relevant segments to both a
given aspect but also a perspective towards that aspect.
Stance Detection Traditional stance detection (Mo-
hammad et al., 2016) classifies opinions as supportive,
neutral, or opposing towards a target (e.g., claim). How-
ever, these approaches typically assign a single stance
to an entire document, overlooking the nuanced, aspect-
specific stances present within many claims, especially
in scientific and political contexts. Recent works (Zhang
and Gao, 2023) have introduced more fine-grained judg-
ments (e.g., “mostly true”), but similar to fact-checking
methods, they often fail to capture the multi-faceted na-
ture and rationale behind certain stances. By exploiting
its constructed aspect hierarchy, CLAIMSPECT is able
to infer viable supportive, neutral, and opposing per-
spectives towards an aspect and its associated papers.

3 Methodology

Ilustrated in Figure 2, CLAIMSPECT consists of the
following steps: (1) aspect-discriminative retrieval, (2)
iterative sub-aspect discovery, and (3) classification-
based perspective discovery.

3.1 Preliminaries
3.1.1 Task Definition

We assume that as input, the user provides a claim tg
(e.g.,“Vaccine A is better than Vaccine B”) and a corpus
D. In order to better reflect real-world settings, we do
not assume that each document d € D is relevant to £g.

Definition 1 (CLAIM) A statement or assertion that ex-
presses a position, which may require validation or
scrutiny. It often encapsulates multiple dimensions that
contribute to its overall truthfulness or validity.

Definition 2 (ASPECT) A specific component or di-
mension of a claim that can be independently analyzed
or evaluated.

ClaimSpect aims to output a hierarchy of aspects T,
where each aspect node (e.g., “safety”) within the hi-
erarchy can be considered as a descendant subclaim #;
of the root user-specified claim, #p (e.g., “A is a safer
vaccine than B”). In other words, each aspect node ;
should reflect a relevant aspect that is important to con-
sider when evaluating the root claim ¢g.

3.1.2 Document Preprocessing

For each d € D, we assume we have its full textual
content (e.g., a full scientific paper). In order to have
smaller, context-preserving units of text for our frame-
work to retrieve, we segment each d into chunks using
the widely-recognized text segmentation method, C99
(Choi, 2000). This method labels sentences with match-
ing tags if they pertain to the same topical group, which
assists with retaining consecutive discussion of an as-
pect to a single segment.

3.1.3 Initial Coarse-Grained Aspect Discovery

Given our weak supervision setting, where only the root
claim tp is provided, we first generate reliable, coarse-
grained aspects to guide the retrieval-augmented hierar-
chy construction. These aspects are typically common-
sense and do not require domain expertise to identify.
Preliminary experiments confirm that LLMs can reli-
ably identify them based on their expansive background
knowledge alone. Thus, we prompt an LLM to generate
coarse-grained aspects tY € TY (e.g., efficacy, safety,
and distribution in Figure 1) that will serve as the chil-
dren of ty € T. For each aspect t?, the model outputs
its label, significance to tp, and a list of n = 10 relevant
keywords. This initial subtree forms the foundation of
our framework. The full prompt is in Appendix B.1I.

3.2 Aspect-Discriminative Retrieval

In order to construct a rich, coarse-to-fine aspect hier-
archy that is aligned with the corpus, we must identify
similarly rich reference material from our corpus. In
general, noisy retrieval often hinders reasoning perfor-
mance (Shen et al., 2024a), which may negatively im-
pact discovering subaspects of a given node. Thus, in
order to discover each subaspect ¢} of an aspect node t;,
we must determine which segments .S; from our corpus
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Figure 2: CLAIMSPECT deconstructs a nuanced claim into a hierarchy of aspects typically considered for validating

the claim. We automatically discover the set of perspectives towards each aspect from the corpus.

D discuss t;. However, not all segments are equally
informative for discovering subaspects.

Specifically, a high-quality, discriminative segment
s; for node t; contains the following features: (1) s;
discusses ¢; in depth and (2) s; does not discuss t;’s
siblings in breadth or depth. For instance, in Figure 1,
a segment regarding the side effects observed within
a clinical trial of Vaccine A and B on both children
and adults discusses “safety” in more depth than if it
only mentioned children. Furthermore, for discovering
subaspects of “safety for children”, a segment which
independently discusses the safety for both children
and adults would introduce additional noise into the
subaspect generation process. Overall, it is important
to rank these segments such that we select a set which
minimizes the noise we introduce into the retrieval-
augmented discovery of subaspects, while maximizing
the number of subaspects which we can discover. We
formalize our discriminative ranking mechanism in the
sections below:

3.2.1 Retrieval-Augmented Keyword Enrichment

In order to determine whether a segment discusses an
aspect t; in depth, we must first further enrich our un-
derstanding of ¢;. We propose performing a retrieval-
augmented keyword-based enrichment of ¢;, where each
keyword is likely to occur within segments relevant to £;
and, thus, reflects either explicitly or implicitly the sub-
aspects of ¢;. For example, for the “efficacy” aspect, the
corresponding keywords are: neutralization, immune
stimulation, post-dose antibody response, and waning
immunity. First, we use a retrieval embedding model to
select the top-n segments (based on cosine-similarity)
from the entire corpus that are relevant to a ¢;-specific
query (its root, name, description, and keywords from
Section 3.1.3):

Claim: [to]; Aspect: [t;]: [generated description of

til; Aspect Keywords: [generated keywords of t;].

We provide these initial top n segments in addition to
the root claim ¢y, the aspect label ¢;, and its description
to the LLM in-context to identify 2k keywords. Given
the same information and these keywords, we then

merge similar or duplicate terms, while filtering irrele-
vant terms— explicitly prompting the model to provide
solely k keywords. This set of terms w € W;; |W;| = k,
grounds our discriminative segment ranking for node ¢;.
We provide these two prompts in Appendix B.2.

3.2.2 Discriminative Segment Ranking

In order to determine the most discriminative segments
S; for aspect node ¢;, we first collect an initial large pool
of segments using the same retrieval embedding-based
method as Section 3.2.1. Our subsequent goal is to rank
a segment s € S; based on its discriminativeness:

* Target Score: Reward s based on its likelihood to
contain all relevant subaspects t; of ¢;.

* Distractor Score: Penalize s based on the degree and
depth of other sibling aspects that it discusses.

We assume that ¢;8° keywords W; implicitly and/or
explicitly reflect many of its subaspects. Thus, we use
them to approximate the depth of an aspect-specific
discussion. We convert each keyword w; into a descrip-
tive query: “[w;] with respect to [all ancestor nodes of
w;]”. By integrating the ancestors into the query, we in-
fluence the retention of ¢;’s hierarchical context; for ex-
ample, we specifically reward a segment if it discusses
“the safety of Vaccine A and B”, as opposed to merely
“safety”. We embed each keyword query emb(w € W;)
using the retrieval embedding model, in addition to em-
bedding each segment emb(s) € S;.

More formally, we are given an aspect node t?,
which is a child of parent node #; and sibling node of
t; € T".. We are also provided with a segment embed-
ding emb(s) € S;, all keyword query embeddings of ¢7,
emb(w) € W;, and all sibling keyword query embed-
dings, emb(w) € W;E.. We compute the discriminative
rank based on the following:

Definition 3 (TARGET SCORE) A segment s; is re-
warded based on a weighted average (H ) of its degree
of similarity to all keywords w € W, implying a deeper
discussion of node t; and its subaspects.
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p(si, W;) = H( [sim[emb(s,-), emb(w)) | w € Wi} )

|X] 1

where H(X) = %

r=17
¢))]
We compute a weighted average based on Zipf’s Law
(Powers, 1998), where a word indexed at the r-th po-
sition will have a weight of 1/r. This weighted aver-
age of the segment-keyword similarities is based on
the assumption that the model will implicitly generate
the keywords from most to least significant— in other
words, we weight the first term w; € W; the highest,
while weighing w) x| the lowest. For example, if s; had
similarities of [0.9,0,0] to W; = {w1, ws, w3}, then
p(si, W;) = 0.5363. On the other hand, if the similar-
ities were [0.7,0.8,0.7], p(s;, W;) = 0.7272. Overall,
the target score will indicate a segment’s discussion
depth of aspect node t;— how many keywords it aligns
with and to what degree.

Definition 4 (DISTRACTOR SCORE) A segment s; is
penalized based on the breadth and depth of siblings
discussed. The breadth is indicated by the mean target
scoring between s; and each W of t; € TL,. The depth
is indicated by the max target scoring between s; and
each Wj oft; € T%..

n(o T4 =05 (7 ljzilp(shwj)) o
405 x (maz: [T, ][p(si,Wj)])

We utilize the target and distractor scores to com-
pute our overall discriminativeness score, which weighs
the proximity between a segment and its target aspect,
relative to its overall and individual proximity to its
distractor, sibling aspects.

Definition 5 (DISCRIMINATIVENESS SCORE) A seg-
ment s; is rewarded based on a weighted average (H)
of its degree of similarity to all keywords w € W;, while
being penalized based on the breadth and depth of sib-
lings discussed.

d(si, wh) = Lxpleu W) p(s"’w,jh) ©)
v x n(si, TZ;)

In Equation 3, d(s;, W™") grows proportional to the
target score, while falling proportional to the distractor
score. We include the 8 and ~ scaling factors for each
in case users would like to customize their degree of
reward or penalty. Ultimately, we rank each segment
s € 5; based on its discriminativeness score, taking the
top-k segments which feature the richest discussion of
target aspect ¢; in order to discover its subaspects.

3.3 TIterative Subaspect Discovery

In order to expand our aspect hierarchy, we iteratively
exploit our aspect-discriminative retrieval as knowledge
which grounds the LLM’s subaspect discovery. Given
the aspect node ¢;, its description, its corresponding

discriminative segments S;, and the root claim ¢y, we
prompt the model to determine a set of at minimum two
and at maximum k subaspects for aspect ¢5. We provide
this prompt in Appendix B.3.

Definition 6 (SUBASPECT) A more granular compo-
nent of a parent aspect t; that further refines t;’s eval-
uation and would be considered when specifically ad-
dressing the root claim t.

Each subaspect is represented in the same manner spec-
ified in Section 3.1.3: its label, description, and key-
words. We continue constructing our aspect hierarchy
in a top-down fashion, as detailed in Algorithm 1.

Algorithm 1 Iterative Subaspect Discovery

Requlre' Root Claim ¢, Corpus D, max_depth=[
T = mmahze _tree(tp) {1'.depth = 0}

: 19 € T? + coarse _grained_aspects(fo) {Section 3.1.3}
: q=queue(T”)

: while len(q) > 0 and T".depth < [ do

ti + pop(q)

enrich_node(to, t;, D) {Section 3.2.1}

S; + rank_segments(to, t;, D) {Section 3.2.2}
! € T" + subaspect_discovery(to, t;, 5;)
g.append(T™)

: end while

: return T

=Y XN

—

Ultimately, the output of Algorithm 1 is our final
aspect hierarchy, serving as the basis for our consensus
determination and perspective discovery process.

3.4 Classification-Based Perspective Discovery

With the aspect hierarchy constructed, we must identify
the complete set of corpus segments that (1) pertain to
the root claim ¢ and (2) align with an aspect node in
hierarchy T'. Pinpointing papers discussing aspect node
t; allows us to infer their perspective on t; and assess
the presence and extent of consensus. However, as noted
in Section 3.1.1, we cannot assume all corpus segments
are relevant to the root claim—-an assumption made in
LLM-based taxonomy-guided hierarchical classification
works (Zhang et al., 2024a). Thus, we must first filter
out claim-irrelevant segments.

Filtering. A naive approach determines segment
relevance per node via in-context prompting, but this
scales poorly. Instead, we frame relevance filtering
as a binary search problem, identifying the relevance-
irrelevance boundary. Specifically, we embed the
claim label to (emb(tp)) and each child aspect t? €
TP (emb(“[aspect_label] with respect to [tg]”)),
computing the claim representation as:

|_TO| b(#9
ELjemi))

We rank the encoded segments by cosine-similarity to
¢ and use binary search to find the index r where fewer
than §% of segments in a £n window are relevant. This
rank r serves as our threshold, filtering out lower-ranked
segments and retaining only those relevant to ¢g (S}).

Cg = %(emb(t(}) +
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This optimization significantly reduces the quantity of
relevance judgments necessary; the relevancy prompt is
in Appendix B.4.

Hierarchical Text Classification. With S, and T',
we apply taxonomy-guided hierarchical classification
to determine .S] for each aspect node ¢; € T'. Since our
focus is retrieval-guided aspect hierarchy construction
rather than classification, we adopt a recent LLM-based
hierarchical classification model (Zhang et al., 2024a),
which enriches taxonomy nodes (e.g., adding keywords)
to support its top-down classification of S to ¢;.

Perspective & Consensus Discovery. The final
step of our pipeline is to determine the primary per-
spectives P; = {a;,0;} towards each aspect node ¢;,
where q; is the overarching supportive perspective and
o0; is the opposing perspective. We also seek to iden-
tify the papers which hold each of these perspectives
(D; = D" u D{PP U Drevtraly accounting for papers
which do not hold any clear perspective towards %;.

Definition 7 (PERSPECTIVE) A descriptive viewpoint
expressed toward a specific aspect t; of claim ty in the
form of an implicit or explicit stance towards t; (e.g.,
support, neutral, or oppose) and optionally, a rationale.

We do not assume that D;"PP, DYPP, and Deumal are
non-overlapping, as they may have multiple segments in-
dicating different perspectives. For example, a segment
s; € S, mapped to “Safety for Elders” may discuss a
clinical trial showing increased anaphylactic shock in
older patients when taking Vaccine A. However, another
segment from the same paper may also note severe hives
from Vaccine B. Thus, we allow for such flexibility.

Recent studies have shown LLMs demonstrate power-
ful abilities in stance detection (Zhang et al., 2024b; Lan
et al., 2024). Consequently, in order to discover these
perspectives, we prompt the model to first determine the
stance of each segment s; € Si:

* Supports Claim: s either implicitly or explicitly
indicates that the claim is true with respect to ;.

* Neutral to Claim: s] is relevant to the claim and
aspect, but does not indicate whether the claim is true
with respect to ;.

» Opposes Claim: s; either implicitly or explicitly in-
dicates that the claim is false with respect to ¢;.

This forms the segment sets: S; ', STUtral and S;PP.
We ask the model to summarize the perspective (stance
and rationale) of each segment set: P;. Both prompts
are provided in Appendix B.5. Since we retain the
original paper source of each segment, we are able to
construct I); for each node ¢;. This indicates consensus;
for instance, how many papers in D held perspective
p; 7" towards aspect ¢;. As our final output, we have
the aspect hierarchy T, the set of perspectives P;,

and their corresponding papers D;.

4 Experimental Design

We explore CLAIMSPECT’s performance on an open-
source model, L1lama-3.1-8B-Instruct (00).

We sample from the top 1% of the tokens and set the
temperature based on the nature of the given task (same
setting across all samples); we include these settings in
Appendix C. We set the maximum depth of the aspect
hierarchy to [ = 3.

4.1 Dataset

In order to evaluate CLAIMSPECT’s abilities to decon-
struct nuanced claims into a hierarchy of aspects and
identify their corresponding perspectives, we construct
two novel, large-scale datasets specific to our task,
applied to both political (World Relations) and scien-
tific (Biomedical) domains. To construct this dataset,
we first manually collect ~50 reference materials dis-
cussing (1) security-related international conflicts, and
(2) biomedical safety-related studies. Then, we used
GPT-40 (OpenAl et al., 2024) to generate nuanced
claims based on these materials. Subsequently, we used
the Semantic Scholar API (Allen Institute for AI, 2025)
to collect meta information relevant literature based on
these claims. Then, based on this meta information, we
filtered the collected literature and retrieved the full texts.
This way, for each claim, we obtained a corresponding
literature repository. We show the statistics of each of
these datasets in Table 1. More details about the dataset
construction can be found in Appendix D, including a
human study for validating the quality of the generated
claims and their associated papers in Appendix D.5.

Dataset Claims Papers Segments
World Relations 140 9,525 1,081,241
Biomedical 50 3,719 428,833

Total 190 13,244 1,510,074

Table 1: # of claims, papers, and segments per dataset.

4.2 Baselines

Our primary motivation for CLAIMSPECT is to demon-
strate its capabilities of deconstructing a nuanced claim
into an aspect hierarchy and identifying corresponding
perspectives. However, no existing methods tackle this
novel task. Consequently, we choose to implement and
compare our method with both RAG-driven and LLM-
only approaches, detailed below. We run each baseline
using both Llama (00 ) and GPT-40-mini ( @ ):

1. RAG-Based: Given a claim and definition of an
aspect hierarchy, we use the claim as a query to
retrieve relevant documents. We then provide the
documents in-context when prompt the LLM to
generate the aspect hierarchy.

2. Iterative RAG-Based: Given the claim, the
definition of an aspect hierarchy, and the
name/description of the current node ¢;, we con-
struct a detailed query to retrieve node-specific
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Table 2: Comparison between ClaimSpect and all baselines. Sibling granularity (Sib) is normalized; all others are
scaled by 100. Since Iterative Zero-Shot is not grounded with a corpus, there are no associated segments to each
node. Thus, we omit its segment relevance scores (Seg). We bold the top score and underline the second-highest.

Method World Relations Biomedical

Rel Path Sib Unique  Seg Rel Path Sib Unique  Seg
Iterative Zero-Shot OO 97.85 4194 58.01 7296 — 98.33 4444 5704 T1.17 —
Iterative RAG OQ 97.18 4534 59.01 7425 4279 | 97.14 4593 59.08 76.17  27.11
Iterative Zero-Shot 98.60 4288 64.04 76.01 — 97.80 4156 62.09 77.55 —
Iterative RAG @ 9740 5230 6645 7659  46.93 | 9437 50.07 6421 77.05 31.82
cLamSpect 00 9530 78.24 8526 87.62 4323 | 9795 75.10 7480 86.26 27.39
CLAIMSPECT - No Disc 00 | 99.00 79.75 8264 8543 4947 | 96.07 76.26 7439 87.69 39.03

relevant documents. We then provide these docu-
ments in-context to prompt the LLM for generating
the children subaspects ¢, of aspect t;.

We also conduct an ablation study, No Discriminative
(No Disc), where we remove discriminative ranking
and instead replace it with a semantic similarity-based
ranking. For this, we compute the semantic similarity
between each segment and our ¢;-specific query from
Section 3.2.1.

4.3 Evaluation Metrics

We design a thorough automatic evaluation suite using
GPT-4o-mini to determine the quality of our gener-
ated taxonomies, using both node-level and taxonomy-
level metrics. For each judgment, we ask the LLM to
provide additional rationalization:

* (Node-Wise) Node Relevance: For each aspect node
t; and its respective path within the hierarchy, what is
its relevance to the claim #g? Scored 0/1.

* (Node-Wise) Path Granularity: Does the path to
node ¢; preserve the hierarchical relationships be-
tween its entities (is each child t; more specific than
the parent ¢,)? Scored 0/1.

* (Level-Wise) Sibling Granularity: For each set of
siblings T'* within the hierarchy, does the overall set
reflect the same level of specificity relative to their
parent aspect ;7 Scored from 1 to 4 (all different —
some — most — all same).

* (Node-Wise) Uniqueness: Does the aspect node ;
have other overlapping nodes within the hierarchy 7°?
Scored 0/1.

* (Node-Wise) Segment Quality: How many segments
s € S} are relevant to the claim £ and aspect ;7 We
compute the average proportion of relevant segments
per node.

In addition to automatically evaluating our aspect
hierarchy, we also conduct a supplementary human eval-
uation on 50 perspectives and their sampled segments,
which CLAIMSPECT identifies from the corpus (Section
5.2).

5 Experimental Results

5.1 Overall Performance & Analysis

Tables 2-3 demonstrate several key advantages of
CLAIMSPECT over the baselines across various node
and level-wise metrics for both the Worid Relations and
Biomedical datasets. CLAIMSPECT is able to strongly
enforce the hierarchical structure of the generated aspect
hierarchy while preserving relevance to the corpus. Be-
low, we present our core findings and insights. We also
provide a breakdown of ClaimSpect’s computational
efficiency in Appendix E. Finally, we additionally con-
ducted a human-automatic evaluation agreement study
in Appendix A.

CLAIMSPECT excels in granular aspect discov-
ery. As shown in Table 2, CLAIMSPECT significantly
outperforms the baselines in metrics associated with
node-level structure, particularly outperforming Itera-
tive RAG O by 72.6% and 63.51% in preserving hier-
archical relationships (path granularity) and by 44.48%
and 26.61% in maintaining uniform sibling-level speci-
ficity (sibling granularity) for both datasets respectively.
This demonstrates the method’s ability to retrieve and
organize aspects at targeted levels of granularity. These
gains are similarly observed with the GPT-based base-
lines, despite relying on a closed-source model. We
attribute this gain to ClaimSpect’s iterative subaspect
discovery (Section 3.3) being integrated with its aspect-
discriminative retrieval mechanism (Section 3.2), where
the pool of segments grounding the subaspect discovery
is iteratively updated based on the given aspect node.
We can see that the No Disc ablation does experience
some loss in granularity quality. It is important to note
that No Disc does experience competitive and, at times,
better performance; this is likely due to it considering
more segments, which may or may not discuss multi-
ple aspects. In contrast, the baseline methods retrieve
broader, less focused segments, reducing their ability to
discover fine-grained sub-aspects. Overall, this demon-
strates that ClaimSpect is able to deconstruct a claim
into a well-structured hierarchy of aspects.
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Table 3: Pairwise comparisons between all methods for each dataset. Each value is the percentage of samples within
each dataset where the method is considered better. E-Tie denotes Explicit Tie; I-Tie denotes Implicit Tie.

Clalm: Cusrent vaceing plationms, including MRNA
e b & bock of leng-

Perspectives —p

term shudies on by i {188

Method Pair (A vs. B) World Relations Biomedical

A Wins BWins E-Tie I-Tie | AWins BWins E-Tie I-Tie
Zero-Shot OQvs RAG 00 0.00 33.06 000 6694 | 222 2222 0.00 75.55
Zero-Shot OQvs cLaMSPECT 00 | 000 9758 000 242 | 000 9555 222 222
RAG (Qvs cLamvspect 00 0.81 90.32 000 887 | 000 9555 000 4.44
No Disc Qvs cLAMSPECT (X 2143 3000 0.00 4857 | 2400 28.00 000 48.00
Zero-Shot @ vs RAG 00 0.00 36.00 0.00 64.00 | 071 47.14 000 52.14
Zero-Shot & vs CLAIMSPECT O 000 9800 000 200 | 000 9643 000 3.57
RAG @ vs cLaMSpECT 00 0.00  90.00 0.00 1000 | 7.14 7214 071 20.00

b A i 5 e e s o8 vt o, Shallonges vl ANATES spation SIoEATE

These segrments amphasize the need for high-quality evid RNA vaceine stability risks but teke
no clear stance on the claim.
Opposing (21/53): mANA vaccines are sale and eflective, with no . ks slucies. Most
highlight benedits like ropid antibody respanse and 8 more fisky.

] !

aml.wg-h-mm Uzj ASREct mRNA Technology (58)
[ Description: The use

1

12}

use of MANA technalogy in — Description: The ossessmant of genetic impact
humungmlmpnel isa significant concern. rekativaly new Ts crucial for determining voccine sofety,
[ Vacelne (28) + sabinty | [
Aspect: Genetic Impact Rlsks (1 L ¥ 1 Asgact Vaccine Safety Evaluation (35)
Wmmmﬁrl&r}aummmlm WWM“"“MMW‘ r 4 —— Descriotion; The evahuation of vaceine safety is
platforms need to be studied in the long term 1o ] oie houmlladnd . [ mencvin! cievary routee | crucial for assessing genatic Impoct.
| | sicle differant | to viral WOCIOrs. —h’ e 1
: Aspect Genetlc Risk Assessmant (2)
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Aspect Long-term Side Etfects (1) T v I
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understand their risks and benefits. . Mwlﬁm n

Figure 3: A constructed Biomedical aspect hierarchy. All nodes and their # of segments from levels 1-2 are included;
a subset of the third level is highlighted. The # of papers mapped to each perspective is provided in parentheses.

CLAIMSPECT constructs a rich aspect hierarchy
while preserving relevance. In Table 2, we observe
that ClaimSpect’s constructed hierarchy features nodes
that are 14.40% and 11.23% more unique than the top
baseline on each dataset, respectively. This indicates
that ClaimSpect’s hierarchies are richer in aspect qual-
ity, experiencing less overlap between aspects across
the tree and supported by an increase in segment quality.
Despite this significant boost in uniqueness, ClaimSpect
only experiences a 3.35% and 0.386% drop from the
top baseline in aspect node relevance for the World Re-
lations and Biomedical datasets, respectively. This high-
lights the strength of ClaimSpect’s retrieval-augmented
keyword enrichment and aspect-discriminative retrieval
(Sections 3.2.1 and 3.2), which prioritize segments that
thoroughly discuss a single aspect rather than shallow
descriptions of multiple aspects. This allows us to dis-
cover a richer set of unique and relevant subaspects at
each level, throughout the hierarchy.

CLAIMSPECT is overwhelmingly preferred over
baselines. Table 3 presents pairwise comparisons be-
tween CLAIMSPECT and the baseline methods. These

comparisons are judged by an LLM that is shown the
aspect hierarchy outputs of methods A and B in both
possible orders: A vs. B and B vs. A. The LLM may
(1) prefer either method A or B, (2) declare an explicit
tie (E-Tie), or (3) indicate an implicit tie (I-Tie), which
occurs when the preferred method changes depending
on the order of presentation (e.g., A wins in A vs. B,
but B wins in B vs. A) (Shi et al., 2024).

Across both datasets, CLAIMSPECT exhibits a clear
advantage, being preferred 92.95% of the time, with a
6.69% average inconsistency rate across all settings and
datasets. Specifically, when compared with Zero-Shot
OQ), CLAIMSPECT is judged superior in 97.58% and
05.55% of cases for World Relations and Biomedical
datasets, respectively. Even against RAG & | CLAIM-
SPECT outperforms in 90.00% and 72.14% of samples.
This is a stark contrast from the lack of strong prefer-
ence between the baselines themselves, indicated by the
64.66% average implicit tie rate— implying that there
is no obvious qualitative preference between the two.
Finally, we show that ClaimSpect and No Disc are simi-
larly preferred, with ClaimSpect preferred slightly more
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often. Overall, these results validate that CLAIMSPECT
constructs significantly more meaningful aspect hier-
archies relevant to the claim.

5.2 Perspective Discovery Analysis

CLAIMSPECT identifies nuanced, corpus-specific
perspectives. We showcase a qualitative analysis of
a nuanced claim’s aspect hierarchy, highlighting certain
subtrees and the root node’s extracted perspectives, in
Fig. 3. We observe each coarse-grained aspect (yellow
nodes) well represents the various angles of the root
claim that would be considered in validating it: what
long-term vaccine studies currently exist, what is the cur-
rent mRNA technology, and how is genetic impact cur-
rently assessed? We see that the path-specific dependen-
cies are reflected within the descriptions of each aspect
(e.g., “mRNA Interaction with Host Genome” involves
both mRNA technology and potential genetic impact
risks). Furthermore, these hierarchical relationships and
claim relevance are preserved even in the final layer
of the hierarchy (e.g., “mRNA Interaction with Host
Genome” — “mRNA degradation patterns™). Finally,
we see that the perspectives mapped to the root node are
informative, providing justification behind each stance.
Note that ClaimSpect maps segments to each perspec-
tive, allowing us to identify the original paper sources
and ultimately provide a corpus-specific estimate of
the consensus. Overall, this deconstructed view of the
claim provides a means to identify which and to what
degree certain aspects have been explored (e.g., nRNA
Technology has been more explored within the corpus
compared to Genetic Impact Assessment).

k World Relations Biomedical
5 T2% (50) T2% (50)
10 80% (20) 82% (20)
15 85% (19) 89% (9)

Table 4: Human validation on the percentage of perspec-
tives discovered by CLAIMSPECT which are grounded
in at least one of k associated segments. k = # of seg-
ments considered. We provide the number of samples
for each setting in parenthesis.

Human annotators validate the grounding of dis-
covered perspectives. To assess the validity of the per-
spectives discovered by CLAIMSPECT, we apply human
evaluation to evaluate whether these perspectives are
effectively grounded in the corpus. We randomly sam-
pled perspectives along with their associated &k segments
(each aspect node has three ass from the generated re-
sults across two datasets. The evaluation metric used
was whether at least one segment in k could provide
grounding background knowledge for the corresponding
perspective. As shown in Table 4, we found that the
vast majority of cases (85% and 89% for each dataset
respectively) are supported by specific literature seg-
ments. Furthermore, we can see that the support rate

steadily increases as we retrieve more segments that are
mapped to the perspective. This shows the perspectives
identified by CLAIMSPECT are largely supported by
the corpus.

6 Conclusion

Our work introduces CLAIMSPECT, a novel framework
for deconstructing nuanced claims into a hierarchy of
corpus-specific aspects and perspectives. By integrat-
ing iterative, aspect-discriminative retrieval with hierar-
chical sub-aspect discovery and perspective clustering,
CLAIMSPECT provides a structured, comprehensive
view of complex claims. Our experiments on two novel,
large-scale datasets demonstrate that CLAIMSPECT con-
structs rich, corpus-aligned aspect hierarchies that are
enriched with diverse and informative perspectives. This
highlights its effectiveness as a scalable and adaptable
method for nuanced claim analysis across domains.

7 Limitations & Future Work

The primary contribution of CLAIMSPECT is our
retrieval-augmented framework for constructing an as-
pect hierarchy relevant for validating a nuanced claim.
In order to demonstrate the hierarchy’s potential, we
apply it to the task of perspective discovery, involv-
ing (1) identifying which segments from the corpus
are relevant to a given aspect node, (2) determining
the stance (or lack thereof) of the segment towards the
claim and aspect, and (3) discovering the potential per-
spective of each of the stance-based segment clusters.
Consequently, this step relies heavily upon an existing
hierarchical classification model (Zhang et al., 2024a),
as we do not claim novelty with respect to classification.
Similarly, our classification-based perspective discov-
ery (Section 3.4) is reliant on the LLM’s fine-grained
stance detection abilities— although prior work (Zhang
et al., 2024b; Lan et al., 2024) has shown precedence
for its capabilities. Thus, the performance of the hier-
archical classification and stance detection serves as a
bottleneck to our method’s performance. For example,
if the LLM-based stance detection has a high recall
but low precision for detecting segments which support
the aspect of claim, then the method may overestimate
the consensus behind a certain perspective within the
corpus. Likewise, if the detection has a high precision
but lower recall, it may underestimate the consensus.
Nonetheless, our work aims to, overall, motivate the
need to structure the aspects of certain nuanced claims
before diving straight into their validation.
Hierarchically analyzing nuanced claims opens up
doors to many new avenues of research. First, CLAIM-
SPECT can be integrated with more systematic and/or
tool-integrated fact validation systems, in an effort to
build a more robust fact-checking system. Furthermore,
CLAIMSPECT can be applied to more targeted retrieval
or question answering tasks where a question, similar
to a nuanced claim, cannot easily be answered and may
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benefit from a more structured output (similar to an
aspect hierarchy).
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A Human Annotator Background and
Human-Automatic Alignment for
Evaluation

We perform a human evaluation study to show the align-
ment between humans and GPT-4o-mini for evalua-
tion. We use two human evaluators to evaluate randomly
sampled cases for each of our proposed metrics: node
relevance, path granularity, sibling granularity, unique-
ness and segment quality. Our human evaluators are two
volunteer graduate researchers (one PhD student and
Masters student), with one having a background in Biol-
ogy + NLP (critical for our biomedical task evaluation).
We used the following instructions to help guide them
in the evaluation task, with an initial “training” period
where the evaluators could familiarize themselves with
the task (e.g., aspect taxonomies and their expected hi-
erarchical relationships) and discuss examples with one
another, but the full evaluation period was conducted
independently:

1. General Instruction: Claims made by individuals
or entities are often nuanced and cannot always
be strictly categorized as entirely 'true’ or 'false’,
particularly in scientific and political contexts. In-
stead, a claim can be broken down into its core
aspects and sub-aspects, which are easier to evalu-
ate individually.

2. Node Relevance: Given the claim: [claim], decide
whether this path from the aspect tree is relevant
to the analysis of the claim: [path] — relevant or
irrelevant?

3. Path Granularity: Given the claim: [claim], de-
cide whether this path from the aspect tree has
good granularity: [path]. Check whether the child
node is a more specific subaspect of the parent
node. — granular or non-granular?

4. Sibling Granularity: Given the claim: [claim]’,
decide whether these siblings from parent node
[parent] have good granularity. — <proportion of
granular siblings>

5. Uniqueness: Normally, we want the aspects and
sub-aspects to be unique in the taxonomy. Given
the claim: [claim], count how many nodes in this
taxononty are largely overlapping or almost equiv-
alent. — <total count of overlapping nodes>

6. Segment Quality: Given the claim: [claim], evalu-
ate the quality of these segments for aspect [aspect
node label]. [list of mapped segments] — <total
count of relevant segments to aspect node>

Since ClaimSpect has consistently high scores on
“Node Relevance” and “Uniqueness” (not very many
nodes are irrelevant or overlapping across the entire tax-
onomy), the scores from both the LLM and evaluators
have very low variance. This greatly limits both Cohen’s

and Intraclass Correlation Coefficient (high instability).
Nonetheless, the evaluators have a 100% and 96.97%
agreement rate respectively. We choose Cohen’s  or
ICC based on the ordinal/continuous versus categorical
nature of the metric.

1. The weighted « for Path Granularity is 0.62 —
substantial agreement

2. The ICC1k for Sibling Granularity is 0.7806 —
good reliability

3. The ICC2k for Segment Quality is 0.7578 —
good reliability

We also show the agreement rate below on 100 dif-
ferent samples across all metrics in Table 5.

Rel Path Sib
100%  85%

Unique Seg
96.97%  82%

Agreement Rate 87.5%

Table 5: Human-Automatic Agreement rates across dif-
ferent metrics.

We can see that the LLM evaluation and human eval-
uators have a high degree of alignment. We note that
segment quality features the lowest alignment (albeit
still a relatively high rate), likely due to the more fine-
grained text understanding abilities required for veri-
fying segment alignment to the parent node (where of-
tentimes, segments can be quite semantically dissimilar
or only discuss a “sub-aspect” of the node). Nonethe-
less, through these results, we can see that **our auto-
evaluation is reliable**.

B Prompt Template

In this section, we present the prompts used in different
modules of CLAIMSPECT.

B.1 Coarse-Grained Aspect Discovery

This is the prompt used to generate coarse-grained
aspects for the root claim, including their labels, de-
scription, and relevant keywords to structure the initial
retrieval-augmented hierarchy.

L]

Prompt

For the topic, {topic}, output the list of up to {k}
aspects in JSON format.

B.2 Retrieval-Augmented Keyword Enrichment

Following are the prompts used for retrieval-augmented
keyword enrichment, instructing the LLM to refine and
filter aspect-specific keywords for improved segment
ranking.
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Prompt (Extraction)

The claim is: {claim}. You are analyzing it
with a focus on the aspect {aspect_name}. The
aspect, {aspect_name}, can be described as the
following: {aspect_description}

Prompt

I am currently analyzing a claim based on a seg-
ment from the literature from several different
aspects. The segment is: {segment} The claim is:
{claim} The aspects are: {aspects} Please help

me determine whether this segment is related to
the claim so that I can analyze this claim based
on it from at least one of these aspects. Your
output should be *Yes’ or "No’ in JSON format.

Please extract at most {2*max_keyword_num}
keywords related to the aspect {aspect_name}
from the following documents: {contents} En-
sure that the extracted keywords are diverse, spe-
cific, and highly relevant to the given aspect.
Only output the keywords and seperate them

with comma. Your output should be in JSON
format. Following are prompts used to for determining segment

stances (support, neutral, or oppose) and summarizing
perspectives, including rationales, for each aspect.
|

B.5 Perspective Discovery

Prompt (Filtering) Prompt

?

Our claim is *{claim}’. With respective to
the target aspect ’{aspect_name}’, identify
{min_keyword_num} to {max_keyword_num}
relevant keywords from the provided list: {key-
word_candidates}.

{aspect_name}: {aspect_description}

Merge terms with similar meanings, exclude rel-
atively irrelevant ones, and output only the final
keywords separated by commas.

Your output should be in JSON format.

You are a stance detector, which determines the
stance that a segment from a scientific paper has
towards an aspect of a specific claim. Oftentimes,
scientific papers do not provide explicit, outright
stances, so your job is to figure out what stance
the data or statement that they are presenting
implies. Segment: {segment.content}

What is the segment’s stance specifically with
respect to {aspect_name} for if {claim}?
{aspect_name} can be described as {as-
pect_description}. Claim: {claim} Aspect to
consider: {aspect_name}: {aspect_description}
Path to aspect: {aspect_path}

Your stance options are the following: - sup-
ports_claim: The segment either implicitly or
explicitly indicates that claim is true specific to
the given aspect. - neutral_to_claim: The seg-
ment is relevant to the claim and aspect, but does
not indicate whether the claim is true specific to
the given aspect. - opposes_claim: The segment
either implicitly or explicitly indicates that the
claim is false specific to the given aspect. - irrel-
Prompt evant_to_claim: The segment does not contain
Output the list of up to {k} subaspects of parent relevant information on the claim and the aspect.
aspect {aspect) that would be considered when
evaluating the claim, {topic}. claim: {topic}
parent_aspect: {aspect}; {aspect_description}
path_to_parent_aspect: {aspect_path} Provide
your output in the following JSON format.

B.3 Iterative Subaspect Discovery

Following is the prompt used to iteratively guide the
LLM in discovering and expanding subaspects for each
aspect node based on discriminative retrieval and root

claim context.
I —

C Generation Settings

This section details the temperature values used in vari-
ous stages of our process and their respective roles.

B.4 Relevance Filtering C.1 Overview of Temperature Settings

* Coarse-Grained Aspect Discovery (0.3): Used
to generate high-level aspects related to the claim.
A lower temperature ensures structured and deter-
ministic output.

Following is the prompt used for relevance filtering,
leveraging binary search on cosine-similarity rankings
to efficiently identify and retain only the most relevant
segments for each aspect.

* Subaspect Discovery (0.7): Used for identifying
subaspects from ranked segments. A higher tem-
perature allows for more diversity while maintain-
ing coherence.
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* OpenAl Chat Models (GPT-40 (OpenAl et al.,
2024), GPT-40-mini (OpenAl et al., 2024)) (0.3):
Applied in various stages where GPT-40 models
are used (e.g., aspect generation, classification),
ensuring consistent responses.

* Subaspect Discovery (Aspect Ranking and Re-
trieval) (0.7): Used when extracting subaspects
from ranked segments to balance creativity with
relevance.

C.2 General Trends

* Lower temperature (0.3) is used for structured
and deterministic tasks such as aspect generation
and classification.

* Higher temperature (0.7) is applied to subaspect
discovery, where diversity and exploration are ben-
eficial.

D Dataset Construction

To evaluate the effectiveness of CLAIMSPECT, our nu-
anced claims analysis, we constructed two datasets cov-
ering two key domains: political (World Relations)
and scientific (Biomedical). The dataset construction
process consists of the following steps:

D.1 Manual Seed Collection

We begin by manually collecting a set of seed claims
from reliable sources such as Google Scholar (Google
Scholar, 2025) and PubMed (PubMed, 2025). Specifi-
cally, we collect material from 7 papers in the World Re-
lations domain and 50 papers in the Biomedical domain.
These initial materials serve as a context or specific
topics for generating nuanced claims.

D.2 Nuanced Claims Generation

Using the literature collected in the previous step and
definition of nuanced claims as context, we prompt
GPT-4o0 (OpenAl et al., 2024) to generate nuanced
claims related to the topics within these papers. To en-
sure diversity in claim perspectives, we employ two sets
of prompts: one for generating claims that align with the
perspectives in the literature and another for generating
claims that diverge from them. The specific prompts
used are detailed below.

|
Positive Claim Generation Prompt

Scientific or political claims are often nuanced
and multifaceted, rarely lending themselves to
simple “yes” or “no” answers. To answer such
questions effectively, claims must be broken into
specific aspects for in-depth analysis, with evi-
dence drawn from relevant scientific literature.
We are currently studying such claims using this
corpus:

{context}

Task: Generate 10 nuanced and diverse claims
based on this corpus. The claims should adhere
to the following criteria:

1. Diversity: The claims should be sufficiently
varied: they should involve diverse sub-topics in
the context

2. Complexity: The claims should be complex
and controversial (and not necessarity true), re-
quiring multi-aspect analysis rather than simplis-
tic treatment. Avoid overly straightforward or
simplistic claims.

3. Research Feasibility: The claims should not
be too specific and should pertain to topics with
a likely body of existing literature to support
evidence-based exploration.

4. Concision: The claims should be concise and
focused in one short sentence.

5. Completeness: The claims should be complete
and not require additional context to understand.
Output: Provide the claims as a list.
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|
Negative Claim Generation Prompt

Scientific or political claims are often nuanced
and multifaceted, rarely lending themselves to
simple “yes” or “no” answers. To answer such
questions effectively, claims must be broken into
specific aspects for in-depth analysis, with evi-
dence drawn from relevant scientific literature.
We are currently studying such claims using this
corpus:

{context}

Task: Generate 10 nuanced and diverse claims
based on this corpus. The claims should adhere
to the following criteria:

1. Diversity: The claims should be sufficiently
varied: they should involve diverse sub-topics in
the context

2. Complexity: The claims should be complex
and controversial (and not necessarity true), re-
quiring multi-aspect analysis rather than simplis-
tic treatment. Avoid overly straightforward or
simplistic claims.

3. Research Feasibility: The claims should not
be too specific and should pertain to topics with
a likely body of existing literature to support
evidence-based exploration.

4. Concision: The claims should be concise and
focused in one short sentence.

5. Completeness: The claims should be complete
and not require additional context to understand.
6. The claims should be against the point of
view in the context.

Output: Provide the claims as a list.

We find that the generated nuanced claims are of high
quality. They are content-rich, specific, and difficult
to classify as simply true or false, aligning well with
our task requirements. Below are some example claims
from our datasets.

I —
Claims for World Relations

1. International collaborations under the Global
Nuclear Security Program prioritize geopolitical
alliances over immediate nuclear threat reduc-
tion.

2. Counteracting WMDs through international
partnerships creates dependency and may hin-
der national self-sufficiency in threat reduction
capabilities.

3. The effectiveness of the biological threat re-
duction component is questionable given the rise
and global spread of emerging biological threats.

I —
Claims for Biomedical Domain

1. COVID-19 vaccine safety evaluations are com-
promised by inconsistent application of evidence
standards across different data sources like RCTs
and VAERS.

2. The rigid adherence to optimized distribution
plans might inhibit the flexibility needed to re-
spond to unforeseen disruptions in the vaccine
supply chain.

3. Keeping manufacturing costs secret is essen-
tial for protecting proprietary processes and in-
novations in the pharmaceutical industry.

D.3 Meta Information Collection

To support the corpus-based analysis of each claim, we
retrieve relevant literature using the Semantic Scholar
API (Allen Institute for Al, 2025).

Since our claims are highly nuanced and involve mul-
tiple concepts, directly searching for claims themselves
does not yield useful matches based on literature titles
and abstracts. To address this, we first perform keyword
extraction for each claim. We then use the extracted key-
words to query the Semantic Scholar API and retrieve
up to 1000 related literature entries for each claim.

D.4 Filtering and Full-Text Collection

After obtaining the literature metadata, we first filter
out entries with missing fields and retain the top 100
most relevant papers based on relevance. We then utilize
the provided PDF URLs to download the full-text of
the selected literature and convert them into plain text
with pdftotext (Palmer, 2024). As a result, we obtain
a comprehensive textual literature repository for each
claim, ensuring a rich contextual foundation for further
analysis.

This structured approach ensures a robust dataset suit-
able for nuanced claims analysis across the domains.

D.5 Human Validation of Generated Claims and
Assigned Papers

We conducted a human evaluation study for validating
40 total claims—20 on each dataset. We define the
following binary criteria for claim validation:

1. Nuanced: Is the claim obviously true or false?

2. Relevant: Is the claim relevant to the topic
(biomedical/world relations)?

3. Corpus-Aligned @k: At least % papers are relevant
to the claim within the corpus (this is computed on
k=5and k = 10)

We show the validation results in Table 6, which
demonstrates the nuanced nature of the generated
claims, their relevancy, and the presence of k papers
aligned to each claim.
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Metric World Relations Biomedical
Nuanced 0.9 1.0
Relevant 1.0 1.0
Corpus-Aligned@5 0.95 0.8
Corpus-Aligned@10 0.65 0.65

Table 6: Human validation of claim quality across
datasets.

E Computational Efficiency

We specify the components of CLAIMSPECT’s frame-
work and their corresponding computational efficiency
across the entire pipeline below. We consider the num-
ber of nodes within a full aspect hierarchy as n and the
total number of segments within the corpus as 5. We
additionally provide rough time estimates based on an
average sample.

* Coarse-Grained Aspect Discovery (Section
3.1.3)

— A single LLM call: O(1)

* Aspect-Discriminative Retrieval (Section 3.2)

— Retrieval-Augmented Keyword Enrichment
(Section 3.2.1)

+ Embedding the segments using the re-
trieval model takes the most amount of
time (O(S)), but this can be computed of-
fline given a knowledge base. Retrieval it-
self is quite efficient since it is embedding-
based, and we use cosine-similarity to de-
termine relevance (an efficient computa-
tion, especially in high-dimensional sce-
narios).

% Enrich each node: O(N) —10 seconds
per node

— Discriminative Segment Ranking (Section
3.2.2)

+ We only compute the ranking on the top-
100 segments, so this operation’s effi-
ciency is constant: O(1)

# The target score and distractor score com-
putation scales according to the number
of aspects throughout the tree (since their
# of associated keywords is constant):
O(N) —6 seconds for each node

* Iterative Subaspect Discovery (Section 3.3)

— A single prompt per aspect node in hierarchy:
O(N)

* Classification-Based Perspective Discovery (Sec-
tion 3.4)

— As mentioned in lines 442-446, “we reframe
relevance filtering as a binary search problem”
intentionally to optimize the efficiency of this

module. Thus, instead of sequentially deter-
mining claim relevancy for each segment, we
sort the segments (which have more than 500
characters) and use binary search (O(log S))
to find the boundary of relevance-irrelevance.
This leads to O(S log S) efficiency due to the
sorting function — 5 seconds during runtime,
due to Python optimizations.
* Perspective Discovery involves prompt-
ing the LLM for each filtered segment’s
stance: O(S) — 3 minutes

We specifically use vLLM to optimize our LLM
batched generation. To construct a claim with 39 nodes
and a max depth of 3, it takes approximately 20 minutes
to run on two NVIDIA RTX A6000s. We can see that
in total, the core framework operations take 13 minutes
and 42 seconds, with the remaining time dedicated to
embedding computations (which can be done offline).
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