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Preface of AI4Research Workshop

As the Organizing Chair, I am pleased to welcome readers to the proceedings of
Al4Research 2024, a workshop co-located with IJCAI 2024—The 33rd International
Joint Conference on Artificial Intelligence. IJCAI 2024 was held in Jeju, South Korea,
from August 3-9, 2024, as an in-person event. The conference served as an interdis-
ciplinary platform to explore how recent Al advancements are influencing scientific
research across various fields. Discussions ranged from ethical considerations arising
from the capabilities of modern large language models to technical challenges and
solutions for the responsible use of Al in supporting and accelerating research. The
Al4Research 2024 program featured three keynote talks and five oral presentations of
accepted papers.

Keynotes:

Al as A Tool, Al as A Master and Some Ethics in Between
By Marija Slavkovik, University of Bergen, Norway

Al-Accelerated Discovery through Dataset Augmentation
By Zachary G. Ives, University of Pennsylvania, USA

Learning Foundation Language Models for Geoscience Knowledge Understanding and
Utilization
By Zhouhan Lin, Shanghai Jiao Tong University, China



Preface of DemocrAlI 2024 Workshop

We are pleased to present the proceedings of the 4th International Workshop on Democ-
racy and Al (DemocrAl 2024), held in conjunction with the International Joint Con-
ference on Artificial Intelligence (IICAI). This workshop explores the potential of Al-
assisted democracy to overcome geographical, cultural, religious, and ethnic divides,
promoting new forms of democratic decision-making.

The key topics of this year’s workshop included democratic online platforms, formal
theories of collective decision-making, and advanced methodologies for discourse analy-
sis. This year, we received eleven submissions, each reviewed in a rigorous double-blind
process by at least three reviewers. From these, five papers were selected for inclusion,
representing innovative contributions to Al-assisted democracy.

We would like to express our appreciation to all contributors, organizers, and par-
ticipants. We hope these proceedings will inspire further research and innovation in
Al-assisted democracy, contributing to more inclusive and fair democratic processes.

June 2024 Rafik Hadfi
Takayuki Ito

Susumu Ohnuma

Shun Shiramatsu
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Educational Research Trends of the Use
of Gaze Learning Data Through Topic
Modeling and Scientometric Analysis
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and Mi Song Kim*®)
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3 Department of Artificial Intelligence, Chung-Ang University, Seoul,
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4 Curriculum Studies, Western University, London, Canada
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Abstract. Multimodal learning analytics have become increasingly
important in enabling a deeper understanding of teaching and learning
in educational research. However, in comparison to other multimodal
learning data, there is a limited understanding of the trends within gaze
learning data. To address this challenge, this study aims to identify latent
topics in gaze learning data through topic modeling and scientometric
analysis. We analyzed the abstracts of 573 peer-reviewed and conference
proceeding papers that used gaze learning data, written in English, and
published between 2008 and February 2024. The findings are as follows.
First, three main topics were identified through topic modeling analysis:
(learning analytics, multimodal learning, and inclusive learning). Second,
the scientometric analysis revealed the structure in which diverse clusters
in cited references and institutions are connected around the emerging
topics. Based on these findings, the study would provide insights into
research directions in both educational research and applications using
gaze learning data.

Keywords: Topic Modeling + Scientometric Analysis - Educational
Research

1 Introduction

In alignment with an increasingly acknowledged emphasis on digital technol-
ogy generating a vast amount of multimodal learning data within educational
research, the utilization of learners’ multimodal data is integral to the devel-
opment and implementation of innovative pedagogical and curriculum strate-
gies [8]. Specifically, collaboration learning has been promoted by utilizing digi-
tal technologies such as game-based learning, mobile learning, and simulations.

J. Lee and H. Shin—These authors contributed equally to this work.
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Just placing individual learners in a group does not inherently signify evidence
of collaborative learning facilitated through these technologies.

Growing interests has emerged regarding the integration of gaze behavior
patterns to enhance idea improvements in collaborative learning. There is great
evidence of successful interactions by the coordination of attention and gaze
across a shared visual space [2]. However, other multimodal learning data, gaze-
based educational research is still in its early stages.

To address this challenge, this study aims to explore what are the main edu-
cational research trends of the use of gaze learning data through topic modeling
and scientometric analysis. Our overall analysis was shaped by two research ques-
tions: (1) What are the main topics of gaze in educational research through topic
modeling approach developed by our research team and scientometric analysis?
and (2) What are the implications of the research findings on topic modeling
and scientometric analysis as presented in this study?

2 Theoretical Background

Educational research has indicated that multimodal learning data such as “lin-
guistic, visual, audio, gestural, spatial and multimodal designs” [9], provide affor-
dances, enabling embodied and more interactive opportunities for communica-
tion and meaning-making in fostering collaboration. Overall, the affordances of
multimodal learning data empower both students and teachers to engage in more
authentic and dynamic forms of learning across formal and informal contexts.

In this manner, gaze-based educational research also offers several benefits in
understanding learning experiences and improving educational practices. These
benefits of eye gaze data encompass (a) offering valuable insights into the level of
learner engagement by tracking their visual attention towards targeted instruc-
tional materials or interventions, (b) tracking learners’ specific learning process
visually through monitoring their fixations and saccades, (¢) identifying areas
of difficulty or confusion employed by learners during learning tasks by mea-
suring prolonged fixations and frequent regressions, and (d) enhancing learner
interaction design and tools using technologies by examining user experience.

To quantitatively examine research trends in gaze educational research, we
conducted a scientometric analysis emphasizing publication patterns, citation
networks, and collaboration among educational researchers [14]. For such anal-
ysis, we adopt techniques such as topic modeling [1] and scientometric analysis
to qualitatively and quantitatively illustrate the semantic shifts in educational
papers related to gaze.
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3 Document Analysis Using Topic Model

In this section, we encapsulate the core principles of the topic model, high-
lighting two prevalent approaches: (1) semantic topic extraction across entire
documents and (2) document clustering based on the identified topics. With K
topics denoted as 0, € B,k = 1,..., K, the topic model allocates documents to
one of these topics, constituting a clustering procedure based on the topics. This
allocation can be deterministic or generative, achieved by specifying the topic
distribution for each document as follows:

Zdn ~ Poa(2), (1)

In the generative process, the distribution py,(z) selects the index variable z4,,
representing the topic index f3,,, encompassing the word wg, within the d-th
document. Typically, in a generative framework, the random variable 8 follows a
K-dimensional Categorical distribution [1] with a Dirichlet prior «, or a Product
of Expert (PoE) [16].

Each topic 8 is characterized by a set of semantically coherent words wg, €
Bk, 1, ..., Ny, or alternatively, by a generatively defined word distribution, as
follows:

Wk ~ Ppy, (w) (2)

Similarly, pg, (w) may adopt categorical-like distributions [1]. Classical prob-
abilistic generative topic models [1,16] interpret each document d as a Bag-of-
Words (BoW) wq = wgi, ..., wan and analyze the joint distribution p(0, 8|w,)
from Egs. (1-2), employing approximated Bayesian inference methods [3,10,17].

When embedding is integrated into topic modeling frameworks [6,13], cer-
tain branches of embedded topic models retain the word generation ability, thus
incorporating word embedding into their probabilistic framework, as observed in
ETM [6]. Non-generative embedded topic models, including recent PLM-based
topic models [7,15], directly extract topic embedding via distance-based cluster-
ing methods, circumventing complex Bayesian inference approximations.

Table 1. A summary of search criteria and procedure for data collection.

Setting up search criteria Database ‘Web of Science
Initial retrieval Search String Gaze * (learning or teaching or education or instruction)
Fine-tuning retrieval Retrieved abstract 573 results

Publication years From 2008 to 2024
Document types Article, Proceeding paper
Languages English

Research areas Education educational research

Final retrieval Retrieved full papers463 results
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Table 2. A network summary of cited references.

Indicators Cited Reference
Time span (co-citation)|2014-2024
Nodes (cited references)|683

Edges (citations) 1,999
Density 0.0086
Modularity 0.9073
Mean Silhouette 0.9683
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Fig. 1. Clusters for cited references.

4 Methodology

As illustrated in Table 1, the PRISMA procedure [12] was employed to identify
relevant peer-reviewed or proceeding studies published in English since 2008, a
period characterized by a substantial increase in scholarly output, particularly
observed in the Web of Science database, renowned as one of the most popular
databases in educational research. The process of selecting relevant educational
studies on gaze was guided by keywords such as ‘gaze’ with ‘learning’ or ‘teach-
ing’ or ‘education’ or ‘instruction.’

4.1 Topic Modeling

To embark on topic extraction and evaluation, we commence by preprocess-
ing the input documents in accordance with the established conventions out-
lined in [1]. Upon varying the number of topics, our initial endeavor involves
qualitatively visualizing the dominant words within each topic. Furthermore, to
undertake a quantitative assessment of topic quality, we proceed to evaluate the
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Table 3. Cluster summary for cited references.

ID Size[Silhouette Mean Top 5 Terms (LLR)
0 154 10.963 2019 |Instructional settings
Prompting

Specific task instruction
Mixed methods

Preservice teacher education
1 /48 10.943 2016 |Multimedia learning

Eye movement modeling examples

Learning performance
Teaching
Eye gaze
2 |41 0.974 2019 |Learning performance
Eye gaze

Video lectures
Facial expression
Teacher research
9 122 1.000 2012 |School

Special education

Social interaction
Attention
Teaching

12|17 10.978 2017 multimodality

Mathematics

Gesture

Design
Embodiment
14|17 10.990 2019 |Teaching statistics

Coordination dynamics

Histogram
Learning analytics

Machine learning algorithm

model’s efficacy concerning Topic Quality (TQ) and its ability to represent doc-
uments, in alignment with the standardized evaluation framework devised for
topic models.

The evaluation of TQ hinges upon two pivotal metrics: Topic Coherence
(TC) and Topic Diversity (TD). TC is appraised through the utilization of
cross-validated (CV) coherence, a metric devised to gauge the semantic coher-
ence exhibited by the principal words encapsulated within each topic. The CV-
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coherence scores span a spectrum from 0 to 1, with higher values indicative
of enhanced interpretability and semantic coherence. On the other hand, TD
serves as a measure of word diversity, quantified by calculating the unique count
of words amongst the top 25 words across all topics [6]. TD scores range between
0 and 1, with elevated values signifying a more diverse array of words present.

4.2 Scientometric Analysis

An analysis software, CiteSpace version 6.3.R3 [4], was adopted to analyze and
visualize the citation patterns and the network of clusters of co-cited publica-
tions. In the network, a node indicates a cited reference or institutions where
the publications were released. Two nodes are connected by an edge, indicating
an occurrence of a citation. The clusters of the co-cited publications were visu-
alized and entitled based on the titles, keywords, and abstracts of the co-cited
publications [5]. Two indicators, modularity and silhouette, demonstrate how
the network is structured. Specifically, modularity denotes the level of loosely
distinctive division of the network into clusters. Silhouette indicates the homo-
geneity of the clusters in the network on average [4]. Further, a citation burst is
created founded on a burst-detection algorithm [11] “for detecting sharp increases
of interest in a specialty,” which is enabled and “identified based on such burst
terms extracted from titles, abstracts, descriptors, and identifiers of bibliographic
records” [5]. Thus, the publication with a burst is the emerging research with a
spotlight in the field.

5 Findings

5.1 Scientometric Analysis

Cited Reference Analysis. Table2 indicated the density and modularity of
the identified 6 clusters out of 132 clusters in the network of the cited refer-
ences. The network has high modularity (0.9073) and silhouette (0.9683) values,
indicating the homogeneity of the clusters.

Figure1 and Table3 show the top six clusters identified through keyword
analysis: “instructional settings” (54 references, the mean year of 2019, silhouette
value of 0.963), “multimedia learning” (48 references, the mean year of 2016,
silhouette value of 0.943), “learning performance” (41 references, the mean year
of 2019, silhouette value of 0.974), “school” (22 references, the mean year of
2012, silhouette value of 1), “multimodality” (17 references, the mean year of
2017, silhouette value of 0.978), “teaching statistics” (17 references, the mean
year of 2019, silhouette value of 0.99).

The examination of co-cited references revealed that publications have been
increasingly cited over time. Figure2 shows the top 8 publications that were
discovered through the citation burst detection. Since 2016, these studies have
been cited abruptly.
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Top 8 References with the Strongest
Citation Bursts

References Year Strength Begin End 2014 -2024
Jamet E, 2014, COMPUT HUM
BEHAV, V32, P47. DOI 2014 2542016 2019 —

10.1016/5.chb.2013.11.013, DOI

Wolff CE, 2016, INSTR SCI, V44,

P243,DOI10.1007/s11251-016- 2016 4452018 2021 S
9367-z. DOI

van Wermeskerken M, 2017,

COMPUT EDUC, V113, P98, DOI . - .
10.1016/j.compedu.2017.05.013, 2013 298 2009 2022 —
DOI

Jarodzka H. 2017. JEYE

MOVEMENT RES, V10, P0, DOI 2017 292020 2022
10.16910/jemr.10.1.3. DOIL

Seidel T. 2021, EDUC PSYCHOL

REV. V33, P69, DOI 2021 2732021 2024
10.1007/510648-020-09532-2, DOL

Kok EM. 2017. MED EDUC. V51.

P114, DOI 10.1111/medu.13066, 2017 2.692021 2022
DOl

PiZL. 2019, COMPUT EDUC,
V128, P345, DOI
10.1016/j.compedu.2018.10.006,
Dol

Strohmaier AR, 2020, EDUC
STUD MATH, V104, P147.DOI 2020 3.152022 2024
10.1007/510649-020-09948-1, DOIL

2019 3.862022 2024 R

Fig. 2. Burstness for cited references.

In Figs.3 and 4, the timeline and time zone provide a representation of the
progression of cited references over time, offering insights into the development
of research themes. The timeline and time zone visualizations demonstrate the
significant evolution of gaze-related research from 2014 to 2024.

Institution Analysis. Table4 indicated the density and modularity of the
identified 5 clusters out of 114 clusters in the network of the institutions. The
network has high modularity (0.9073) and silhouette (0.9683) values the same
as the network of cited references, indicating the homogeneity of the clusters.

Figure5 and Table5 show the top five clusters identified through keyword
analysis: “multimodal data” (18 references, the mean year of 2018, silhouette
value of 0.926), “facial expression” (13 references, the mean year of 2020, sil-
houette value of 0.948), “virtual reality” (9 references, the mean year of 2017,
silhouette value of 1), “2-translanguaging” (7 references, the mean year of 2019,
silhouette value of 0.993), “design exploration” (5 references, the mean year of
2018, silhouette value of 1).

The examination of co-institution revealed that a publication has been cited
explosively. Figure 6 shows one publication from Central China Normal Univer-
sity that was discovered through citation burst detection. Since 2022, this study
has been cited abruptly.
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2009 2010 2015 2020 2023

#0 instructional settings

i9.J (2028uang YZ (2023)

#1 multimedia learning

#2 learning performance

#9 school

#12 multimodality

#14 teaching statistics

Fig. 4. Time zone for cited references.

In Figs. 7 and 8, like cited references, the timeline and time zone represent the
progression of institution publications over time, offering insights into developing
research themes. The timeline and time zone visualizations demonstrate the
significant evolution of gaze-related research from 2014 to 2024.

5.2 Topic Modeling

Quantitative Evaluation. We examine the performance of algorithms for topic
modeling using LDA [1] and BERTopic [7]. Increasing the number of topics
from ten to fifty at ten-topic intervals, we evaluate TC and TD subsequently
by computing the mean of these metrics. Results depicted in Fig. 9 reveal that
LDA maintains a TC of 0.374, indicating the presence of semantically consistent
topics to a certain extent. BERTopic, however, achieves a TC of 0.733, signaling a
generation of topics with substantially greater consistency as compared to LDA.
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Table 4. A network summary of institutions.

Indicators Institution
Time span (co-citation)2014-2024
Nodes (institutions)  [238

Edges (citations) 221

Density 0.0075
Modularity 0.9073
Mean Silhouette 0.9683

Delft Universitygof Technology

Swiss Federal Institutes of Technology Domain

#9 desiBn explorati...

gian Universify 8FSEHitas B TeCAROIBEY INTRUS
Carnegie MelfBn University

California State @iversity Chico

olumbia UQversllz)Teachers College
University of Califoria Barkeley

#6 Z-tralgslan uagin...

@ @ atitornia Stateasiumbia University
University of Califgynia Los Angeles 5

Shaapxi Normal Universityniversity ofCaliforpia System
#0 multimo ata
° @ @imooge

Beiling Normal Unw&ny.

,,,,, MBrmal oiukes
@BhTsER Unlverslly Hetwar(@hivers
E Knowiedge Bank (EKB
#1 facial expressio... 9”"(‘." epi - (EKB)
UnivéRity Sydtem of Ohio ® @
c st of Higher (PCSHE)

@QU
umvusny of-Gentral Florida

15 Bystem of Florida
Fluﬂda SI v@Uvar:dy

#2 virtual reality
o O
North Carolina‘State University
&

University of dlorth @prolina Chapel Hil

Fig. 5. Clusters for institutions.

Top 1 Institutions with the Strongest
Citation Bursts

Institutions Year Strength Begin End 2014 -2024
Central China Normal University 2019 3592022 2024 —

Fig. 6. Burstness for institutions.

TD also displays a stark contrast, with LDA registering a value of 0.185 against
BERTopic of 0.9275, highlighting a significantly wider array of topics from the
latter.

The visual representation in Fig.10 contrasts TQ for both LDA and
BERTopic across varying topic counts. BERTopic consistently surpasses LDA
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Table 5. Cluster summary for institutions.

ID|Size|Silhouette Mean|Top 5 Terms (LLR)
0 |18 [0.926 2018 |Multimodal data

Students’ performance

Tangible user interfaces
Embodied learning

Eye tracking

1 13 |0.948 2020 |Facial expression

Instructor-generated outlines

Teacher preparation
Pedagogy
Instructor presence
2 19 |1.000 2017 |Virtual reality

Engagement

Simulation

Scholarship of teaching and learning
Visual attention

6 |7 10.993 2019 |2-translanguaging

3-race

Problem solving /decision making
1-early childhood

Organic chemistry

9 |5 |1.000 2018 |Design exploration

Educational technology

Vocational education and training
Vet
Its

o:O’ O o e@@ o o mmmmson

University of California System

° #1 facial expressio...

I . i @ #2vitualresity

Fig. 7. Timeline for institutions.
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Central China'ii-oflnal University
Shaanxi Nvuniversiry

University of Central Florida

Beijing Normgl University.
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Fig. 11. TC scores for each of 40 topics.

in TQ across all topic quantities, indicating robustness in maintaining high-
quality topics. This graph elucidates the responses of each algorithm to an array
of topics, where BERTopic exhibits steadfast consistency, unlike the variability
shown by LDA. These findings suggest a preference for BERTopic in applications
of topic modeling, owing to its potential to enhance performance.

Figure 11 shows the TC score for 40 individual topics within the scope of
LDA and BERTopic. Each line on the graph reflects the TC score changes cor-
responding to topic indices, with the vertical axis representing the TC values
and the horizontal axis marking the topic numbers. LDA shows considerable
fluctuation in TC scores, with some topics displaying notably lower consistency.
Meanwhile, BERTopic consistently maintains higher TC values than those of
LDA, signifying a superior level of topic consistency. Comparing the two models,
BERTopic routinely achieves higher TC scores, implying the creation of topics
with more robust and consistent semantic relations. The evidence suggests that
BERTopic could outperform LDA in generating high-quality topics within the
domain of topic modeling. The graph provides insights into the reaction of each
topic modeling approach to the varied topics, underscoring the potential benefits
of selecting BERTopic for enhanced topic modeling performance.

Qualitative Evaluation. We selected the top ten words for each of the forty
topics derived through each methodology and visualized these words in word
clouds, as shown in Figs. 12 and 13.

The results based on LDA uncover standard topic structures within the edu-
cational domain. In contrast, the results obtained through BERTopic reveal a
greater diversity of topics, such as inclusive education, multimodal learning, and
educational psychology. The LDA-based topic modeling prominently features
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Fig. 12. Word clouds of LDA-based topic modeling.

terms such as ‘eye’ and ‘gaze,’ reflecting a focus on eye tracking within educa-
tional research. Results based on BERTopic display distinct boundaries between
topics, delineating various sub-areas of the educational field.
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Fig. 13. Word clouds of BERTopic-based topic modeling.

We also find that topics derived from BERTopic-based topic modeling show
similarities with clustering outcomes from the scientometric analysis tool. Topic
#1, comprising terms such as ‘lecture’ and ‘instructor,” matches cluster ID 0
in CiteSpace, reflecting a concentration of research on teaching and instructors.
Topic #0, featuring terms related to eye-tracking, aligns with CiteSpace cluster
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ID 1. Topic #30, including terms like ‘face’ and ‘video,” connects with cluster
ID 2. Topic #3, concerning special education and attention, shows similarity
to cluster ID 9, and Topic #17, encompassing mathematical and algorithmic
modalities, corresponds with cluster ID 12.

When comparing with the institution-based CiteSpace analysis results, we
observe that Topic #40, with terms such as ‘facial’ and ‘expression,’ could link
to cluster ID 1, focusing on facial expression recognition research. Topic #39,
containing terms like ‘design’ and ‘vocational’, shares similarities with cluster
ID 9, which includes research in vocational education. The analysis confirms a
meaningful correlation between the topics derived from the modeling and the
clustering results from CiteSpace, suggesting that BERTopic effectively identi-
fies and categorizes various topics in gaze-based educational research, thereby
performing a complementary role to scientometric analysis.

BERTopic demonstrates its potential to contribute significantly to research
analysis by providing meaningful topics, even in the absence of high semantical
information. For example, topics generated from BERTopic show direct corre-
spondence with CiteSpace clusters, affirming their effectiveness in detecting the
interconnections among gaze-based educational topics and the evolving trends
in academic networks. Comparative analyses like these aid in discovering princi-
pal topics and their impact on educational research, offering substantial insights
into the educational dynamics and learning processes facilitated by human gaze
data.

6 Discussion

By employing topic modeling methods based on LDA and BERTopic, along-
side scientometric analysis, we identified topics and trends within gaze-based
educational research published in the Web of Science from 2008 to 2024. Our
analysis revealed a meaningful alignment between the topics uncovered through
BERTopic-based topic modeling and the clusters obtained from scientometric
analysis. Specifically, BERTopic effectively identified and categorized a diverse
range of consistent topics in gaze-based educational research compared to LDA.

In the LDA, terms associated with ‘eye’ and ‘gaze’ prominently emerged. In
contrast, BERTopic displayed clearly defined boundaries between topics, effec-
tively revealing various sub-areas within the educational field. Each topic iden-
tified through BERTopic aligned with the clustering outcomes obtained through
scientometric analysis. Significant topics such as inclusive education, multimodal
learning, and educational psychology surfaced in both methods. These findings
demonstrated the capability of BERTopic to effectively distinguish key topics,
even without the high semantic information typical of scientometric analysis,
thereby validating its crucial role in literature analysis.

Our findings highlighted the interconnectedness between gaze-based educa-
tional research and computer vision and underscored the potential for further
collaboration and development. This study inspired prominent interdisciplinary
approaches to more culturally inclusive and interactive visual learning interfaces
across diverse educational settings and contexts.
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Abstract. Opinions in scientific research papers can be divergent, lead-
ing to controversies among reviewers. However, most existing datasets for
opinion summarization are centered around product reviews and assume
that the analyzed opinions are non-controversial, failing to account for
the variability seen in other contexts such as academic papers, politi-
cal debates, or social media discussions. To address this gap, we pro-
pose the task of scientific opinion summarization, where research paper
reviews are synthesized into meta-reviews. To facilitate this task, we
introduce the ORSUM dataset covering 15,062 paper meta-reviews and
57,536 paper reviews from 47 conferences. Furthermore, we propose the
Checklist-guided Iterative Introspection (CGI?) approach, which breaks
down scientific opinion summarization into several stages, iteratively
refining the summary under the guidance of questions from a checklist.
Our experiments show that (1) human-written summaries do not always
satisfy all necessary criteria such as depth of discussion, and identifying
consensus and controversy for the specific domain, and (2) the combi-
nation of task decomposition and iterative self-refinement shows strong
potential for enhancing the opinions and can be applied to other complex
text generation using black-box LLMs.

Keywords: Scientific Opinion Summarization - Meta-reviews -
ORSUM dataset - Checklist-guided Iterative Introspection

1 Introduction

Opinion Summarization traditionally targets product reviews, aiming to distill
representative opinions on key product aspects such as product quality and price.
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Domain Reviews Meta-reviews
| love these protein bars in the These bars are fantastic and
vanilla flavor. They taste like taste great like a Rice Krispy
Rice Krispies treats with vanilla treat. Good for morning, lunch
frosting ... || Nugo bars or afternoon snack and a good
Product are great for breakfast, lunch or way to get your protein in-take.
a snack ... Eat them with a tall They keep you full for a long
glass of water and they time especially if you are out
will keep you satisfied for and about ...
hours. || ...
It is unclear why this work is Two of the reviews suggest
needed. Why not use ... || The that the technical aspects of
paper is well written and the the paper are sound, while one
Paper  math seems to be sound ... reviewer questions the need for
The empirical evaluation of the the proposed approach ...
method is not overwhelming ... While some reviewers raised
|| The work appears to be concerns about ... the majority
sound ... of reviewers acknowledge the

... In light of these findings, |
recommend rejection ...

Fig. 1. Product meta-reviews and paper meta-reviews have different compositions:
A product meta-review presents the most prominent opinion instead of summarizing
opinions, while a paper meta-review summarizes different opinions and makes recom-
mendations.

This assumes a dominant, singular opinion within the texts being summarized [2,
7,29,43|. However, this approach often overlooks the nuanced and multi-faceted
nature of discussions in scientific documents, where multiple viewpoints may
coexist and no single opinion dominates (Fig. 1).

Furthermore, most opinion summarization datasets in the product domain
for abstractive summarization are synthetic, containing redundant cut-and-paste
extracts built by combining extracted snippets, or by sampling a review from
the collection and pretending that it is a gold-standard meta-review [2].

To address this gap, we introduce the new task of Scientific Opinion Sum-
marization, where a set of opinions must be synthesized into a meta-opinion
that justifies a decision. Scientific Opinion Summarization aims to provide a
succinct synopsis for scientific documents, helping readers to recap salient infor-
mation and understand the professional discussion. Scientific meta-reviews, in
particular, summarize the controversies and consensuses in the reviews, guiding
decision making such as the acceptance or rejection of a paper. Taking research
paper meta-review generation as a typical scenario, we build the ORSUM
dataset by collecting open-sourced paper and meta-reviews from OpenReview!,
covering 15,062 meta-reviews and 57,536 reviews from 47 conference venues.
Compared to synthetic datasets from product review domains, ORSUM is built
upon large-scale real-world data, enabling applications of supervised abstrac-
tive summarization methods and more fine-grained textual analysis. In addi-
tion to meta-review generation, ORSUM’s structured content, including ratings

! https://openreview.net /.
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on different aspects such as if agreements/disagreements are present alongside
strengths /weaknesses and multi-turn discussions, will benefit a wide range of
related tasks, such as review generation [45], recommendation prediction [20,24],
review rating prediction [15,36], argument pair extraction [17], and argument
generation [30].

The task of Scientific Opinion Summarization presents a distinct set of chal-
lenges, including (1) Decision Consistency: Whether the Meta-review aligns with
the decision, which guides opinion selection and discussion in the meta-review.
Generated scientific meta-reviews should reflect these decisions. (2) Discussion
tnvolvement: Unlike product meta-reviews that rely on majority voting, scien-
tific meta-reviews assess both the pros and cons, as well as opinion agreement
and disagreement, to evaluate the paper from the perspective of a more senior
reviewer.

To tackle these challenges, we propose Checklist-guided Iterative Introspec-
tion (CGI?). CGI? first breaks the task of scientific opinion summarization into
multiple steps, constantly requesting evidence to mitigate both LLMs’ inability
to follow complicated instructions and their tendency to produce hallucinations.
To enhance discussion involvement, CGI? iteratively revises the generated meta-
review based on a predefined checklist. Finally, we identify key aspects a meta
review should satisfy to be of high quality, and propose ways to evaluate these
aspects using reference-free LLM-based metrics.

Our contributions include the following:

— We introduce the task of scientific opinion summarization and construct the
ORSUM dataset, which contains 15,062 meta-reviews and 57,536 reviews from
47 conferences on OpenReview. It is currently the largest paper meta-review
dataset.

— We propose Checklist-guided Iterative Introspection (CGI?), which breaks
down the task of scientific opinion summarization into several stages and iter-
atively refines the summary under the guidance of questions from a checklist.

— We construct a comprehensive evaluation framework for meta-review gener-
ation and assess the different summarization paradigms on ORSUM.

2 Related Work

2.1 Opinion Summarization

The task of opinion summarization is typically decomposed into three stages:
aspect extraction, which identifies the specific features discussed in reviews;
polarity identification, which assesses whether the sentiment towards each aspect
is positive, negative, or neutral; and summary generation, which compiles these
aspects and sentiments into a cohesive summary of the opinions [29]. The lack of
parallel data in review summaries limits most methodologies into the few-shot
abstractive setting [11,13], or unsupervised extractive setting [5,7,18] where the
aspects and sentiments from the input reviews are collected, selected, and rear-
ranged into the output meta-reviews.
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Only a few previous opinion summarization datasets [44] contain gold-
standard summaries and support supervised training of abstractive mod-
els [3]. Pretrained aspect-based sentiment analysis [43], variational autoen-
coders [12,19,31,32] and large language models [9] enable unsupervised abstrac-
tive approaches, where the generated summaries are validated to be more fluent,
informative, coherent, and concise compared to traditional extractive summaries.

To support the training and evaluation of supervised methods, recent work
constructs synthetic datasets by random sampling [42], adding noise to the sam-
pled summary to generate documents [4], searching for relevant reviews to act
as the input document set [22], or sampling with trained models [1,2]. How-
ever, synthetic pseudo-summaries in the product review domain are known to
be detached from real-world distributions, be possibly irrelevant or inconsistent
with input documents, and are known to ignore important underlying details.

2.2 Meta-review Generation

The first attempt to generate paper meta-reviews is MetaGen [10], which gen-
erates an extractive summary draft then uses a fine-tuned model for decision
prediction and abstractive review generation. [34] emphasizes decision aware-
ness, proposing a model for decision prediction and subsequent meta-review
generation. The most similar work to ours is MReD [41], where 7,089 paper
meta-reviews from ICLR 2018-2021 are manually annotated with sentence-level
structure labels. These structure labels categorize sentences based on their func-
tion in the document, such as summary, evaluation, or recommendation. The
difference between their work and ours is that they focus on structure-controlled
text generation, while our work 1) enables scientific opinion summarization with
a larger corpus, 2) provides a prompting-based solution, and 3) performs broader
evaluations. Note that while there are other concurrent efforts to collect paper
meta-reviews or reviews [21], we are the first to model meta-review generation as
scientific opinion summarization and to offer a unified dataset covering a broad
range of conference venues.

3 Task Formulation

Given a research paper’s title, abstract, and set of reviews, the goal of Scien-
tific Opinion Summarization is to generate a meta-review summarizing the
reviews’ opinions in order to make a decision recommendation for acceptance or
rejection.

As noted by ACL’s area chair guidance?, meta-reviews summarize reviews by
aggregating opinions to support the decision. The task entails summarizing the
paper’s key strengths and weaknesses and explicitly evaluating whether those
strengths surpass the weaknesses.

2 https:/ /aclrollingreview.org /aetutorial.
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Table 1. Comparison of ORSUM with existing opinion summarization datasets that
contain gold-standard summaries. SRC refers to the source or input reviews. TRG
refers to the target or output meta-reviews. A higher Novel 4-gram score suggests
better abstractiveness, while a lower NID score implies less redundancy.

Dataset Collection/Count(SRC)|Count(TRG)|Len(SRC)|Len(TRG) Novel 4-gram NID

RT Human |246,164 3,731 20.57 21.4 97.10 0.1615
Copycat AMT 480 180 42.63 54.33 89.62 0.2506
OPOSUM AMT 600 60 43.51 67.77 85.92 0.1260
Yelp AMT 3,200 200 65.25 61.15 93.26 0.1661
DENOISESUM|Synthetic |73,282 837 24.32 26.45 94.12 0.2270
PLANSUM Synthetic 249,844 869 42.81 97.2 91.40 0.2395
SPACE Human 5,000 1,050 34.27 54.38 90.38 0.1671
ORSUM Human |57,536 15,062 376.36 141.76 99.89 0.1572

4 ORSUM Dataset

4.1 Dataset Collection and Preprocessing

To facilitate the task of scientific opinion summarization, we collect the
ORSUM dataset which consists of human-written meta-reviews from Open-
Review. The dataset contains each paper’s URL, title, abstract, decision, meta-
review from the area chair, and reviews from individual reviewers. We crawl
15,062 paper meta-reviews and 57,536 individual reviews from 47 conference
venues. Papers with meta-reviews shorter than 20 tokens and comments made
by non-official reviewers are excluded. The data format is unified across venues,
and we provide train/validation/test splits with 9,890/549 /550 samples for con-
venient usage by future works.

4.2 Dataset Comparison

We compare ORSUM with existing opinion summarization datasets (or
their subsets) with gold-standard summaries, including The Rotten Tomatoes
(RT) [44], Copycat [12], OPOSUM |[7], Yelp [19], DENOISESUM [4], PLAN-
SUM [2], and SPACE [6] datasets. To perform a quantitative comparison, we
utilize two key metrics:

Abstractiveness. The percentage of novel n-grams in a meta-review is defined
by the ratio of n-grams which do not appear in the source reviews, to the
total number of n-grams in the meta review. This metric intuitively measures
the abstractiveness of the summaries [16]. Table 1 indicates a greater degree of
abstractiveness in ORSUM.

Redundancy. To examine the presence of insightful information in the input
reviews, we assess redundancy using the Normalized Inverse of Diversity (NID)
score [46] This score is calculated as the inverse of the diversity metric, which



Scientific Opinion Summarization 25

measures the variability of information in the reviews with length normalization:
NID =1- %. A higher NID signifies greater redundancy. Table 1 shows
lower redundancy in ORSUM, which can be attributed to the fact that many

reviews address distinct aspects of their papers.

4.3 Composition Analysis

Advantage/Disadvantage Agreement/Disagreement

Fig. 2. Meta-review composition. The scores range from 0 to 2: 0 indicates that the
meta-review does not address the discussion at all. 1 signifies that the meta-review
incorporates the discussion but lacks concrete evidence. 2 denotes that the meta-review
involves a detailed discussion. Only 47.7% and 35.0% of meta-reviews meet the fun-
damental criteria for discussions of advantages and disadvantages, and consensus and
controversy, respectively.

To investigate whether ORSUM’s human-authored meta-reviews discuss both
a paper’s pros/cons and the reviews’ level of agreement/disagreement, we con-
duct a human evaluation focused on meta-review composition. Three annota-
tors are asked to assess the meta-reviews in terms of discussion involvement:
how effectively a summary engages with the content by discussing the paper’s
advantages/disadvantages, and by discussing the agreements/disagreements of
the reviews. Annotation scores range from 0 (no involvement) to 2 (detailed
involvement).

Our evaluation results depicted in Fig.2 reveal that only 20.7% of meta-
reviews include an assessment of both advantages/disadvantages and review
agreements/disagreements, regardless of their length. For each category, 47.7%,
and 35.0% of meta-reviews meet the criteria of containing discussions of advan-
tages and disadvantages and discussions of agreements/disagreements, respec-
tively. Based on these results, we conclude that human-written meta-reviews do
not always meet the necessary criteria for an effective meta review, and they
may be unsuitable for developing summarization models as supervised training
signals. The low percentage of comprehensive reviews highlights a gap in cover-
age and thoroughness that can affect the performance and reliability of models
trained on these summaries.
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5 Checklist-Guided Iterative Introspection Method
for Meta-review Generation

Initial Run Checklist-guided lterative Runs
[Step 1: Extract Opinions with Evidence } Checklist-based Prompt Self-feedback Self-refinement  Generation
- .
(
[Step 2: Summarize Strengths and Weaknesses ] Is the above meta-review S
supporting the Yes, the ab_ove meta-review is
[ Step 3: Summarize Consensus and Controversy ] acceptance/rejection SUFERITE) (3 U D ik
Iy decision [...] It could be further | |metareview by [...] review
Frr N improved by [...
[ Step 4: Write an AC/REJ Meta-review ] it be improved? P Y -]
l Meta-review l Iterations

Fig. 3. Our proposed CGI? framework operates through multiple iterations. In the
initial iteration, the task is divided into four steps: (1) Review Opinion Extraction, (2)
Strength and Weakness Synthesis, (3) Consensus and Controversy Analysis, and (4)
Meta-review Drafting. For subsequent iterations, we present the black-box LLM with a
query from a predefined list, acquire self-feedback, and request additional refinements.

Table 2. The extensible and easily adaptable checklist for Meta-review Generation
accesses the essential aspects of self-consistency, faithfulness, and active engagement
in discussions.

1. Are the most important advantages and disadvantages discussed in the above meta-review? If not, how can it be improved?
2. Are the most important consensus and controversy discussed in the above meta-review? If not, how can it be improved?
3. Is the above meta-review contradicting reviewers’ comments? If so, how can it be improved?

4. Is the above meta-review supporting the acceptance/rejection decision? If not, how can it be improved?

Motivated by the unreliability of human-written meta-reviews, we turn to
Large Language Models (LLMs) like ChatGPT [40] for meta-review generation.
We choose LLMs for their world knowledge, and their potential to generate
reviews efficiently and scalably. However, LLMs struggle to follow complicated
instructions, and have a tendency to produce hallucinations. To mitigate these
deficiencies, we propose to break the task of scientific review generation into mul-
tiple steps, consistently requesting evidence for each step. To enhance discussion
involvement and evidence-based coherence in the generation process, we further
introduce a checklist-guided self-feedback mechanism. Our method is similar to
the process of self-refinement [39], which involves the LLM iteratively revising
the generated meta-review based on its own feedback. Unlike prior work, how-
ever, our checklist-guided self-feedback uses self-feedback derived from questions
in a predefined checklist, ensuring that the revision process progresses towards
our desired criteria. Figure 3 illustrates our proposed Checklist-guided Iterative
Introspection (CGI?) method.

Initial Run. Given a paper’s title, abstract, and set of reviews, CGI? generates
a draft of the meta-review in four steps: (1) For each review, we prompt the LLM
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to extract and rank opinions, while including sentiment, aspect, and evidence.
Due to the input length constraint, each review is truncated to 300 tokens. (2)
Based on the extracted opinions, we prompt the LLM to list the paper’s most
important advantages and disadvantages, the evidence for those statements, and
those statements’ corresponding reviewers. (3) We prompt the LLM to list the
consensuses and controversies in the reviews, the evidence for those statements,
and their corresponding reviewers. (4) Given the paper’s acceptance or rejection
decision, we prompt the LLM to write a meta-review based on the information
extracted in steps (1)—(3).

Iterative Runs. With the meta-review draft from the initial four-step run,
CGI? iteratively poses questions, obtains self-feedback, and requests further
refinement. In each run, we first select an assessment question from a pre-
constructed list of questions, as shown in Table 2. This checklist, customized for
meta-review generation, covers the four most crucial aspects of meta-reviews.
The checklist can also easily be expanded and adapted to other complex text
generation tasks. After prompting the LLM with the assessment questions, we
collect the refinement suggestions from the LLM’s. These refinement sugges-
tions are used as prompts to generate a revised version of the meta-review. The
checklist questions are posed sequentially in one iterative run, with the number
of iterations set as a hyper-parameter in CGIZ.

Our proposed approach offers two key benefits. First, it eliminates the need
for external scoring functions that demand training data or human annotations.
Second, it provides a general solution for employing LLMs as black boxes in
complex text generation tasks.

6 Evaluation

Meta-review generation requires a system to accurately summarize opinions,
highlight reviewer consensuses and controversies, offer judgments, and make rec-
ommendations. The task’s complexity thus requires an evaluation that is multi-
faceted and goes beyond n-gram similarity. However, current evaluation metrics
for long text generation are inadequate to measure the particular requirements of
meta-review generation. To address this gap, we propose a comprehensive eval-
uation framework that combines standard evaluation metrics with LLM-based
evaluation metrics.

6.1 Standard Metrics

We apply standard metrics in natural language generation to assess relevance,
factual consistency, and semantic coherence. For relevance, ROUGE-L [37] quan-
tifies the similarity between the generated and reference texts by calculating the
longest common subsequence, while BERTScore [47] offers a more nuanced rel-
evance evaluation by leveraging contextualized embeddings without relying on
n-gram overlaps. For factual consistency, FACTCC [33] checks whether a given
claim in the generated text is consistent with the facts presented in the source
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G-EVAL
You will be given one metareview written for reviews by the committee on a paper. Your task is to rate the metareview on one metric. Please make sure you
read and understand these instructions carefully. Please keep this document open while reviewing, and refer to it as needed.
Evaluation Criteria: Quality of Metareview (1-5) - the collective quality of all sentences. We align this dimension with the DUC quality question of structure
and coherence whereby the metareview should be well-structured and well-organized. The metareview should always discuss the disadvantages and
advantages of a paper and have a clear scope of the accept/reject decision. The metareview should have concrete evidence from the papers reviews and
concrete comments as well.
Evaluation Steps:
1. Read the reviews carefully and identify the main topic and key points.
2. Read the metareview and compare it to the reviews. Check if the metareview covers the main topic, discusses advantages and disadvantages, if the most
important advantages and disadvantages di: in the above met: iew, if the most important advantages and disadvantages discussed in the above
meta-review, if the most important consensus and controversy discussed in the above meta-review, if the above meta-review contradicting reviewers'
comments, if the above meta-review supporting the acceptance/rejection decision, and if it presents them in a clear and logical order.
3. Assign a score for the quality of the meta-review on a scale of 1 to 5, where 1 is the lowest and 5 is the highest
based on the Evaluation Criteria.
Source Text: {Reviews} Metareview: {Meta-review} Evaluation Form (scores ONLY): - Quality of metareview :

Likert scale scoring with ChatGPT
Imagine you are a human annotator now. You will evaluate the quality of metareviews written for a conference by giving a mean value from 1 to 5 and no
other explanation. Please follow these steps:
1. Carefully read the reviews, and be aware of the information it contains.
2. Read the proposed metareview.
3. Rate the summary on three dimensions: 'Discussion Involvement', 'Opinion Faithfulness' and 'Decision Consistency'. You should rate on a scale from 1
(worst) to 5 (best) and give me an average of these scores over all aspects from 1 to 5 calculated by the mean of all aspects.
Definitions are as follows:
(1) Discussion Involvement: Whether the meta-review discusses the paper's strengths and weaknesses, as well as agreements and disagreements among
reviewers,
(2) Opinion Faithfulness: Whether the meta-review contradicts reviewers' comments,
(3) Decision Consistency: Whether the meta-review accurately reflects the final decisions.
Only generate the mean rating as a number on the likert scale, nothing else.

Fig. 4. We customize the prompts in G-EVAL and GPTLikert for evaluating meta-
review generation to assess discussion involvement, opinion faithfulness, and decision
consistency.

document, while SummaC [35] utilizes sentence-level natural language infer-
ence models for inconsistency detection. For semantic coherence, DiscoScore [48]
presents six BERT-based model variants to measure discourse coherence. We
average the scores from these six models as the coherence indicator. The refer-
ences used in our reference-free evaluation metrics are sourced from a test subset
of our dataset, where the instances are chosen for their relevance and quality.
These references provide a practical benchmark that mirrors current standards
in meta-review generation at top conferences.

6.2 LLM-Based Metrics

The aforementioned methods do not evaluate discussion involvement or evidence-
decision consistency. Some reference summaries may not include discussions or
utilize evidence to substantiate decisions. To address this, we propose supplemen-
tary measures for this task that can be assessed and quantified using reference-
free LLM-based metrics. We aim to assess the following key aspects:

— Discussion involvement: whether the meta-review discusses the paper’s
strengths and weaknesses, and the paper’s agreements and disagreements
amongst reviewers.

— Opinion Faithfulness: whether the meta-review contradicts reviewers’ opin-
ions.

— Decision Consistency: whether the meta-review accurately reflects the final
decision.

Despite its prevalence, the GPTScore [25] metric requires its criteria to be
described as a single word, a requirement incompatible with our detailed cri-
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teria. On the other hand, G-EVAL [38] assesses the quality of NLG outputs by
utilizing chain-of-thought (CoT) and a form-filling paradigm. It has been shown
to have a very high correlation with human-based judgments. G-EVAL uses care-
fully constructed instructions for GPT models to follow, yielding a rating on the
Likert scale ranging from 1 to 5. Likert scoring with ChatGPT (GPTLikert),
a human-like evaluation method introduced by [26], follows a similar evalua-
tion protocol, outperforming many standard metrics on text summarization as
measured by human correlation. We are the first to adapt these methods to
meta-review generation by modifying the prompts as shown in Fig. 4. The com-
bination of standard metrics like ROUGE-L and BERTScore with LLM-based
metrics such as G-EVAL and GPTLikert ensures a comprehensive evaluation,
capturing nuances that traditional metrics may overlook. This multifaceted app-
roach not only adheres to current evaluation methodologies, but also enhances
them by introducing metrics that demonstrate a high correlation with human
annotations.

7 Experiments

Table 3. ROUGE-L and BERTScore assess semantic similarity with reference text.
FactCC and SummaC detect factual consistency. DiscoScore measures coherence. G-
EVAL and GPTLikert are GPT-based comprehensive evaluation measures for discus-
sion involvement, opinion faithfulness, and decision consistency.

Models ROUGE-LBERTScore|Fact CC|SummaC|DiscoScore|G-EVAL|GPTLikert
Human - - 0.538 10.368 0.740 0.731  0.607
Abstractive Methods

PlanSum 0.465 0.785 0.608 10.533 0.911 0.731 0.608
OpinionDigest 0.124 0.838 0.612 |0.575 0.862 0.762  0.618
MeanSum 0.132 0.827 0.559 |0.464 0.900 0.767  0.622
LED 0.161 0.846 0.618 |0.785 0.958 0.731  10.624
LED-finetuned 0.221 0.853 0.634 |0.795 0.961 0.751  0.649
Extractive Methods

LexRank 0.433 0.881 0.729 |0.937 1.256 0.726 0.656
MemSum 0.337 0.827 0.683 10.825 0.989 0.711 0.628
Prompting Methods

Vanilla 0.174 0.817 0.498 |0.423 0.808 0.752  0.626
3Sent 0.109 0.783 0.562 |0.503 0.667 0.758  0.661
InstructPrompt 0.208 0.823 0.543 10.449 0.862 0.751  0.646
TCG 0.189 0.847 0.544 |0.466 0.895 0.761  0.632
ICL 0.192 0.847 0.578 10.470 0.871 0.756  10.612
CGI? (ours) 0.199 0.836 0.559 10.320 0.906 0.770 |0.687
CGI? w/o Iterative Runs|0.118 0.830 0.536 0.332 0.849 0.732 0.629
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Human
The paper unanimously receives positive rates thanks to strong motivations
and interesting results. As the reviews show satisfaction on the authors’
feedback, the final draft needs to respect it accordingly, for example, about
the limitations of this research.

Vanilla
This paper could have benefited from a clearer and more concise
presentation of the main findings. It is sometimes difficult to follow the
paper's chain of thought, and the authors could have presented their results
in a more accessible way. The experiments are limited to a small set of
environments, and it would be interesting to see how the results generalize
to other tasks. Additionally, it would be useful to have a deeper analysis of
why iGPT does not perform well, as this could help inform future research
on how to improve image-based pretraining.

GI2

After carefully considering the reviews provided, there is consensus that the
paper presents an important and thought-provoking analysis of
representation dynamics between pretraining and finetuning in the context
of reinforcement learning. Both reviewers agree that the paper addresses
an important question and presents insightful experiments. One reviewer
highlights the experiments as a strong point in the paper, while the other
reviewer raises a concern about the paper's tendency to present
hypotheses without exploring them further.
Overall, the strengths of the paper outweigh its weaknesses, and it has the
potential to make a significant contribution to the field of reinforcement
learning. Therefore, | recommend accepting the paper with a minor revision
to address the concern raised by the reviewer. Specifically, the paper
should explore the hypotheses presented in more depth to provide a more
comprehensive analysis. If the authors can address this concern, the paper
can make a valuable contribution to the field of reinforcement learning.
In summary, | recommend accepting the paper with a minor revision.

Initial run
Based on the reviews, | recommend accepting the paper. The paper
addresses an important and under-explored research question and
presents a detailed and thought-provoking analysis of the pretraining-
finetuning paradigm for Transformer models in the context of reinforcement
learning. The paper also identifies relevant techniques to perform analysis
of representation similarity and training dynamics. While there are some
weaknesses pointed out, such as the need for further exploration of some
hypotheses and occasional difficulty in following the writing and
presentation, the strengths of the paper outweigh these concerns.
Therefore, | recommend accepting the paper with minor revisions to
address the weaknesses pointed out by the reviewers.

Fig. 5. We show the meta-reviews from human, vanilla, CGI?, and CGI? without iter-
ative runs for the same paper. The yellow background indicates hallucinated content.
The green background indicates redundant content. (Color figure online)
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Table 4. Human annotation results on meta-reviews for 50 challenging papers from
the test set.

Model Informativeness/Soundness|Self-consistency Faithfulness
Human 0.71 0.68 0.67 -
LED-finetuned 0.56 0.46 0.21 0.73
LexRank 0.87 0.94 0.16 -

CGTI? (ours) 0.98 0.92 0.84 0.79

CGI? w/o Tterative Runs|0.97 0.76 0.48 0.74

7.1 Baselines

We compare our proposed CGI? method with methods of different paradigms.
Results in Table 3 are averaged across three random runs.

Abstractive Methods. PlanSum [2]| uses a Condense-Abstract Framework,
where reviews are condensed and used as input to an abstractive summariza-
tion model. OpinionDigest [43] extracts opinions from input reviews and trains
a seq2seq model that generates a summary from this set of opinions. Mean-
Sum [19] is an unsupervised multi-document abstractive summarizer that min-
imizes a combination of reconstruction and vector similarity losses. LED [§]
is a Longformer [8] variant supporting long document generative sequence-to-
sequence tasks.

Extractive Methods. LexRank [23] is an unsupervised extractive summariza-
tion method that selects sentences based on centrality scores calculated with
graph-based sentence similarity. MemSum [28] models extractive summarization
as a multi-step episodic Markov Decision Process of scoring and selecting sen-
tences.

Prompting Methods. All prompting methods are initiated with the GPT-
3.5-turbo model with a temperature of 0.7. 3Sent [27] applies a simple prompt
“Summary of document in 3 sentences”. TCG [9] explores a four-step generation
pipeline involving topic classification, sentence grouping by topic, generating
chunk-wise summary, and generating the final summary. We also explore In
Context Learning (ICL) [14], where a highly rated meta-review alongside the
reviews is given as part of the model’s prompt. This meta-review is manually
picked based on adherence to the previously defined checklist, and is chosen for
its fulfillment of the criteria that define a high-quality meta-review. Vanilla uses
“Generate a metareview” as the prompt. InstructPrompt provides more detailed
step by step instructions and specifies the criteria for writing a metareview.

7.2 Automatic Evaluation

Higher standard metric scores indicate better summarization, but not necessar-
ily better opinion summarization. ROUGE-L, BERTScore, SummaC, and Dis-
coScore do not consider the multifaceted nature of meta-review, which goes
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beyond summarization. Our method performs near average in BERTScore and
SummaC, and the highest in ROUGE-L and DiscoScore amongst the prompting
methods. Compared to extractive and abstractive methods, our method achieves
lower scores as some metrics measure semantic similarity which a high-quality
measure review with its variability may not score well in. Additionally due to
the multifaceted nature of opinion summarization, reference-based metrics such
as Rouge-L can be biased towards the reference, thus the elevated scores of the
summarization methods.

Evaluators like G-Eval and GPTLikert favor specific dimensions given in their
prompts. Our method shows promising results in both G-Eval and GPTLikert
due to the carefully constructed and revised prompts. Most prompting methods
also outperform extractive and abstractive methods.

Human meta-reviews in the dataset scored among the lowest in all categories,
signifying the unreliability of some human-written meta-reviews and the need for
an automatic, or auxiliary, writing process. When compared by semantic simi-
larity, extractive methods outperform both abstractive and prompting methods
with the exception of Plansum. This is due to the nature of content planning in
Plansum which is central to the task of meta-review generation.

7.3 Human Evaluation

We conduct a human annotation on 50 challenging papers from the test set which
have average review scores on the borderline of acceptance. Five anonymized out-
puts from Human, LED-finetuned, LexRank, CGI?, and CGI? without iterative
runs, are shown to three annotators. Annotators are asked to provide binary
labels for informativeness, soundness, self-consistency, and faithfulness for each
meta-review. Informativeness measures whether the meta-review involves a dis-
cussion of both strengths and weaknesses. Soundness examines whether the
meta-review provides evidence to support the discussed strengths and weak-
nesses. Decision consistency indicates whether the recommendation decision is
clearly written and consistent with the comments in the meta-review. Faith-
fulness evaluates whether the meta-review contains hallucinations. We assume
Human and the extractive LexRank framework have perfectly faithful sum-
maries.

Results shown in Table 4 validate the effectiveness of our proposed method.
The extractive method (LexRank) is easily biased toward one reviewer and
involves no discussion or decision, but generates no hallucinations by construc-
tion. The abstractive method (LED-finetuned) learns to copy the sentences in
the input and form a short meta-review with little discussion, sometimes hallu-
cinating or generating repetitive outputs. Our prompting-based method exhibits
less hallucination due to the evidence requirements in our prompts. Compared
to human-written meta-reviews, all automatic methods are less capable of gen-
erating in-depth analyses, a deficiency which calls for knowledge enhancement
that happens a LLM enhanced with reviews.

We also observe that hallucinations in LLMs are more likely to happen when
summarizing consensuses and controversies, which require information from the
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paper itself. By contrast, the abstractive methods’ hallucinations were are more
likely to be general comments, whereas extractive methods tend to misrepre-
sent the context by selecting irrelevant or less important sections. Despite our
method’s improvements in this area, hallucination detection for scientific opinion
summarization remains an open problem.

7.4 Case Study

Figure 5 presents the meta-reviews from human, vanilla, CGI2, and CGI? without
iterative runs for a random paper>.

We make the following general observations: (1) The hallucination problem is
alleviated in CGI? as the model is constantly asked for evidence. (2) CGI?’s sum-
mary sentences are redundant. (3) The vanilla prompting baseline does not make
recommendations and involve discussion, as the model fails to fully understand
the complex task requirement. (4) Iterative refinement sometimes improves the
concreteness of opinion discussion. However, there are two problems with itera-
tive refinements. First, suggestions provided by the large language model are usu-
ally generic and less useful for further refinement. Second, more self-refinement
iterations cause the model to forget the initial instructions for opinion extraction
and discussion.

8 Conclusions and Future Work

In this paper, we introduced the task of scientific opinion summarization, in
which research paper reviews are synthesized into meta-reviews. To facilitate
this task, we introduce the ORSUM dataset, an evaluation framework, and an
approach that we call Checklist-Guided Iterative Introspection. We conduct an
empirical analysis of methods from different paradigms, concluding that human-
written summaries do not always satisfy the criteria of an ideal meta-review, and
that the combination of task decomposition and iterative self-refinement shows
promise in on this task.

Direct extensions of this work include the incorporation of author rebuttals
into the input data to enhance the model’s ability to generate more balanced
meta-reviews, and introducing an effective and efficient hallucination detection
tool for scientific opinion summarization.

Limitations

This work on scientific opinion summarization has limitations in terms of data
scope and task configuration. As the dataset is collected from OpenReview, the
majority of meta-reviews are in Machine Learning, and many papers have been
accepted. Conclusions drawn from this data distribution might not be applicable
to datasets in other domains. Furthermore, to simplify the task setting, author
rebuttals have not been included as input, which may also constrain the extent
of discussion involvement in generating meta-reviews.

3 https://openreview.net /forum?id=9GXoMs__ ckJ.
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Abstract. Tokamaks are the leading candidates to achieve nuclear
fusion as a sustainable source of energy, and plasma control plays a cru-
cial role in their operations. However, the complex behavior of plasma
dynamics makes control of these devices challenging through traditional
methods. Recent works proved the usefulness of reinforcement learning as
an efficient alternative, in order to fulfill these high-dimensional and non-
linear situations. Despite their performance, controlling relevant plasma
configurations requires expensive and long training sessions on simula-
tions. In this work, we leverage the use of a curriculum strategy to achieve
significant speed-up in learning a controller for the control coils, which
tracks plasma quantities such as shape, position and current. To this
end, we developed a fast, asynchronous and reliable framework to enable
interactions between a distributed actor-critic and a C++ code simu-
lating the WEST tokamak. By sequentially increasing task complexity,
results show a clear reduction in convergence time and training cost.
This work is one of the first attempts to enable fast production of robust
magnetic controllers, for routine use in the operations of a magnetically
confined fusion device.

Keywords: Reinforcement learning + Plasma control - Neural networks

1 Introduction

Mastering nuclear fusion could significantly impact the world, unlocking the path
towards sustainable and attractive means of energy production. With no direct
high-level byproducts of the reaction, it has many advantages over conventional
energy sources [4]. To harness this potential alternative, tokamaks are promis-
ing devices to maintain the stability and performance of plasma’s confinement,
despite numerous physical and control challenges [31].

Tokamaks are torus-shaped devices which aim at sustaining fusion reactions
within a plasma, under specific temperature and density conditions [48]. They
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rely on magnetic fields generated by both toroidal and poloidal field (PF) coils to
shape it. Interactions occur at different levels with complex dynamics involved
between the plasma and its surroundings. Control systems are then required to
adjust the voltages applied to the PF coils (Fig. 2), allowing control of quantities
intrinsically linked to plasma’s evolution, like position of the magnetic center m,
Last Closed Fluz Surface (LCFS), elongation x and current I, (Fig. 1). It is worth
noticing that such control traditionally relies on an axisymmetry assumption for
magnetic equilibria calculations, hence the cross-section representation used in
this work. To study the effects of various plasma configurations, scientists rely
on real-time linear controllers [34], which require substantial engineering effort
whenever target scenarios undergo variations. Hence, there is an essential need
for flexibility, adaptability and robustness of magnetic control systems through
the entirety of the device lifetime, without which no sustained plasma could be
produced.

v B D

BRSL T LS
‘S, 25 D B >7
2R F 7777

L2ZFZF 77

Fig. 1. Controlled quantities with toroidal (red) and poloidal (strided gold) coils. (Color
figure online)

Reinforcement Learning (RL) [44] emerged as an innovative approach to
numerous real-time control problems. Despite impressive results in a variety of
domains [7,20,27], it usually relies on either fast and precise simulation enabling
the collection of vast amount of experiences, or on direct sampling from a physical
device. Both cases can not be fulfilled in our context: sampling of experimental
data on the plant for the sole purpose of training is impractical, and simula-
tions remain expensive in order to account for the coupled behavior of plasma
dynamics. Despite the existence of distributed architectures as powerful tools to
compensate for these bottlenecks, training still remains long and costly as the
number of parallel environments increases.
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In this work, we study the effects of a curriculum strategy on learning a
magnetic controller through a distributed reinforcement learning framework. By
improving training speed and performance, we intend to accelerate the produc-
tion of robust magnetic controllers for the operation of WEST, a supraconductive
tokamak located at CEA Cadarache! in Saint-Paul-lez-Durance, France [6,8].
Indeed, such methodology could assist plasma researchers in quickly obtaining
controllers, or adapt existing ones, for each new experimental campaign, hence
improving flexibility and adaptability of RL-based magnetic control.

Next sections will be organized as follows. First, we will give an overview of
the related work regarding RL for tokamaks, and curriculum strategies in RL. We
will then describe the curriculum methodology within plasma magnetic control,
and the overall training framework. Finally, experiments are discussed through
analysis of the learning dynamics. The latter will be compared to a baseline
agent obtained without the strategies of interest. Finally, we will conclude on
this study and its perspectives.

Fig. 2. Cross-section with surrounding control coils, namely poloidal field coils.

2 Background

2.1 Reinforcement Learning for Tokamaks

A classical RL framework sets an agent which interacts with an environment
formalized as a Markov Decision Process (MDP) denoted M. This MDP is
defined by a state space S, an action space A, its state transition distribution

! French Alternative Energies and Atomic Energy Commission.
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P(s'|s,a) : S x A x S — [0,1], an initial state distribution P%(s) : & — [0,1],
and a reward signal R(s,a):S x A — R.

Starting from state sy ~ P°(.), the agent must learn an optimal policy 7* :
S x A — [0,1], which maximizes the discounted cumulative reward, or return,
over the course of an episode, i.e. a trajectory over states and actions from the
interactions with the environment:

o0
= argmaxE(Smam,_,st’at)[Z yrrg]

o k=0
with discount factor v € [0, 1] working as a penalization term for long-term
rewards, and r, = R(s,a) = E[ri41]s: = s,ar = a]. Most importantly, the reward
function is a scalar feedback signal which indicates how well the agent performs
with respect to the overall objectives, hence the importance of its design. The
feedback loop between the agent and the environment ends once a terminal
condition is reached, like a situation that we want to avoid, or a threshold on
simulated time. As a side note, the policy can be deterministic, assigning a
probability of 1 to the same action for each observed state. Moreover, it can be a
parametrized function, like a neural network. In such cases, it is usually denoted
by mg, where 6 are the weights of the said model. Fundamental definitions arise

with the value function, and the action-value function:

o0
Vi (5) =E, [Z 'Ykrt-i-klst = 5]
k=0

o0

Qry (87 a) =Eg, [Z 'Ykrt+k|3t = Ss,a; = a]
k=0

It is worth mentioning that relying on the first is difficult in real-world appli-
cations such as fusion, since they do not exhibit proper knowledge of the proba-
bility transition function P. Because of that, making actions explicit is an inter-
esting way of computing the expected return, as state-action pairs can be easily
sampled throughout learning. Over the past years, the use of neural networks
(NN) as powerful action-value and policy approximators lead to major advance-
ments in continuous control problems. Deep RL algorithms such as ones from
the actor-critic family kept increasing in efficiency, leading to precise control in
several high-dimensional and non-linear control problems [18], both in on-policy
[32,38,39] and off-policy settings [15,19,29].

Consequently, deep reinforcement learning is becoming increasingly popular
among the plasma control community. For example, RL has been used for model-
based control [10], for vertical stabilization [11,13], to build feedforward trajec-
tories of plasma parameters [41], for temperature and profile control [46,47], or
even for tearing instability control and disruption avoidance [40]. Recent works
[12] designed a RL-based system which achieved magnetic control of the Toka-
mak & Configuration Variable (TCV), in Lausanne, Switzerland. The learned
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controller demonstrates the capability for RL-based systems to tackle various
complex plasma configurations while tracking many quantities of interest at the
same time. A similar procedure was proposed by [26], with the same limita-
tions of the initial proposal, while refining the simulation on which magnetic
controllers were trained.

These examples highlight a shift of focus from classical controllers, designed
using prior knowledge on how control should be performed with respect to phys-
ical properties of the dynamical system, to controllers learning by trial-and-error
to act on the system based on what should be achieved in terms of final objec-
tives. In summary, deep RL advantages over classical tokamak control stem from
its ability to: fulfill these high dimensional, uncertain and non-linear systems;
explore possible strategies in order to make the control policy more flexible in
contrast with the fixed heuristics of classical control; learn from raw magnetic sig-
nals using neural networks, since plasma quantities can not be measured directly,
and are instead usually inferred in real-time from reconstruction codes [9,14] for
use by classical controllers.

2.2 Curriculum Learning for Reinforcement Learning

Curriculum learning (CL) [5] is a methodology to optimize the order in which
experiences are processed by an agent over the course of training. From the early
stages of human development to adulthood, learning is structured and organized
sequentially, so that the knowledge acquired over time facilitates the understand-
ing of new notions or tasks that occur later to us. Therefore, a sequence of
increasingly difficult tasks implicitly builds a curriculum, as knowledge is trans-
ferred from one intermediate objective to the other. Scheduling and designing
such strategy helps in acquiring transferable skills to guide exploration during
training, with the premise of increased performance and reduced convergence
time towards a final set of tasks. Recent works classified the taxonomy of existing
methods [42] as well as a formal framework for curriculum learning in reinforce-
ment learning domains using graphs [33]. In most cases, we consider different
MDPs between each task and three main concepts arise with which CL methods
can be classified: the intermediate task generation, the partial ordering on the
obtained set of tasks, and how knowledge could be shared between its elements.
Considering the importance of human intuition to define simple tasks [5], domain
experts could efficiently make a distinction between objectives that are neither
“too easy” or “too hard”. Indeed, task generation and sequencing of the latter
could be handcrafted from human operators [30,43], but both concepts could be
built up automatically as part of the curriculum learning procedure [17,24,50].
Transfer learning methods are required to share knowledge representation at each
step of the curriculum, and concern several elements of the training loop, such as
entire policies and value functions, rewards, etc. [51]. Care must be taken while
choosing the right combinations of methods, to avoid negative transfer which
could harm controllers performance [49].



44 S. Kerboua-Benlarbi et al.

3 Approach

3.1 Motivation

RL is still an emerging field within plasma magnetic control, and few applica-
tions are observable. It can take several days of training for control efficiency on
relative simple plasma scenarios [12,26]. Nevertheless, the routine operation of a
tokamak requires flexibility over the design of controllers. Minimum engineering
efforts should be targeted to adapt and fine-tune the controllers with respect to
the objectives of each new experimental campaign.

For this reason, this study aims at assessing the effects of CL in the con-
text of tokamak control, where poor reward signal and state representation at
the beginning of learning, can destabilize the whole training process. We do
not specifically intend to reach a new general performance threshold, but look
for increased performance at start of each new task, specializing exploration as
training evolves towards its final goal. Considering the cost of data sampling
using WEST simulations, yet in the real world, curriculum learning could be
of great help to stabilize the entire procedure, and reduce convergence time by
several orders of magnitude. Furthermore, each new experimental campaign on
WEST requires the definition of multiple control scenarios. The latter might have
shared plasma states, and overall control objectives. This means that the same
events can be used within different scenarios, especially while choosing initial
conditions or terminal ones. Since a scenario is a sequence of events, their order-
ing already defines a curriculum in an implicit manner, as plasma equilibriums
must follow each other in a realistic and feasible way. Moreover, one could go
further by explicitly building a curriculum on the reward function, considering
a sequence on its definition, i.e. directly on the explicit control objective which
might be similar between scenarios. A simple reward on the shape for example
could be used as a starter, latter including the elongation, etc. Both ideas lead
to the same conclusion regarding CL in fusion:

— curriculum generation and ordering could describe tasks as events, or inter-
mediate reward definitions;

— the two approaches shows that a curriculum working for one plasma scenario,
could be intuitively generalizable with little effort on similar ones, enhancing
production of controllers for several cases during experimental campaigns.

It is worth noticing that [45] addressed the initial drawbacks of the method
described by [12], i.e. training speed and steady-state performance of the con-
troller. Their approach resembles curriculum learning by borrowing its codes.
Researchers partition a target scenario in smaller chunks, each related to one
part of the general task. Distributed environments are then divided into sub-
sests of different cardinalities, each linked to one of the said chunks. Experiences
are accumulated from MDPs that differs implicitly in their underlying dynamics.
Sampled experiences are more diverse, and mix multiple levels of difficulty inside
the same training procedure. This approach already reduced training time by a
factor of 4. However, despite different initial state distributions, the overall task
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remains the same between chunks, and no proper curriculum is defined, i.e. no
knowledge transfer is present and task ordering is not specifically mentioned.
An interesting outcome shows that the two methods can be combined. This is
done by splitting the scenario in chunks, and all of them would then sequentially
refer to the same task definition. In the following sections, we will consider the
combined procedure in order to benefit from both approaches.

3.2 Curriculum Definition

Formalism. Let T be a set of tasks with m; : (S, A, P;,R;) € 7, all sharing
the same state and action spaces. Moreover, we denote D7, the set of all tran-
sitions belonging to 7, so that D™ = {(s,a,r,s')|Im; € 1,5 € S,a € A, ~
Pi(.|s,a),r = R;i(s,a)}. A curriculum C can then be defined as a direct acyclic
graph (V, e, H, 7), with V vertices, ¢ edges, H : V — P (D7), connecting v € V
to a subset of samples of D7. An edge < v;,v; > of C links two tasks, using all
samples associated by H to v; before transferring to vi. For each m; € 7, we
have D] = {(s,a,7,8)|s € S; = S,a € A, = A, s’ ~ Pi(.|s,a),r = Ri(s,a)}.
We need to associate all v € V with corresponding m,; and D], meaning that
each path on the graph directly influences how H : V — {D]|m; € 7} filters
knowledge transfer between tasks, with edges built on properties of the samples
associated with successive nodes. Indeed, tasks must be ordered properly so that
w} is useful for acquiring good samples at each transition on the current vertex.
In our case, a task is associated with only one vertex, and each intermediate
vertex sinks in only one node until the final one is reached, i.e. the final task
[33]. This defines an oriented sequence of tasks, similar to what was previously
stated in terms of curriculum learning.

t= tfinal

0 > T

Fig. 3. Schematic view of the scenario of interest. It starts from a limiter configuration,
and ends up by stabilizing an elongated plasma with an X-point (Xp) represented as
a star.
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Tasks. In this work, tasks are defined on the reward function, and only one
scenario is considered for learning a controller. We focus on transitioning from a
“circular” shaped plasma in limiter configuration, to an elongated plasma in X-
point (X,,) configuration, i.e. £ > 1 (Fig. 3). A plasma can be seen as a succession
of nested closed magnetic flux surfaces. The Last Closed Flux Surface (LCFS)
defines the plasma boundary, which evolves until reaching the desired configu-
ration. Once the latter is achieved, the LCFS is surrounded by open surfaces,
while the X-point appears at its intersection. Specifically, elongated configura-
tions have improved confinement properties compared to limiter plasmas, at the
cost of developing growing vertical instabilities which make control more diffi-
cult. The chosen curriculum is entirely conditioned by a set of predefined rewards
R;. This means that while it could have been defined automatically, the uncer-
tainty around tokamak dynamics makes the choice for a handcrafted sequence
of tasks quite straightforward for this first application. Prior control experience
on the device informs on which tasks could be considered easier than others.
This work then relies on human experts for both determining 7, as well as the
resulting sequence order based on V and e. More precisely, the curriculum has
been built from physical intuition around several key control challenges studied
for all tokamaks (Fig.4):

1. vertical stabilization of elongated plasmas while tracking plasma current
is a well-known control problem. Using classical feedback control, simple
proportional-integral-derivative (PID) controllers [3] can stabilize plasma’s
magnetic center (p,, zm), as well as plasma current I,. Their relative sim-
plicity is not far from a basic RL-based solution, as a naive agent could be
summarized as proportional-integral control which reduces errors between
observations and targets. The initial reward function then includes targets
for the two elements of interest. Hence, handling such classical problem is a
good start in order to build strong foundations for the next tasks;

2. tracking the entire plasma boundary becomes more challenging, as approaches
from classical control often relies on more advanced methods to synthesize
efficient controllers. Since the difficulty becomes more important, we add the
LCFS as well as the elongation to the initial targets. This creates a way to
guide the agent towards an elongated shape, properly positioning it before
the final task;

3. finally, once the plasma is set up towards its X-point configuration, we modify
the reward to include targets on the X-point itself (distance, magnetic flux,
etc.). This could be considered as a fine-tuning exploration, since the agent
must have already positioned the plasma boundary according to the final
configuration. Nevertheless, we must proceed with caution, in order to avoid
loosing accuracy on previous tasks through catastrophic forgetting [16].

Transfer Learning. We transfer the policy and the action-value function between
tasks, with both of them represented by neural networks. The parameters of Q;
learned during an intermediate task, serves as initialization for the parameters of
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(3] 8]
o >
S I
Ry (raa,2um), Ip Rs : Ry, k,LCFS Rs : Ry, X targets

Fig. 4. Curriculum overview. We start from a simple vertical control stabilization prob-
lem with an evolving plasma current, to a complex one involving shape and X-point.

the next action-value function Q;, without any freezing procedure which could
negatively impact transfer [49]. Doing so bias the agent towards more efficient
exploration in the next domain. The policy’s weights are also used to initialize
the parameters of the new one, again without any freezing procedure. One could
have incrementally frozen layers between tasks in order to keep previous repre-
sentations learned by the controller. However, we empirically observed that it is
not necessary for the curriculum learning to work well in practice. Furthermore,
it limits the amount of tasks present in the curriculum, as the number of layers is
bounded. We further use potential-based advice reward shaping (PBARS) so that
Rj(s,a) = Ri(s,a) + F(s,a) + R;(s,a) with F(s,a,s',a’) = Qi(s',a') — Qi(s,a).
R; retains knowledge from the source task and F' encourages exploration from
states that were valuable and overlap with the target j. They form the potential-
based bonus with guarantees that it will not change the optimal policy [21].

Transfer Metrics. While final performance on the target task will be analyzed,
our main objective is to observe how CL could produce RL-based magnetic
controllers faster, for routine use on WEST. Metrics must be chosen accordingly
in order to measure by how much it speeds up training, compared to the vanilla
method where the agent learn directly on the final task. We will refer to this
question with two tools: the jumpstart and the Time to threshold (TTT). The
former measures the initial performance increase at the beginning of each new
task as a result of transfer; the latter checks how much faster the agent learns
the policy which reaches a threshold on the episode return for the final task, with
or without curriculum. Each intermediate task is caped to a maximum duration
of 60 evaluation episodes, mostly to stay in line with empirical observations
regarding time taken by the warmup phase, i.e. the phase during which trained
NNs do not undergo real variations.
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4 Experiments

4.1 Setup

The NICE Code. The environment is based on the NICE C++ code [14], which
solves the Grad-Shafranov equation [48] for the plasma domain, with resistive
diffusion [22] and transport equation enabled. We use its forward evolution mode
which computes the environment’s state at each timestep. Moreover, power
supply and diagnostic models are implemented in order to account for bias,
delays and offsets of actuators. Overall, it gives an accurate representation of
the plasma, as well as the WEST control system. NICE is safely initialized to a
limiter shaped plasma extracted from recent experimental data, whose internal
profiles are randomized to promote diversity among examples. Such randomiza-
tion is performed according to a study of NICE convergence under variations of
three parameters, all defining the parametric representations responsible for the
said initial profiles. In this 3-dimensional parameter space, the obtained hyper-
cube is used to sample a triplet at the beginning of each new episode, which
minimizes the risk of NICE not converging. By doing so, we ensure a more rep-
resentative set of examples regarding plasma evolution, while avoiding a change
in the initial shape which has been specifically chosen because of its numerical
stability. The relative error of the Newton solver is increased to accelerate execu-
tion without significant loose of accuracy in its outputs. Termination is triggered
if thresholds are reached on active coils currents or safety factor (proportional
to the geometry of the plasma and its current), to avoid any damage on the
device. The simulation step size is set to 1 ms, with episodes typically lasting
for 350 timesteps, as it appears long enough for transitions between the two
configurations of interest on WEST.

Table 1. Reward components description with dimensions. Scaling to [0, 1] range is
performed, before combination to a final scalar value. Alpha is specified for each com-
ponent if it has multiple targets. Flux setpoints are set to 1 since their measure is
normalized, while flux gradient must tend towards zero.

Component Good/Bad|a |weight
LCFS [m)] 0.005/0.1 —13.
Magnetic center [m)] 0.002/0.03x 1.
K 0.005/0.03x |1.
I, [kA] 0.5 20 x 3.
X point distance [m] 0.01 0.15x 2.
Flux at current x point 0. 1. |x |2.
Flux at target x point 0. 0.08x |2.
Flux gradient at target x point|0. 4. x |1.

Final combiner: Smoothmaz(a = —0.5)
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State and Action Spaces. The environment’s state is defined as s = {y, I, m}
with y the plasma equilibrium information, I, the currents in the active control
coils, and m the raw magnetic measurements. y typically contains all quantities of
interest described in the curriculum definition. It is usually difficult to observe the
entirety of s in real-time. To overcome this issue, the learned policy is restricted
to a Partially Observable MDP (POMDP) where the state space is limited to the
observation space O. As such, we have o(s) = {tr,my, fl, I, %}, with tr target
references, {my, fl} magnetic probes and flux loops raw measurements, and d;’;b ,
temporal derivatives of magnetic probes signals. Noise is injected in observations
at each timestep from Gaussian laws with parameters identified from WEST
plasma discharges database, as well as delays to model real data acquisition from
sensors. For actions, voltages are sampled from Gaussian distributions which
parameters are the outputs of the control policy, and then supplied to each
of the 11 PFCs circumventing the device (Fig.1 - Naming conventions stated
in Fig.2). After exploring possible outcomes during training, only the mean of
each distribution is kept at inference to predict optimal actions. Offsets, bias
and delays are part of the power supply model within NICE to ensure correct
handling of WEST actuators in the real world.

Rewards. Each reward R; is a normalized weighted combination of error sig-
nals, extended with PBARS. Each component ¢ is computed as the difference
E; between its target value and the one retrieved from the environment, then

scaled to [0, 1] with Softplus( E;) = min(maxz(2 - 0(—109(19)(%)),0), 1).
They are then combined into a final scalar within the same interval using the
function Smoothmaz(a, Ry, W) :=3_; ijgeaRf/Zj wje® ™. If one component
is made out of several targets, an intermediate combination using the latter is
also performed. Good and bad parameters in the Softplus formulation, scale the
reward signal according to regions of interest in the reward space. Tight val-
ues in both parameters will lead to higher focus on the component to achieve
high reward. Smoother values will help exploration at the cost of precise control.
Weights in the Smoothmax definition affect the importance of each reward com-
ponent, while the « defines focus balance between them. Specifically, we combine
all 32 distances between computed and reference points of the LCFS with w =1
and a = —1. Reward undergo a final scaling, so that the maximum cumulative
reward for 350 ms equals 35. For a description of each component’s weight and
parameters, please refer to Table 1.

Agent. In this work, a distributed Maximum & Posteriori Policy Optimization
(MPO) [1,2] is used, which have shown strong empirical results on a wide range
of control problems, including fusion. It is part of a recent interpretation of RL as
probabilistic inference [28]. Since our environment is computationally expensive,
such paradigm is useful to reach faster convergence compared to a variety of
policy gradient methods, while avoiding the use of on-policy algorithm such as
Prozimal Policy Optimization (PPO) [39]. Our implementation is distributed,
and composed of 95 multi-layered perceptrons (MLP) for the actors, and a Long-
Short-Term-Memory (LSTM) for the critic [23]. MLPs help the first to stay fast
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Table 2. Agent’s hyperparameters.

Hyperparameter Chosen value
Batch size 256
Discount factor 0.99
Sequence length for critic/64
Burn-in length critic 10

To 0.5

€ 0.5

€ 9.09e—5
€o 9.09e—8
learning rate 3e—4
dual learning rate le—2

enough for real-time control constraints in case of deployment on the real device;
the LSTM allows the second to better represent interaction dynamics through
longer sequences. Moreover, this asymmetric setup has been shown to be more
efficient than one solely relying on MLPs [12]. As stated previously, we use
stochastic policies which predict a mean and a standard deviation for each of the
11 control coils. Once training is completed, exploring possible outcomes is not
needed anymore. As a consequence, only the mean of each distribution is kept at
inference to predict optimal actions. Sequences are partitioned so that a burn-in
phase takes place at each learning step, i.e. part of each input sequence sampled
from the replay buffer is used to initialize the LSTM core [25]. Adam optimizer is
used both for the critic and the actor networks. Specific hyperparameters chosen
for NNs definition can be found in Table 2, while others follow previous works.
They either come from a grid search, kept narrow to evade an explosion of the
computational budget, or directly reused as is from [26].

Training Framework. The interaction loop can be described as follows: a learner
worker uses information gathered within a replay buffer to optimize policy and
critic NNs; actor threads work independently from each other. Each thread spans
a UDS protocol client-server interface with its own random seed, in which the
policy interacts with an instance of NICE, sending data to the replay buffer
asynchronously; each actor updates its control policy by copying weights peri-
odically from the learner. Evaluation is performed on a separate thread during
training for monitoring purposes, using only the mean of the current policy as
stated before. This results in a fast and reliable, multi-threaded and multi-GPU
framework, running numerous instances of the NICE environment in parallel to
learn a control policy in Python (Fig.5). Policy networks are all restricted to
CPU, in order to lower simulation to reality gaps. Every aspect of the framework
then ensures that training can put the agent in realistic conditions with regards
to the machine’s usual operation. Experiments are performed on a NVIDIA®
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Fig. 5. Framework’s overview.

Tesla™ V1008 for the learner, and Intel® Cascade Lake® 6248 at 2.50 GHz for
the C++ environments. As a side note, the framework is flexible enough to allow
fast update or addition of new control scenarios.

4.2 Results

Training results are averaged over 3 different seeds of the evaluator thread. The
reward threshold for the TTT is set to 25, as control starts to perform relatively
well in such conditions.

Firstly, we know that an environment’s step within NICE lasts for about
13s on average during exploration, since the plasma reaches locations of the
vacuum chamber in which convergence of the simulation is more difficult. This
means that in the complex case, where poor reward signals are common, explo-
ration is long and tedious, increasing computing time of an episode up to almost
2h if the latter reaches its full duration of 350 timesteps. Based on this idea,
the monitored training time for the vanilla method easily reaches the symbolic
threshold of an entire week. Moreover, the reward never exceeds 20 inside the
60 episodes cap scope, and struggles to reach 25 afterwards, which is way under
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Method||Jumpstart on the final task|TTT
Vanilla 4.3 180h
CL -10.2 60h

(a) Transfer metrics across seeds.

Episode mean reward||Error margin

Vanilla 5.2 +3.65
CL 18.4 +4.23

(b) Mean reward over tasks and across seeds.

Fig. 6. Analysis of the vanilla control policy against the CL method.

our expectations regarding TTT (Fig.7 - upper). One could mention the fact
that we could have undergo further hyperparameters search on the reward defi-
nition. However, we kept it general enough to avoid overspecializing the method
towards one scenario, leaving more room for adaptation. Also, by looking at bet-
ter reward specifications, we could have found improved results for the vanilla
method, but convergence would have still been slow, which is not in line with our
main goal. On the other hand, the CL procedure implicitly leads to reachable
states that are “easier” at the beginning of the initial task. As a consequence, the
duration of a simulation step in this case is shorter in average, and the simulation
converges to an equilibrium in about 2s. Next tasks follow on top of this idea,
which leads to 8.7s in average for what is remaining from the curriculum. This
leads to episodes computed at worst in a little more than 1h for complex tasks
if the maximum episode duration is reached, which is already an interesting out-
come. With that in mind, the reward threshold is reached in about 120 episodes,
and the TTT is reduced to approximately 60 h. As a matter of fact, we observe
a clear reduction in convergence time towards the reward threshold, sufficient
to gain proper control of the plasma in the configuration of interest (Fig.6a).
We stopped training before 60 evaluation episodes for the final task, since the
return was stable and close to 25. If we look at the jumpstart using the total
number of episodes, CL actually performs equally, if not worse, than the best
obtained return for the vanilla method at each curriculum step (Fig.7 - upper).
A simple explanation comes from the fact that the added reward complexity
inevitably drops the initial return. Another explanation could arise from catas-
trophic forgetting, but a more rigorous evaluation is required to confirm this
hypothesis. After those sudden drops, the agent fails its first attempt, especially
on the last task, but ends up recovering. Let us recall that we are not stopping
previous tasks based on performance, but rather constraining the entire training
time to 60 evaluation episodes. So, this situation is not entirely surprising, since
no optimal behavior is guaranteed at the end of each intermediate curriculum
step. Moreover, MPO requires several initial exploratory episodes, in order for
training to start concretely. This means that the overall method could also be
analyzed without those warm-up interactions, restricting the figure to the last 20
meaningful episodes for example (Fig. 7 - lower). In this case, both metrics gives
better results, as only improved behaviors are taken into account: the jumpstart
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Fig. 7. Episodic return for both methods (vanilla - red, CL - green). Since MPO goes
through a warm-up phase, we consider the last episodes that were meaningful regarding
reward convergence. (Color figure online)

is significantly higher, despite the last drop for the last transition, and the time
to threshold is even lower.

CL does clearly improve the average performance on the final task (Fig. 6b),
as it performs better than the vanilla policy (Figs. 7 - both). It enhances magnetic
control, showing that the method does not induce any training instabilities, apart
from potential catastrophic forgetting.

5 Conclusion and Perspectives

Curriculum learning displays interesting results in terms of convergence time,
while reaching higher levels of performance than a controller exhibits when
trained from scratch. Through the simple definition of a sequence of tasks in
terms of reward functions, robust magnetic controllers are obtained three times
faster than baseline training which requires at least a week. This work is one
of the first attempts along with [45] to look for practical means of speeding
up training of RL-based magnetic controllers. The two methods are also not
orthogonal, and combining them leads to the same conclusion.
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However, we fixed the action space between tasks, but using the 11 coils
might not be useful all the time. Same goes for the magnetic measurements,
since nothing indicates that all sensors are always useful. Automatic sequencing
of the action and state spaces definitions could help in improving the curriculum
generation. Moreover, this work considers only one curriculum, applied to a single
scenario of interest. Further works would benefit from more extensive evaluations
and ablation studies to properly identify the effects of each component (tasks
ordering, reward shaping) on the curriculum learning strategy.

A clear limitation of the method comes from the risk of catastrophic forget-
ting, since we transfer without freezing weights. In-depth analysis and improve-
ment of the root causes (replay buffer [35], NN sizes, etc.) which could cause
such phenomenon would help in performing better transfer of the policy between
tasks. An interesting perspective lies in the use of Progressive Neural Networks
(PNN) [37], which are not affected by catastrophic forgetting and are theoreti-
cally capable of handling complete different tasks. However, big architectures for
the actors can not efficiently work on real-time control systems due to predic-
tions slower than the timescale of many plasma events. One solution could come
from Policy Distillation [36]. By training PNNs through curriculum learning,
powerful expert policies could be obtained quickly, and distilled into a smaller
network in line with our operational constraints.
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Abstract. The monitoring of data quality in high-energy physics exper-
iments is essential during both data acquisition and offline analyses to
ensure the reliability of datasets. The Compact Muon Solenoid (CMS)
experiment at the Large Hadron Collider (LHC) has recently imple-
mented Data Quality Monitoring (DQM) at the granularity of individ-
ual “luminosity sections” (LSs), each corresponding to approximately
23 seconds of data collection. This paper presents a novel application
of AutoEncoders for anomaly detection in DQM, specifically targeting
quantities associated with jets and missing transverse energy (MET).
The developed method allows for the detection of anomalies at the LS
level, which might be missed when examining integrated quantities. By
automating the identification of anomalies, this approach enhances the
efficiency and precision of the DQM process, ultimately improving the
quality of the datasets used for analysis.

1 Introduction

The Compact Muon Solenoid (CMS) [4] is a general-purpose detector at the
Large Hadron Collider (LHC) at CERN. CMS is designed to study high-energy
proton-proton collisions, to better understand the fundamental forces and parti-
cles that make up the Universe. The CMS apparatus is composed of a complex
system of sub-detectors to detect the particles produced in proton or ion colli-
sions. The only particles that CMS cannot directly detect are neutrinos due to
their very weak interaction with matter. To indirectly observe neutrinos, a kine-
matics observable called missing transverse energy (MET) is usually employed.
MET is defined as:

9 (1)

MET = | -} pr,
i

where pr; is the transverse momentum of the i-th reconstructed particle of the
final state.

Since the transverse momentum of the initial state is null, according to the
law of conservation of momentum and energy, MET is expected to vanish if all
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Fig. 1. Histograms of a Monitor Element (MET Significance) for three different runs,
one flagged GOOD and two presenting an anomaly, therefore flagged BAD.

products of a collision are detected. However, because neutrinos and other weakly
interacting particles can escape the detector without being directly detected,
their presence results in a nonvanishing missing transverse energy value.

Particles with a color charge, such as quarks and gluons, cannot be directly
observed. This is due to a fundamental principle known as color confinement,
which states that color-charged particles cannot exist in isolation and must
always combine in ways that result in an overall color-neutral charge. To comply
with color confinement, quarks and gluons produced in strong interaction pro-
cesses generate other colored particles, forming hadrons that cluster into jets,
i.e., collimated groups of colorless objects [2].

The LHC’s operation consists of several phases, which can be broken down
into three main stages: the filling of the machine with proton beams (which takes
minutes); the subsequent collision phase, in which the beams are brought into
collision, which can last several hours, typically until the proton population in
the beams has fallen below a predefined threshold; the beam dump, in which
the remaining beams are dumped and the machine is cycled again. These three
stages are collectively called in jargon a fill. CMS takes data during the collision
phase of every fill and this data is gathered in “luminosity section”, lumisections in
short (LSs), that are sub-sections corresponding to around 23 s of data collection
during which the instantaneous luminosity (a quantity related to the collision
rate) is almost constant [4]. LSs are grouped in runs, of thousands of LSs.

Being CMS composed of various subsystems, each serving a specific purpose
in particle detection and measurement, issues in the different sub-detectors can
arise due to various factors, such as radiation damage, electronic noise, aging of
components and temporary malfunctions (such as tripping of individual compo-
nents). The monitoring of data quality is therefore crucial both online, during
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the data taking, to promptly spot issues and act on them, and offline, to pro-
vide analysts with datasets that are cleaned against the occasional failures that
may have crept in. Data Certification (DC) is the final step of quality checks
performed by Data Quality Monitoring (DQM) on recorded collision events. For
each run, experts monitor several reconstructed distributions called Monitor Ele-
ments (MEs) to spot issues and anomalies in the data. For quantities pertaining
to hadronic jets and MET, an issue in a few LSs could cause the entire run to
be flagged as problematic (BAD) and thus removed from the pool of good-for-
analysis data (GOOD).

Figure 1 shows the integrated (over the whole run) histogram illustrating
a specific ME (MET Significance) for three distinct runs- one categorized as
GOOD and the other two as BAD.

MET Significance is defined as:

MET MET
\/SumET \/Zl |pT,i| .

This paper introduces a novel application of AutoEncoders (AEs) for
anomaly detection within the CMS DQM framework. By exploiting unsuper-
vised machine learning (ML) techniques, we aim to automate the identifica-
tion of anomalous LSs. This approach enhances the efficiency and precision of
the DQM process, allowing for the isolation and removal of problematic LSs,
thereby improving the overall quality of datasets available for analysis. Our
method demonstrates significant improvements in detecting subtle anomalies
and ensures that data previously flagged as problematic can be refined and uti-
lized effectively, ultimately contributing to more accurate and reliable physics
analyses.

As the first automated technique at the per-LS level, our method offers clear
time savings over manual analysis, with no prior ML methods for direct compar-
ison. Future work will include evaluating our approach against other emerging
ML techniques as they become available.

METSig = (2)

2 Methods

CMS has recently extended the capability of accumulating quantities moni-
tored for data quality purposes per-LS to Jet and Missing Energy (JME) MEs.
This capability allows for higher granularity in detecting anomalies, potentially
enabling the saving of more data from runs presenting only a limited set of
anomalous LSs. Given the high number (on the order of thousands) of LSs to be
analyzed for each run, an automated approach for DC is required.

ML, particularly Neural Networks (NN) [8], can be implemented to this end.
Therefore, to attack the problem, we employed unsupervised ML models based
on AutoEncoders (AE) [9].
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Fig. 2. Scheme of training and testing steps for the models

2.1 Input Data and Preprocessing

Given a specific ME, the input features to our models consist of bins of the
corresponding histogram, with each LS being a single time sample. The binning is
defined a priori based on the specific MEs and is determined by the experimental
setup. Thus, data is structured in the shape (#bins, #LS). Before feeding the
models with training (and testing) data we performed rescaling in the [0, 1]
interval. This is a common practice for these kinds of models. Different rescalings
are possible, but one that we found very effective is the following bin-by-bin
rescaling:

Tirain — MIN(Ttra;
i‘train — train ( traln) , (3)
max(mtrain) - mln(xtrain)

where the maximum and minimum are computed along the time direction.

2.2 Models

Two types of AutoEncoders (AEs) were developed: a dense Under-complete
AE and a Long Short-Term Memory (LSTM) Under-complete AE. An Under-
complete AE refers to an architecture where the number of nodes decreases in
the encoder layers and then increases in the decoder layers.

The first model that was optimized is a dense Under-complete AE [9] built
using dense layers with three hidden layers in total, see Fig.3. The number of
nodes inside the layer after the input layer (encoding_dim_1) and the number
of nodes inside the central layer (encoding_dim_2) are two hyper-parameters of
the model.

The second model is the more complex LSTM Under-complete AE [10]
schematized in Fig. 4. This model is designed to handle sequential data, making
it suitable for the time-series nature of DQM metrics. The use of LSTM nodes
allows the model to capture temporal dependencies within the data, providing
a more accurate representation for time-series analysis.

The structure is analogous to the dense Under-complete AE, with two hyper-
parameters for the number of nodes in the hidden layers. However, each node
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Fig. 3. Structure of the dense Under-complete AE (the number of nodes is just indica-
tive, encoding_dim_1 = 3, encoding_dim_2 = 2)
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Fig. 4. Structure of the LSTM Under-complete AE (the number of nodes and the
size of the window are just indicative, encoding_dim_1 = 6, encoding_dim_2 = 3 and
window_size = 4)

in this model is an LSTM node, which stands for Long Short-Term Memory
recurrent neural network (RNN). Due to the recurrent nature of LSTM, each
node processes not a single time sample but a sequence of samples defined by the
hyperparameter window_size. Consequently, the output of each layer is dupli-
cated and fed into every node of the following layer. For the latent layer, a
RepeatVector layer is used to replicate the latent vector, enabling the subse-
quent decoding layers to process these copies.

The choice of these two models was driven by their complementary strengths.
The dense Under-complete AE is simpler and faster to train, making it suit-
able for initial anomaly detection tasks. On the other hand, the LSTM Under-
complete AE is more adept at capturing temporal patterns within the data,
which is critical given the time-series nature of the input features.

2.3 Training and Testing

Both the models were trained on non-anomalous data from GOOD runs: his-
tograms of specific MEs are fed to the model with per-LS granularity to allow
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the AE to learn a normal, non-anomalous behavior of that specific ME, see
Fig. 2. The training is performed via the minimization of the reconstruction loss,
a measure of the distance between the input and output of the AE. In this case,
the reconstruction loss is the mean squared error (MSE):

n

MSE = % Z (i —9:)% (4)

i=1

where y and ¢ are respectively the input and the output of the AE, and n is the
bin number.

Possibly anomalous runs under investigation are tested by examining again
the reconstruction loss: peaks and steps in this function indicate LSs containing
histograms that deviate from the learned behavior.

2.4 Optimization

Each model is optimized individually for each ME by training on a reference
GOOD run and validating it on a collection C of N known anomalous runs. The
chosen metric, n = . n;, ¢ € [1, N], increases with the size of the step/peak in
the reconstruction loss when the anomaly occurs and decreases with the standard
deviation of the reconstruction loss in non-anomalous regions:

e ‘ mean (MSEanom) — mean (MSEno—anom ) |
g stddev (MSEno—anom ) ’

()

The hyper-parameters optimized for the dense model were encoding_dim_1,
encoding_dim_2 and batch_size, while for the LSTM model, the window_size
of the LSTM layers was also used. The optimization was performed using the
automatic hyperparameter optimization software framework Optuna, exploiting
the TPE (Tree-structured Parzen Estimator) sampler and the Hyperband Pruner
technologies [1]. Based on the reconstruction loss of the optimized models on C, a
threshold value, denoted as thr, was associated with each model. During testing,
if the reconstruction loss surpasses this threshold, it is flagged as anomalous,
prompting the removal of the corresponding LSs.

3 Results

The models are tested in this example on a run (360950) that was flagged BAD
by JME due to the presence of an anomaly visible in histograms of many different
MEs, see e.g., Fig. 1. The training is performed on a reference run (GOOD) char-
acterized by operational conditions analogous to those of the run being tested.
By analyzing the per-LS MET Significance for the run via the dense Under-
complete AE, a peak is observed in the reconstruction loss corresponding to a
specific LS (Fig. 5a). The threshold for this model, thrgepse = 0.1, is passed.
Once the anomalous LS is identified, it is removed from the run. The result-
ing histogram for the BAD run shows how the cause of the MET Significance
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anomaly was isolated to a specific LS, as shown in Fig. 5b: the exclusion of the
identified anomalous LS results in the remaining data no longer exhibiting the
anomaly.

CMS Preliminary  0.206 b, 2022 (13.6 TeV) CMS Preliminary  0.206 fb™!, 2022 (13.6 TeV)
a T T T T T T T LI | 8 T T T T T
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Fig. 5. (a) Reconstruction loss by the dense Under-complete model for an anomalous
run showing a high peak corresponding to LS 469. and (b) histogram of the same run
before and after the removal of the identified anomalous LS

As a second example, we consider a run presenting (in its integrated his-
togram) an analogous anomaly, Fig.6a. When tested with the dense Under-
complete model, only a major peak in the reconstruction loss is visible, along
with smaller peaks that are not relevant according to the predefined threshold,
as shown in Fig. 6b. We emphasise that for single LS anomalies, comparing the
anomalous run with the average along the time direction of a GOOD training run
using MSE is generally sufficient to identify the issue: this is evident in Fig. 6b
for the first peak. When the only relevant LS is removed, the resulting histogram
still presents an anomalous shape, as shown in Fig. 6a. Since manually decreas-
ing the threshold allows for the removal of the entire anomaly (as a second peak
is considered), we decided to test the more complex LSTM Under-complete AE
on the run. The resulting reconstruction loss shows a more pronounced peak
for a second LS, which is acceptable according to the threshold for the model,
thrrstv = 0.1, as shown in Fig. 6b. The removal of both major peaks results in
the complete elimination of the anomaly, as shown in Fig. 6a. It is important to
stress that for this second anomaly, comparing the run with the average of the
training run is not sufficient to highlight it.

Upon inspecting the two identified LSs, it is apparent that both anomalies
were affecting the same set of bins in the histograms, with the second one being
less pronounced: this results in a suppression of the magnitude of the rescaled
bins after (3), making the anomaly less visible to both models.
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Fig. 6. (a) Histogram of an anomalous run before and after the removal of the identified
anomalous LSs. The orange histogram represents the result after removing the LS iden-
tified by the dense Under-complete model, while the green one shows the result after
removing both LSs identified by the LSTM Under-complete model. (b) Reconstruction
loss comparison between the dense Under-complete model (blue), the MSE comparison
with the average of the training run (orange), and the LSTM Under-complete model
(green) for an anomalous run. Both the dense model and the comparison with the aver-
age exhibit a prominent peak at LS 71, surpassing our predefined anomaly threshold.
Meanwhile, the LSTM model displays both a significant peak at LS 71 and a secondary,
albeit less pronounced, peak at LS 156, both exceeding our anomaly threshold for the
model. (Color figure online)

4 Conclusions

An AutoEncoder-based anomaly detection tool has been successfully developed
and tested for Data Quality Monitoring (DQM) in the CMS experiment. This
tool, capable of detecting anomalies at the granularity of individual luminosity
sections (LSs), significantly improves the data certification process by isolating
problematic LSs within runs that were flagged as BAD.

While some anomalies could be detected through straightforward statistical
comparisons, such as evaluating deviations from average values, these methods
often miss more subtle anomalies that can significantly impact data quality.
The models presented in this paper, particularly the LSTM Under-complete
AutoEncoder, demonstrate a greater capability to identify such subtle anomalies
by learning complex patterns within the data. This enhances overall data quality
by allowing more accurate identification and removal of problematic LSs. The
removal of identified anomalous LSs ensures that the remaining data is reliable,
thus recovering data that would otherwise be discarded. This approach not only
streamlines the DQM process but also increases the efficiency and accuracy of
data used for physics analyses.
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To thoroughly understand the contributions of individual components and
model variations, an ablation study can be conducted in future work. This study
would involve systematically removing or altering components of the models to
evaluate their impact on performance, thereby providing deeper insights into the
effectiveness of each model component.

Even though machine learning and deep learning have been employed in
high-energy physics (HEP) for physics analysis [6], and in particular for anomaly
detection [3,7], this work represents one of the first instances of their applica-
tion in DQM. The successful implementation of machine learning techniques, as
demonstrated here, highlights their potential in enhancing the robustness and
reliability of data quality monitoring in HEP experiments.

This work utilizes results that are part of a CMS Detector Performance Note
(DP-note) [5].

Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.
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Abstract. Public deliberation forums produce copious amounts of unor-
ganized textual data reflecting diverse viewpoints. Visualization can
serve as a valuable tool for understanding the relationships between
policy preferences. We introduce a unique approach to visualizing opin-
ion data gathered from the Polis online platform in which LLMs are
used to generate positions and structure the data into argument maps.
Each Al-generated position is supported by human-generated state-
ments, providing a more meaningful organization of Polis’s opinion data.
We believe that these argument maps can provide policymakers with
easy-to-understand visualizations that summarize public sentiment.

Keywords: LLMs - argument mapping - computational democracy

1 Introduction

Deliberative democracy encourages participants to reflect on various perspec-
tives and form an informed opinion through evidence and reasoning. It assumes
that through rational discourse, participants can arrive at decisions that are
more legitimate and informed [11]. Such discourse can be effectively organized
into an argument map, which visually represents the flow of information [5], as
explored by Klein [6], emphasizing the significance of crowd-scale deliberation in
tackling complex issues. Platforms like Polis [9] provide a scalable way to gauge
public opinion using real-time voting and commenting. Our experimental app-
roach leverages Large Language Models (LLMs) to organize this unstructured
opinion data into visually appealing argument maps.

Starting with a set of publicly available Polis datasets, we review discus-
sion events held by various organizations. Using various transformer models, we
calculate embeddings for all statements, cluster similar data points and iden-
tify latent topics within the dataset through topic modeling. We then identify
problems and proposed solutions, and use those to craft actionable positions
or insights aimed at driving policy changes. Then we visualize these insights
using argument maps—a set of discussion trees that organize these statements
hierarchically, demonstrating the collection of human-generated statements that
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support each of the Al-generated insights, providing a meaningful categorization
of statements. Finally, we use a scoring technique to surface the most valuable
insights. Our methodology is designed to uncover and identify insights with the
highest levels of public acceptance, thereby facilitating a comprehensive under-
standing of the public opinion data and aiding in well-informed conclusions.

2 Related Work

The integration of LLMs in the realm of policy decision-making, particularly
in conjunction with the principles of collective intelligence, carries significant
potential yet remains underexplored. While there is a robust body of literature
on the usage of LLMs for a variety of practical applications [8] and on the
fundamentals of collective intelligence [7], the effective amalgamation of these
two domains in policymaking contexts is not extensively studied. The work of
Small et al. [10] touches upon the capabilities of LLMs to process, structure,
and interpret large-scale public opinion data for informing policy decisions. This
paper builds upon their work by providing a detailed pipeline on the usage of
LLMs for generating argument maps. Software agents carry the potential to
drastically enrich the deliberative process through argument mapping [1]. These
agents not only facilitate the capture and organization of complex discussions
but also ensure that related discourse across topics is interlinked and easily
navigable, thereby enhancing the depth and breadth of analysis. Moreover, the
role of automated facilitation agents in enhancing the deliberative process is
notably illustrated in several works [3,4].

3 Method

Datasets. Our research focuses on two sets of events from the Polis dataset:
american-assembly.bowling-green and scoop-hivemind. The first one originates
from a conversation facilitated by the American Assembly in Bowling Green,
Kentucky in 2018. This dataset explores local and regional perspectives regard-
ing the city’s well-being and probes the narrative of a divided America. It com-
prises 896 comments, of which 289 were moderated out, leaving a substantial
607 comments for analysis. This dataset is particularly valuable for understand-
ing community priorities and perceptions at a local level. The second set, scoop-
hivemind, stems from multiple conversations conducted by New Zealand’s Public
Engagement Projects (PEP) in partnership with the news outlet Scoop regarding
issues of national significance. It consists of a total of 752 comments submitted
by 96 people, with 294 comments moderated out, resulting in 458 accepted com-
ments. These datasets include detailed voting data accounting for each agree or
disagree vote cast by the participants.

Language Model Interaction. To manage text generation from our language
models, we use the guidance framework originally developed by Microsoft. It
represents a unique programming paradigm that enhances control and efficiency
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by constraining generation through regular expressions and context-free gram-
mar. Figurel shows how developers can freely add text at any point between
text generations, effectively interleaving control and generation seamlessly using
traditional programming paradigms such as conditionals and loops.

Insight Generation. An insight is a position that advocates for specific actions
to address identified issues or implement solutions. This paper proposes a unique
approach, outlined in Fig. 2, to synthesize insights by interpreting the statements
posted by humans without introducing new ideas or concepts. First, using the
BERTopic framework [2|, we cluster the statements into separate topics and
identify representative phrases for each of them. To ensure fair representation,
we calculate an agreeability factor for each statement, defined as the ratio of
agree votes to the total votes. For each topic, we prompt the LLM with each
topic’s representative keywords and statements with agreeability above a set
threshold, and ask it to identify potential areas for improvements. In a second
set of instructions, as shown in Fig. 1, we prompt the model with each listed area
of improvement and ask it to identify the most significant problem and proposed
solution from within the user statements.

1se List the 8 most important areas of improvements from these statements, each on a new line.

- Cooperation between WKU and Bowling Green for community involvement and internships

- Accessible mentorship programs for young adults and teenagers

- Community enrichment classes and activities, including woodworking, welding, gardening, and home beautification
- More after-school activity centers for youth with extended hours of operation

- Increased number of concerts held in Bowling Green

- Better incorporation of university resources in community, including Kentucky Museum

- Public adult swim facilities for year-round physical use

- More activities and places to go for teenagers

iser AREA OF IMPROVEMENT: Cooperation between WKU and Bowling Green for community involvement and internships
PROBLEMS IDENTIFIED: Lack of cooperation and partnership between WKU and Bowling Green, limited ities for ity i and ips for students
. ACTIONABLE SOLUTIONS: Strengthening mutually beneficial partnerships between WKU and Bowling Green, increasing for i and
stan
ARGUMENT: Strengthening WKU-Bowling Green partnerships will create more and intemnship benefiting both students and the local community.
ARGUMENT LABEL: Boosting student ies and
ise AREA OF IMPROVEMENT: Community enrichment classes and activities, including woodworking, welding, gardening, and home beautification

PROBLEMS IDENTIFIED: Limited community enrichment classes and activities in Bowling Green, particulariy in woodworking, welding, gardening, and home beauification

ACTIONABLE SOLUTIONS: and promoting i classes and activities that cater to various interests and hobbies

ARGUMENT: diverse classes and activities will cater to various interests, enhancing the overall quality of fe in Bowling Green.
ARGUMENT LABEL: Diversifying community enrichment

se AREA OF IMPROVEMENT: More after-school activity centers for youth with extended hours of operation
PROBLEMS IDENTIFIED: Insufficient after-school activity centers for youth with limited hours of operation in Bowling Green
ACTIONABLE SOLUTIONS: Developing and expanding after-school activity centers with extended hours of operation

ARGUMENT: Providing more after-school activity centers with extended hours will offer youth safe, engaging, and educational spaces beyond traditional school hours.
ARGUMENT LABEL: Expanding youth opportunities

Fig. 1. The set of instructions and prompts used to generate insights using Guidance
framework. Text highlighted in green was produced by LLM, while everything else
was programmatically inserted into the LLM context. Guidance enables developers to
intertwine text and generation, allowing precise control of language model contexts.
(Color figure online)

We do this to ensure that the model does not generate its own content,
but rather helps interpret the information already present in the public opinion
dataset. Finally, we feed this information back to the language model to synthe-
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size positions. This results in an actionable set of positions that advocate for a
change or improvement.

Topic Modeling ———_ Problems Discussed

//_’ ~a " I .

User Statements Areas of Improvement Actionable Insights —»/ Select top-n Insights per Topic —— Argument Map
~_

v
—» Filter by Agreeability —— ! solutions Identified —

Fig. 2. Insight generation pipeline demonstrates how user-generated comments are
used to synthesize actionable positions, which in turn are scored and sorted to generate
argument maps.

Insight-Statement Association. After generating coherent insights, we aim to
quantify the support behind each of these positions. We have the voting data for
individual statements but not the generated positions. Correlating voting data
requires a precise characterization of the semantic relationship between original
statements and the newly formed insights. To accomplish this, we experiment
with several techniques with varying degrees of success. First, given a set of
insights from a topic, we use the language model to sequentially consider indi-
vidual statements from that topic and select an insight that the statement most
closely supports. This paradigm assumes that each statement supports exactly
one position, which is often not true. Second, we use text embeddings to deter-
mine which statements are most closely aligned with each insight. Third, we
frame this as a three-class classification task to categorize each link between an
LLM-generated insight and a human-generated statement as either SUPPORT,
REFUTE, or UNRELATED. From within each topic, we present every possi-
ble insight-statement pair to a language model, one at a time, and ask for the
classification.

Insight Scoring. Our next task is to estimate the degree of consensus behind
each of our generated arguments. We use the available voting data to deter-
mine which statements support or refute a position and count the unique par-
ticipants endorsing these statements. Counting the number of participants who
agree versus those who disagree with each argument mitigates the influence of
highly active individuals that tend to vote on lots of statements, and thus more
accurately estimates the consensus as opposed to the raw number of votes. We
estimate an acceptance factor as an approximation of the ratio of people who
would potentially agree with the argument given their vote on the statement.

Argument Mapping. The final part of the pipeline involves visually depict-
ing the relationship between different entities on an argument map to articulate
and display the structure and interconnections of insights and statements within
a given context. Argdown is a simple Markdown-inspired syntax for analyzing
complex argumentation structures. We developed a reduced grammatical speci-
fication API for Argdown in Python, which abstracts the syntax and produces
a simple but valid argument map. To produce the maps, we iterate over our
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list of topics and select the top three insights from each. Then we select the
three most highly voted comments that support each argument. Each position
is connected to its parent topic, while each statement is connected to the posi-
tion that it supports. This creates a three-layer hierarchy, where the topics are
shown in the topmost layer, Al-generated insights are placed in the middle, and
human-generated supporting statements are at the bottom. The links in the map
are strictly for SUPPORT relationships since we treat REFUTE relationships
as noise pending further evaluation.

4 Results

Insight-Statement Association. Associating insights with individual state-
ments is a crucial part of our pipeline since it enables us to measure the support
behind each insight and prioritize the ones with the highest levels of consensus.
We experimented with three techniques to deduce this association. The sim-
plest option is to present all insights from a given topic to the LLM at once
and ask it to associate each statement to the most semantically related insight.
This technique, despite being simple, produced very unreliable results. This was
likely caused by excessive amounts of text in the model’s context window, which
severely impacted its reasoning abilities. The second technique involved using
text embeddings to find the most closely aligned statements. This reliably pro-
duced a list of semantically related insight-statement pairs, but it did not indicate
whether the two had a SUPPORT or REFUTE relationship, or even if one logi-
cally followed the other. While embeddings reliably identify semantic similarity,
they fail to provide any additional context into the association. The third tech-
nique, as shown in Fig. 3, framed the problem as a three-class classification task

You will be presented a statement and an argument. Statementis a user-generated comment from a discussion. Argument is an actionable solution.

TASK: Determine whether the statement supports, refues, or is unrelated to the argument
SUPPORT: The argument is consistent with the statement. A person who agrees with the statement will definitely support the argument
REFUTE: The argument goes against the statement. A person who agrees with the statement will definitely with the argument.

. UNRELATED: The statement and argument are not directly related. Implementing the argument will not directly address the underlying issue.
instruction

OUTPUT FORMAT

THOUGHT: Deliberate on how strongly a person who agrees with the statement wil support the argument.
RELATIONSHIP: One of the following: SUPPORT, REFUTE, UNRELATED.

REASON: Provide a reason for your choice.

ARGUMENT 6: Active Community
Enhancing indoor spors facilities would encourage physical activity, promote teamwork, and cater to diverse athletic interests.

STATEMENT 891 After school activity centers for youth with later hours of operation
THOUGHT: A person who agrees with the statement would likely support the argument, as later hours of operation for activity centers would provide more opportunities for youth to engage in physical activity and potentially
participate in indoor spors.

RELATIONSHIP: SUPPORT

REASON: Later hours of operation for activity centers align with the arguments goal of enhancing indoor sports facilties and promating physical activity.

STATEMENT 857: BG's Kummer Little gym is open limited hours for indoor track. On other hand, County has new gyms that are open lots of hrs. Inequitable.

THOUGHT. A person who agrees with the statement may refute the argument, as they might perceive the unequal access to indoor sports facililies as an issue that needs to be addressed before enhancing existing facilities.
ssistant  RELATIONSHIP: REFUTE

REASON: The argument focuses on improving existing faciliies, while the statement highlights the inequity between different facilities, which might be seen as a more pressing concern.

STATEMENT 693: Bowling Green needs more accessible programs for mentorships of young adulis and teenagers.

THOUGHT: A person who agrees with the statement might find the argument unrelated, s the enhancement of indoor sports faciliies does not directly address the need for mentorship programs for young aduts and teenagers.
RELATIONSHIP: UNRELATED

Fig. 3. LLM instructions to characterize relationship between insights and statements
using chain-of-thought reasoning. Text highlighted in green was generated by LLM,
while everything else was programmatically inserted into the LLM context. (Color
figure online)
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Fig. 4. Argument maps generated using american-assembly.bowling-green dataset cov-
ering two different topics. The upper map addresses healthcare and the opioid epidemic,
while the lower focuses on community enrichment programs. The middle row in each
map contains LLM-generated insights, while the lowest row has human-authored state-
ments that support one or more of the insights. We use Polis voting data to estimate
the potential agreement for each generated insight. (Color figure online)

and yielded the best results. The instruction prompt specified that the model
should only indicate SUPPORT if a person who agrees with the statement will
definitely support the insight. We also used a chain-of-thought reasoning tech-
nique, allowing the model to articulate its reasoning before rendering a decision.
Applying this process to every possible insight-statement combination is very
computationally expensive but yielded the most reliable results. We recommend
a combination of second and third techniques to develop a more efficient pipeline
with improved accuracy.

Argument Mapping. Figure 4 shows two argument maps generated using our
pipeline. The first one addresses healthcare issues in the city of Bowling Green,
while the second focuses on community enrichment programs. In each of the
trees, the top row shows the BERTopic-discovered topics, while the Al-generated
arguments are placed in the middle row; both feature a robot icon to clearly
indicate their non-human origin. Human-generated supporting statements are
placed in the bottom row along with a smiley that denotes human authorship.
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5 Conclusion

This paper tackles the challenge of structuring online discourse to distill large
amounts of opinion data into coherent, actionable insights, promising to sig-
nificantly enhance policymakers’ ability to understand and respond to public
opinion and lead to more informed and democratic decision-making processes.
We demonstrated a scalable and flexible software pipeline for retrospective data
analysis of deliberation events.! Although generating text using LLMs carries the
risk of hallucinations, our incremental approach provides guard rails to prevent
the language models from inventing new data.

Our work faced several limitations around the sensitivity of various models to
prompt changes and inability to handle complex instructions, requiring smaller
and simpler prompts to ensure accuracy. Future work will focus on extracting
issues, claims, and positions from individual statements and connecting ideas
across disparate statements and topics, enabling deeper insights into public dis-
cussions. This alignment between public sentiment and policy action would not
only enhance the legitimacy of democratic institutions but also ensure that gov-
ernance is more responsive, informed, and inclusive. Ultimately, we hope that
this research will result in tools that better assist policymakers and leaders in
making efficient and equitable decisions that improve consensus and engagement.
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Abstract. The work discusses the area of crowdsourcing in a smart city on the
example of participatory budgeting. Using the PLS-SEM model, factors that influ-
ence the willingness of residents to share knowledge with decision-makers were
identified.

Keywords: Crowdsourcing - Smart City - PLS-SEM - participatory budgeting

1 Introduction

Since the beginning of the second half of the 20th century, there has been a rapid devel-
opment of technology, globalization is progressing significantly and the development
of urban areas is visible. According to United Nations data [1], in 2018, 4.2 billion
people in the world (55% of the population) lived in urban areas. It is forecast that in
2050, urban areas will be inhabited by 6.7 billion people (68% of the population), which
shows how important an aspect of our civilization is urbanization and its final form,
cities. Nowadays, the term “smart city” is used more and more often on various levels. It
is a term [2] defining a certain idea and style of functioning of the city and the commu-
nity inhabiting it (smart societies). Currently, smart cities include not only technologies
such as Big Data, 5G Internet, IoT or Al solutions, but also communication between
decision-makers and residents, which in the form of proactive interaction supports the
perception of problems in cities and effectively solves them. One of the tools for efficient
communication between residents and decision-makers.

and other stakeholders operating in the city area may be crowdsourcing. It is the
process of assigning tasks to a wide group of people and proposing solutions to achieve
the organizer’s specific goals [3]. The most popular representative of crowdsourcing in
cities is participatory budgeting, which allows communication between decision-makers,
urban stakeholders and residents. It obtains information about the needs of residents [4].
In this work, the author focused on the analysis of factors that influence residents to be
more willing to share their knowledge with decision-makers.
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2 Smart City

The term smart city refers not only to urban architecture or infrastructure. It is inter-
disciplinary [5]. There is no one specific definition that fully defines the idea, concepts
and schemes of a smart city. Over the years, various terms and philosophies have been
created to describe agglomerations and urban structures that interact with society and
technologies. R. Giffinger defines [6] Smart City as a well-functioning city built on
an “intelligent” combination of qualifications and actions of self-deciding, independent
and aware citizens. In turn, P. Lombardi et al. indicates [7] that a smart city is one that
has an educated society, is developing and focuses on communication channels between
local administration and residents. When reviewing the definitions and analyzes of smart
cities, it can be assumed that smart cities are defined primarily by conscious citizens liv-
ing in them. Four generations of smart cities have been defined in the literature. Smart
City 1.0 is the earliest form of creating smart cities. The role of the initiator and leader
of the project falls to a corporation or business entity, usually from the ICT area due to
its activity in the area of new technologies. This generation is called technology driven
[8]. Smart city 2.0 — this is the second generation of smart cities, which is assumed to
be controlled by city authorities. All projects are initiated by offices and local authori-
ties, responsible for creating the vision of given projects, organizing financial resources
for their implementation and consulting with experts specializing in the specific areas
of the implemented initiatives. Smart city 3.0 - this is another perspective of creating
smart cities, which is characterized by focusing on the creativity and needs of residents
[9]. The city’s role is no longer to decide on infrastructure and social plans, but only
to co-decide and support the decision-making process of residents. Recently, another
approach to city development has appeared, called smart city 4.0 [10]. It is a concept in
which the city is a sustainable [11], constantly developing ecosystem in which ICT solu-
tions support communication between decision-makers and residents and stakeholders
and optimize the operation of urban infrastructure [12]. This means that currently smart
cities focus mainly on the community, its development and problems. Technologies and
ICT solutions support this process and are an integral element of the implementation of
new solutions for people. Smart cities can be given dimensions or their components can
be distinguished [13]. S. Dirks and M. Keeling point [14] to the importance of organic
integration of various urban systems (business, transport, city services, residents, energy,
water, communication), emphasizing that one of the connectors between areas is infor-
mation and communication technology. The author analyzed the most common areas
of a smart city in the literature. These are: economy, management, environment, mobil-
ity, people and quality of life. All these areas have in common the fact that smart city
projects are planned and implemented in their areas. Smart city projects are initiatives
aimed at using advanced information and communication technologies to improve effi-
ciency, sustainable development and the quality of life of residents in cities [15,16].
These projects introduce innovative solutions such as the Internet of Things (IoT), data
analysis, artificial intelligence, and monitoring systems to create an intelligent, integrated
and dynamic urban environment. Projects supporting communication between decision-
makers, stakeholders and residents are extremely important. Due to their importance,
more and more smart cities are deciding to implement them. These projects are in the
area of crowdsourcing, which is described in detail in the second section.
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3 Crowdsourcing and Participatory Budgeting

Crowdsourcing is a relatively new field of research. Due to its increasingly frequent use
in various areas of human activity, researchers consider it a very interesting scientific
object. The term crowdsourcing itself was first used by the editors of Wired magazine - J.
Howe and M. Robinson [17]. It described the process of companies outsourcing work to
crowds. In the same year, J. Howe published the definition of crowdsourcing on his blog
[18]: “In simple terms, crowdsourcing is an activity in which a company or institution
takes over a function that was once performed by employees and outsources it to an
undefined (and generally large) network of people in the form of an open recruitment.
This can take the form of peer production (when work is done collectively), but is also
often undertaken by individuals. An essential prerequisite is the use of an open call
format and a large network of potential employees”.

Based on the collected definitions, it can be concluded that crowdsourcing is the
process of entrusting the performance of a given task or a series of tasks by a client
to a given individual or crowd (group of individuals) [19, 20]. It is usually announced
and carried out remotely, online, using the latest technologies. The original concept
of crowdsourcing mainly referred to the delegation of work in the area of enterprises
[21], but now crowdsourcing has wider applications - it can be used in organizations,
universities, cities and other areas gathering people [22].

The author notes [19] that the willingness to use crowdsourcing may result from a
lack of knowledge. In the case of a smart city, the analysis covers, among others: flow of
knowledge between decision-makers (local administration) and residents. The lack of
knowledge about the needs of residents in the area of local administration necessitates
the need for decision-makers to acquire knowledge, e.g., using crowdsourcing [23]. The
mentioned crowdsourcing uses the latest ICT technologies and tools such as the Internet,
social media and mobile applications. Electronic tools are an essential element support-
ing the development of this initiative. Crowdsourcing unlocks residents’ involvement,
which is closely related to residents’ motivation. The involvement of citizens and the
willingness to exchange and share information develop citizens’ knowledge [24], which
- together with experienced administration - builds collective intelligence, which is a
form of crowdsourcing. This means that crowdsourcing operates on tools that support
exchange between residents, stakeholders and residents. The factors indicated in the
model, properly implemented in the smart city environment, can increase residents’
involvement in social participation and use of the residents’ budget. This was also ver-
ified on the basis of in-depth interviews with decision-makers from Wroclaw (Poland)
and Montpellier (France) in the author’s doctoral thesis.

An example of a smart city project that fits into the assumptions of crowdsourcing
is participatory budgeting, which enables dialogue with residents, provides decision-
makers with information about the needs of residents and effectively changes both urban
infrastructure and society thanks to the submitted and implemented projects in his area
[25].

Research on participatory budgeting is part of a broader area of interest in demo-
cratic innovations, both theoretical and practical. The current shape of the entire tool
supporting participatory budgeting and the process itself fit into the idea of a smart city
as a crowdsourcing project.
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Participatory budgeting is a democratic process that allows residents to participate
in the discussion and have direct influence on decisions regarding the public budget [26,
27]. Throughout the budget construction process, residents consider spending priorities
and vote on how the budget should be divided among various public projects. These
funds are allocated to the implementation of social initiatives submitted by citizens [4].

4 PLS-SEM Model

The author focused on the analysis of factors influencing the willingness of residents to
share knowledge with decision-makers using the example of the use of a participatory
budget. In this work, the author presents the results obtained during a study conducted in
Wroclaw (Poland) in 2021 on a sample of 317 residents. This model was taken from the
author’s doctoral thesis. To confirm, a study was conducted in Montpellier (France) on a
sample of 306 residents, where the results showed similar observations and conclusions.
The sample size was selected based on indications in the literature in the area of PLS-
SEM. The study applied the 10-times rule, used, among others, by M. Mahadzirah et al.
[28], J. Hair et al. [29], which suggests that the minimum sample size should be equal
to 10 times the number of independent variables in the most complex regression in the
PLS path model (taking into account structural and measurement models).

Partial least squares structural equation modeling (PLS-SEM) is one of the most
frequently used methods of analyzing multidimensional data among scientists dealing
with business and social sciences. This modeling is based on the method of estimating
composite (formative) or latent (reflective) variables. Data analysis and preparation of
some reports were performed in the SmartPLS application version 4.0.8.4.

The proposed model, based on the example of the cities of Wroclaw and Montpellier,
consists of 11 constructs: self-efficacy (SE), effort expectancy (EE), perceived security
(PS), perceived privacy (PP), trust in government (TG), trust in technology (TT), price
value (PV), self-concern (SC), other-orientation (OO), group oriented (GO) and behav-
ioral intention (BI). They were taken from the UTAUT?2 model, from literature [30-32],
own research and in-depth individual interviews.

Manifest variables identified and used in other research works in the scientific
literature were assigned to the operationalization of each latent variable.

The main construct indicating the result of the analysis is behavioral intention,
which indicates the individual’s readiness to implement a specific behavior. Behavioral
intention is believed to immediately precede the behavior [33]. Another construct - self-
efficacy can be the basis for motivation, well-being and personal achievements. It is a
person’s particular set of beliefs that determines how well a plan of action can be carried
out in future situations. A person with high self-efficacy sees challenges as things to be
mastered rather than threats to be avoided [34]. Perceived security is the degree to which
users (residents) believe that crowdsourcing services are safe in terms of storing and
sharing confidential data [35]. In the aspect of research on crowdsourcing in the area
of a smart city, this factor refers to an online platform supporting information exchange
processes between residents and decision-makers. Perceived privacy is the degree to
which users believe that a given technology or solution is smart and will protect their
personal data. Existing research has shown that privacy is one of the biggest concerns
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of users using smart services [36]. Perceived privacy threats can significantly impact
trust [37]. Trust in government is defined as the social assessment of decision-makers
based on the perception of the degree of honesty of political authorities, agencies and
institutions, as well as the ability to provide services in line with citizens’ expectations.
In turn, in terms of the next construct, S. Peek defines [38] price value as a cognitive
compromise between the perceived benefits of the implemented solution and monetary
costs. Users are more willing to adopt new technology when they perceive a positive
price value and when the cost of using the technology is less significant than the benefits.
The next three constructs are taken from the social area. We distinguish between other-
orientation, which is an internal and pro-social motive, and self-care, which is an external
motive. Self-concern orientation focuses on citizens taking specific actions aimed at
achieving personal benefits [32]. F. Wijnhoven indicates [39] that caring for others (other-
orientation) can be a motivating element to take action and increase commitment. This
orientation is focused on the needs and interests of others, emphasizing the importance
of caring for the weak and poor [32]. The final factor is citizens’ willingness to belong to
a group. The target group for crowdsourcing tools may be residents of a given housing
estate or those living in a given geographical area. Group oriented membership may
directly influence concern for others [40]. Therefore, it may be an element leading to
the motivation and involvement of residents in crowdsourcing in the smart city area.

During the research, the author verified the following elements of the model that
were achieved [29]: reliability of indicators in the model by examining external load-
ings, internal consistency using Cronbach’s alpha, composite reliability and reliability
coefficient, convergent validity through AVE analysis and discriminant validity using
the Fornell-Lacker criterion, research cross-loadings and HTMT analysis. Then, the
assessment of the structural model was analyzed by analyzing the VIF collinearity, the
significance and accuracy of the structural model relationships by analyzing the path
coefficients and significance levels of the given constructs along with the total effects
for indirect relationships, and the bootstrapping method was used (estimating the distri-
bution of estimation errors using multiple sampling with replacement from the sample).
The explanatory power of R? for the models’ endogenous variables, the f> coefficient,
and the predictive power of Q? predictive validity were also analyzed.

A step in evaluating a structural model is to assess the significance and accuracy
of the relationships that exist within the model. For this purpose, the analysis of path
coefficients is used, i.e., estimated relationships of the structural model, which represent
hypothetical relationships between the constructs included in the model. The strength
of the association (path coefficient) represents the response of the dependent variable
to a unit change in the explanatory variable when other variables in the model are held
constant [41]. The path coefficients of a structural equation model () are similar to
correlation or regression coefficients and are interpreted as follows:

1 A positive coefficient means that a unit increase in the activity measure of one structure
leads to a direct increase in the activity measure of the structures onto which it projects,
in proportion to the magnitude of the coefficient.

2 A negative coefficient means that an increase in the measure of activity in one structure
leads to a direct, proportional decrease in the measure of activity of the structures onto
which it projects (Fig. 1).
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Fig. 1. Estimated structural indicators and external loadings for the Wroclaw (Poland) data
sample.

Analyzing the values from the graph obtained from the survey conducted in Poland,
it can be seen that the greatest influence on behavioral intention (BI), i.e. the willingness
to participate in crowdsourcing, is trust in technology (TT) with a path coefficient of
=0.316 (p =0, is statistically significant), self-efficacy (SE) with the value § = 0.254 (p
= 0, it is statistically significant), self-concern (SC) p = 0.252 (p = 0, it is statistically
significant), other orientation B = 0.167 (p = 0.001, is statistically significant) and
expected effort B = 0.124 (p = 0.041, is statistically significant). It can be assumed
that the variables trust in government (TG) and price value (PV) have a weak impact
on residents in terms of motivation to participate in crowdsourcing. Attention should
also be paid to the strong relationship between trust in government (TG) variable and
the price value (PV) variable, where the path coefficient is p = 0.514 (p = O, it is
statistically significant). The variables perceived privacy (PP) and perceived security
(PS) have a large impact on trust in technology (TT), the values are p = 0.346 (p =0,
it is statistically significant) and B = 0.291, respectively.

(p = 0.003, is statistically significant). The influence is also visible in the case of the
variable group oriented (GO) on the variable caring for others (OO), the path coefficient
is B = 0.329 (p = 0, it is statistically significant).

A validation model based on data from Montpellier (France) showed similar
conclusions.
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S Summary

Knowledge management and communication between decision-makers, stakeholders
and residents are extremely important elements for the proper operation of each urban
unit. The idea of a smart city provides for the possibility of implementing processes
supporting the exchange of knowledge in cities, focusing on crowdsourcing activities.
An example of a project that fits into urban crowdsourcing is a participatory budget.

The built crowdsourcing model is based on 11 constructs developed on the basis
of literature, the UTAUT2 model and our own research. In both models, the author
showed that the factors that influence residents’ willingness to share knowledge and their
involvement in crowdsourcing projects in the smart city area are: to the greatest extent
trust in technology and self-concern, to a medium extent - sense of self-efficacy, expected
effort, concern for others (other orientation), to a small extent - trust in government (local
administration) and price value. Additionally, he observed a large impact of perceived
security and perceived privacy on trust in technology, an impact of trust in government
on price value, and a medium impact of focusing on the group (group oriented) on
concern for others (other orientation).
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Abstract. In this paper, we propose a multi-perspective analysis approach for dis-
cussion, integrating assessments of discussion structure and quality. As a demon-
stration experiment, we conducted an online discussion (OD) on the issue of
removed soils in Fukushima Prefecture and gathered discussion data at Tokyo and
Osaka. To compare the discussions in Tokyo and Osaka, the analysis was con-
ducted using two methods: 1) Discussion structure analysis (IBIS), 2) discussion
quality index (DQI). The IBIS results revealed a higher frequency of discussions
on ‘issues’ in OD-Osaka compared to OD-Tokyo, while discussions on problem-
solving ‘ideas’ were more prevalent in OD-Tokyo. In the DQI results, both OD-
Tokyo and OD-Osaka consistently prioritized ‘risk and cost’, with less emphasis
on ‘burden sharing’ and ‘prioritizing the residents of Fukushima’. Comparing the
two sets of results, OD-Tokyo exhibited a higher frequency of ‘prioritizing risks
and costs’ and ‘burden sharing’, whereas OD-Osaka showed a higher frequency
of ‘prioritizing the residents of Fukushima’. Differences in discussion structure
and quality among residents from different regions were evident through IBIS and
DQI. The primary outcome revealed successful visualization of discussion data
characteristics that couldn’t be captured by a single evaluation scale.

Keywords: Utterance analysis - Discussion Data - Issue-Based Information
System - Discourse Quality Index

1 Introduction

This research aims to depict the structure of public communication by analyzing dis-
cussion data with plural methodologies. To this end, we organized an online discussion
(OD) on the issue of removed soils in Fukushima Prefecture, Japan. Subsequently, we
will provide an overview of the OD implementation and present the findings.

Online cloud-scale discussion support systems have garnered attention as a next-
generation democratic platform [1]. Studies have been conducted to evaluate the struc-
tural dynamics of discussions, introducing the Issue-Based Information System (IBIS)
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[2, 3], and assessing the quality of discourse through the Discourse Quality Index (DQI)
[4-6]. Furthermore, a large-scale consensus support system has been implemented, inte-
grating natural language processing and agent technology, with several social experi-
ments validating its utility [7-9]. Thus, research in artificial intelligence-driven discus-
sion support technology continues to advance steadily. From the perspective of human
society, we have reached a critical juncture where the introduction and utilization of
large-scale consensus support systems must be carefully analyzed.

However, there are dimensions of discussion evaluation that cannot be adequately
captured through a singular evaluation metric. While the quality of a discussion hinges
upon its content, it necessitates assessment from multiple vantage points, encompassing
both the structural framework and the quality of utterances. Therefore, this paper presents
an illustrative case of analyzing online discussions (ODs) through an amalgamation
of methodologies to dissect the utterances’ structure and quality. The discourse data
derived from ODs facilitated by a Large-Scale Consensus Support System (D-Agree)
undergoes two analytical modalities: Structural analysis utilizing IBIS and Discourse
quality assessment via the DQI. Combining these two evaluation methods will give a
high-relief view of the discourse over consensus and deliberation.

Given the growing interest in cloud-scale discussion support as a next-generation
democracy platform, this paper aims to gather empirical evidence through analysis of
discussion data.

2 Conducting Online Discussions

We conducted an online discussion on the issue of removed soils in Fukushima Prefecture
as a demonstration experiment. This issue involves the final disposal of decontaminated
soil outside Fukushima Prefecture.

We used the general-purpose service D-Agree as a large-scale consensus support
system [9, 10]. D-Agree has a bulletin board for each theme, and participants enter free
text and discuss each theme. Additionally, D-Agree employs an IBIS structure that allows
for the evaluation of the discussion structure. The implemented automatic facilitation
agent extracts the discussion structure from the text by automatically analyzing the IBIS
structure, and proceeds with facilitation based on the extracted structure.

The discussion space provided by D-Agree was used to construct the OD implemen-
tation environment. We constructed two OD groups: OD-Tokyo and OD-Osaka (Fig. 1).
The general citizens resided in the suburbs of Tokyo and Osaka and participated in
workshops focused on the issue of the removed soils before the OD. We enrolled 23
participants in OD-Tokyo and 25 in OD-Osaka (ranging in age from their 20s to their
70s, with approximately equal numbers of men and women).

To avoid direct intervention in the conduct of the OD, the organizers solely provided
reference materials, including 1) the D-Agree operating manual, 2) a concise explanation
of the purpose (approximately 400 characters in Japanese), 3) presentation slides for
preliminary information sharing (52 pages in PowerPoint format), 4) a summary of
workshop discussion content (covering positive aspects, areas for improvement, and
points of confusion), and 5) information provided by the Ministry of the Environment
(via URL).
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Participants could participate in OD at any time during the period by logging into the
discussion space. The discussion period was two weeks, starting September 25th at OD-
Tokyo and October 1st at OD-Osaka. Furthermore, participation in OD was not limited
to the group in which the participant was registered. In addition, a one-week post-online
discussion period was set up after the OD so that participants could review the content
of the discussion. In this OD implementation, we always maintained a system of three
people (three in charge, one leader) for preparation, such as participant registration,
participant response (inquiries), and troubleshooting.
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Fig. 1. Online discussions implementation flow diagram.

3 Analysis of Discussion Data

For our analysis, we employed the discussion datasets from OD-Tokyo and OD-Osaka.
This section presents an overview of the datasets, outlines the analysis methodology,
and presents the findings of the analysis for utterances and ODs.
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3.1 Discussion Data and Analysis Methods
a) Discussion data

The text data from OD, comprising utterances from all participants, was obtained sep-
arately for OD-Tokyo and OD-Osaka from D-Agree. The discussion data encompasses
1) preparatory materials provided by the organizer, 2) inputs from the Al facilitator, and
3) utterances from all participants. This research exclusively focused on the utterances
of participants in category 3). Table 1 presents the quantity of discussion data utilized
in the analysis.

Table 1. Dataset overview.

Data set Total number of utterances Number of utterances used in analysis
OD-Tokyo 206 152
OD-Osaka 208 150

b) Used Analysis methods

The methods for evaluating the content of the discussion, the structure of the discussion,
and the quality of the discussion were selected as shown in Table 2.

Table 2. Used Analysis methods.

Subject of evaluation Analysis methods Evaluation granularity
Discussion structure IBIS Sentence unit
discussion Quality DQI Utterance unit

To analyze the structure of discussions using IBIS, we utilized the analysis func-
tion implemented in D-Agree. Structural evaluation of discussions using the IBIS is a
methodology that focuses on issues in the discussion, draws out ideas for solving the
issues, and opinions on ideas in a hierarchical manner. Therefore, using IBIS results
is useful in developing realistic and creative discussions [2, 3]. IBIS results are evalu-
ated on a sentence-by-sentence basis, and to ensure consistency with other evaluation
methods, we re-counted the sentence evaluation results based on utterances. When one
utterance consists of multiple sentences, if any sentence has a corresponding code, the
code for that utterance is also considered to be corresponding. Furthermore, our analysis
employed the structural analysis feature of IBIS integrated within D-Agree [10]. The
evaluation outcomes of IBIS were retrieved from D-Agree [10].

To analyze discussion quality, a revised version of the DQI [6] was employed, tailored
to accommodate discussions involving the general public in Japan. Two independent
coders, who were not involved in the discussions, performed the coding for the datasets.
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Following a pre-provided manual, they independently assessed three items related to
the common good: “prioritizing risk and cost,” “prioritizing burden sharing,” and “pri-
oritizing the residents of Fukushima.“ To assess inter-rater reliability, the simple kappa
coefficient was calculated, yielding k = .67 for OD-Tokyo and k = .59 for OD-Osaka.
This analysis centered on the elements pertinent to the common good within the frame-
work of the DQI. If an element pertained to the common good, it was assigned a score
of 1. The percentage (%) was computed by taking the total count of instances where a
score of 1 was attributed to each item about the common good as the denominator, and
the count of instances where a score of 1 was assigned to each item as the numerator.
However, considering discrepancies in evaluation outcomes among coders, instances
where only one coder assigned a score of 1 were deemed as 0.5.

3.2 Analysis Results of Discussion Data and ODs

We present the analysis outcomes of the discussion data employing the chosen two
methods, as depicted in Table 3. These findings are delineated separately for OD-Tokyo
and OD-Osaka, categorized by method in matrix format. Leveraging these results, we are
poised to conduct analyses of discussion data, combining different methods and delving
into the content, structure, and quality of the discussions.

In the results of IBIS, the extracted data were aggregated into four categories: ’Issue’,
’Idea’, "Merit’, and *Demerit’. The numbers of 'merit’ and ’demerit’ opinions related
to the idea were similar in both instances. However, the number of ’issues’ discussed
was higher in OD-Osaka compared to OD-Tokyo. Conversely, the number of ’ideas’,
proposed solutions to problems, was higher in OD-Tokyo than in OD-Osaka.

The results of DQI indicated a consistent inclination towards ’prioritizing risk and
cost’ in both instances. A smaller number of utterances also included ’prioritizing burden
sharing’ and ’prioritizing the residents of Fukushima.” Upon comparison of the two sets
of results, OD-Tokyo exhibited a relatively higher frequency of ’burden sharing’ than
OD-Osaka. Conversely, OD-Osaka exhibited a higher frequency of ‘prioritizing the
residents of Fukushima’ than OD-Tokyo.

4 Discussion and Summary

We organized ODs focusing on the issue of removed soils in Fukushima Prefecture,
Japan. We successfully conducted a two-week ODs with approximately 20 participants
by implementing a large-scale consensus support system. Given the number of partici-
pants, the findings from this study have limited explanatory power for large-scale dis-
cussions. However, considering the need for a forum where all participants can actively
engage in the discussion, this reflects a relatively realistic scale of participation.

We utilized IBIS to analyze the discussion structure and DQI to evaluate discus-
sion quality. The IBIS analysis revealed that opinions on "Idea" were more frequently
categorized as "Demerit" rather than "Merit," suggesting that participants in this online
discussion held relatively negative views and sentiments. The DQI results indicated that
the focus remained "prioritizing risk and cost." Together, these results highlight the need
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Table 3. ODs Analysis Results.

Methods Category code Results
OD-Tokyo OD-Osaka
IBIS Issue 0.6 8.4
Idea 47.5 39.5
Merit 224 21.0
Demerit 29.5 31.1
DQI Prioritizing risk and cost 77.1 80.0
Prioritizing burden sharing 14.3 5.7
Prioritizing the residents of Fukushima 8.6 14.3

xPercentage of extraction results by each method

for more inclusive discussions on other aspects of the "common good." Thus, the analy-
sis provides new insights into the commonalities of online discussions (ODs) regarding
the direction of discussions on the removed soils in Fukushima Prefecture.

We then quantified the differences in structure and quality between OD-Tokyo and
OD-Osaka based on the results of the analysis. Given the similar conditions of both
ODs, these findings likely reflect the inherent characteristics of the discussions in each
location. Our methodology provided a more nuanced understanding of the discussions
between OD-Tokyo and OD-Osaka, offering a two-dimensional perspective compared to
traditional approaches. However, it is essential to acknowledge that this analysis focuses
solely on comparing OD-Tokyo and OD-Osaka. Further validation studies are needed
to generalize the evaluation of effective discussions.

By multi-perspective analyses employing different angles, it is possible to develop
discussion support systems that depart from conventional approaches. Previous research
[2-9] has shown that different analysis methods have unique focuses. An advantage of
multi-perspective analysis is its capability to apply various viewpoints to a single dis-
cussion. As a result, discussions can be evaluated and supported based on factors like the
topic, process, and flow of discourse. Looking ahead, such as IBIS, there is potential for
the expansion of discussion support services by integrating diverse analytical functions
into large-scale consensus support systems, facilitating real-time analysis.

We conducted an online discussion on the issue of removed soils in Fukushima
Prefecture, Japan. Through the analyses of the discussions, we gained a more nuanced
understanding of the dynamics within OD-Tokyo and OD-Osaka. It allowed us to con-
cretely grasp the key points, flow, and progression of the discussions. While our research
was limited to a comparative analysis of two ODs, accumulating practical examples of
public discourse in the future holds promise for contributing to more generalized research
outcomes and supporting discussions. In particular, comparing with instances of success-
ful discourse evaluation can lead to the development of more specific and comprehensive
support techniques. However, it’s crucial to consider the impact of thematic variations
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when analyzing discussion cases. Especially in the context of support technologies uti-
lizing natural language processing and supervised learning models, careful consideration
is needed in the collection and organization of training data to ensure coverage across
different themes or subdivisions of the topic.
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Aid for Scientific Research (22H01072, 23K04298), and the Environmental Research Promotion
Fund (JPMEERF22S520906, JPMEERF22520907). We employed D-Agree by Agreebitt Inc. as a
large-scale consensus support system.

References

10.

. Malone, T.W.: Superminds: The Surprising Power of People and Computers Thinking

Together, Little, Brown and Company (2018)

Kunz, W., Rittel, H.W.: Issues as elements of information systems, Technical report (1970)
Conklin, J., Begeman, M.L.: GIBIS: a tool for all reasons. J. Am. Soc. Inf. Sci. 40(3), 200-213
(1989)

Steenbergen, MarcoR., B achtiger, A., Sp“orndli, M., Steiner, J.: Measuring Political Deliber-
ation—a Discourse Quality Index. In: Comparative European Politics, vol.1, no.1, pp. 21-48
(2003)

Fournier-Tombs, E., Di Marzo Serugendo, G.: Delib Analysis: understanding the quality of
online political discourse with machine learning. J. Inf. Sci., 1-13 (2019)

Souma, Y., Yokoyama, M., Nakazawa, T., Tatsumi, T., Ohnuma, S.: The group discussion
experiment on the treatment of removed low concentration soil outside fukushima prefecture:
contemplation of common goods and the development of the index visualizing the discourse
qualities. Jpn. J. Risk Anal. 32(1), 11-23 (2022)

Ito, T., Fujita, K., Matsuo, T., Fukuta, N.: Innovating large-scale consensus support system
based on agent technologies. J. Jpn. Soc. Artif. Intell. 32(5), 739-746 (2017)

Imi, Y., Ito, T., Ito, T., Hideshima, E.: A development of consensus support system COLLA-
GREE and a pilot study towards internet-based town meeting in Nagoya. In: The 28th Annual
Conference of the Japanese Society for Artificial Intelligence (2014)

Ito, T., et al.: Innovation of large-scale consensus support system based on agent technologies:
a large-scale social experiment using the automated facilitation agent. In: The 33rd Annual
Conference of the Japanese Society for Artificial Intelligence (2019)

AGREEBIT Inc. https://d-agree.com/site/


https://d-agree.com/site/

®

Check for
updates

Obvious Independence of Clones
Extended Abstract

Ratip Emin Berker! ™) Silvia Casacuberta Puig?, Isaac Robinson?,

and Christopher Ong3

! Foundations of Cooperative AI Lab (FOCAL), Carnegie Mellon University,
Pittsburgh, PA 15213, USA
rberker@cs.cmu.edu
2 University of Oxford, Oxford, UK
3 Harvard University, Cambridge, MA 02138, USA

Abstract. The Independence of Clones (IoC) criterion measures a vot-
ing rule’s robustness to strategic nomination. Prior literature has estab-
lished empirically that individuals may still submit costly, distortionary
misreports even in strategy-proof (SP) settings, due to failure to rec-
ognize the SP property. The intersection of these issues motivates the
search for mechanisms that are Obviously Independent of Clones (OIoC):
where strategic nomination/exiting of clones obviously has no effect on
the outcome. We construct a formal and intuitive definition of a voting
rule being OIoC and examine five IoC rules to identify whether they
satisfy OlIoC.

1 Introduction

How can we prevent similar candidates in an election splitting the vote, leading
to a less desirable winner? One answer is to require the voting rule to satisfy
the Independence of Clones (IoC) criterion, which ensures that the addition or
removal of a candidate with similar policy inclinations to others will not spoil
the election [12]. While IoC rules have been well-studied in the computational
social choice literature [3,5,10,12,14], it is not clear that the average voter or
candidate can be easily convinced that any such rule is in fact IoC, resulting,
for example, in a candidate unnecessarily dropping out of the race, either out of
fear of hurting their party, or of being blamed by their voters for doing so.

As the benefits of a property are sometimes only accrued when agents believe
it is satisfied, we turn to examining the obviousness of a property. Li [8] first
defined Obuvious Strategy-Proof mechanisms, which have since been studied in a
variety of contexts [1,4,9,13]. As we will see, our notion of obviousness for IoC
is inspired from the model of primary elections [7], which occurs within each
political party (a practical approximation of a clone set) to decide on a joint
candidate for a general election.
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2 Preliminaries

Model. Given a finite set of voters N = [n] and candidates A = {a;};c|m], each
i € N has a strict ranking o; over A. A preference profile o consists of all voters’
rankings. A voting rule is a function that maps o to a subset of A, the winner(s)
of the election.

Definition 1 (Independence of Clones [12]). A non-empty subset of can-
didates, K C A, is a set of clones with respect to o if no voter ranks any

candidate outside of K between any two elements of K. We say a voting rule is
Independent of Clones (IoC) if:

1. A candidate that is a member of a set of clones wins if and only if some
member of that set of clones wins after one of its clones is eliminated from
the original ballot.

2. A candidate that is not a member of a set of clones wins if and only if that
candidate wins after any clone is eliminated from the original ballot.

Intuitively, a rule satisfying IoC ensures that the winner of an election does not
change due to the addition of a candidate who is similar to an existing non-
winning candidate.

Voting Rules Considered. We study five existing IoC rules, the definitions of
which we provide in the full paper: Single Transferable Vote (STV), Ranked Pairs
(RP) [12], the Schulze method [11], Schwartz rule [2], and Smith Alternative Vote
(SAV) [6].

3 Obvious Independence of Clones (OIoC) and Results

Before introducing the definition of OloC, we first introduce two novel concepts:

Definition 2. Given a preference profile o, a set of sets K = {K1, Ka, ..., K}
where K; C A for all i € [{] is a clone partition with respect to o if (1) K
is a disjoint partitioning of A, and (2) each K; is a non-empty clone set with
respect to o.

Definition 3 (GLOC). Given any voting rule f, GLOCY is a function that
takes as input a preference profile o and a clone partition K with respect to o
and performs:

1. GLObal step: Given a;, say o is the corresponding ranking over K. Treating
KC as the set of candidates, compute f (a”c) =7 ({ch}ieN) to get the ‘winner
clone sets’.

2. LOCal step: For each K € f (a’c), say o is o with A\ K removed.
Compute f(o®) and output the union over all K such, i.e., GLOC(o,K) =

UKEf(a"C) f(UK)
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Intuitively, GLOC first runs the input voting rule f on the clone sets (as
specified by K), ‘packing’ the candidates in each set to treat it as a candidate.
It then ‘unpacks’ the clones within each winner clone set, and runs f once again
among them. To demonstrate GLOC, we illustrate the protocol when applied to
the setting of plurality voting fp.,,, which simply picks the candidate who is the
top choice for the most voters.

Vot.1|Vot.2|Vot.3|Vot.4| Vot.5| Vot.6| Vot.7
a a b b @© @ ©
b b a a d d d
@ d @ d a a b
d c d c b b a

Fig. 1. An example preference profile o. Column Vot.i shows o; for Voter 4

Consider o from Fig. 1. We have fp,(0) = c. Notice K = {{a, b}, {c,d}} is
a valid clone partition with respect to o. Accordingly, GLOC maps {a, b} and
{¢,d} to the meta-candidates K7 and K, respectively. As demonstrated in Fig. 2,
we have fpr (o) = K1. and fprur(6%1) = a, implying GLOCy,,,, (0, K) = a.

Vot.1|Vot.2| Vot.3| Vot.4| Vot.5 | Vot.6| Vot.7 Vot.1|Vot.2| Vot.3| Vot.4| Vot.5 | Vot.6| Vot.7
Kl Kl Kl K1 Kz KQ KQ a a b b a a b
Kg K2 K2 K2 Kl Kl Kl b b a a b b a

Fig. 2. (Left) o™, where the clone sets are condensed into singular candidates K; and
K. (Right) o1 where each o; is limited to the members of K

Having defined Clone Partitions and GLOC, we now formally introduce
OloC:

Definition 4. A voting rule f is Obviously Independent of Clones (OIoC)
if for all preference profile o and all clone partitions K w.r.t. o, we have f(o) =

GLOC;(o,K)

The example from Figs.1 and 2 demonstrate that plurality is not OIoC,
which is not surprising, considering the rule is not even IoC (as having a clone
will split your plurality votes). In the full version of the paper, we formalize this
hierarchy:

Proposition 1. OloC implies IoC.

Most real-life elections do not result in ties. If we instead require agreement
between f and GLOCY only when there is a clear winner, we get a natural
relaxation of OIoC:
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Definition 5. A voting rule f is weakly Obviously Independent of Clones
(wOIoC) if given any o and any clone partition K w.r.t. o, f(o) = {a} iff
GLOCy(o,K) ={a}

OlIoC clearly implies wOIoC. The relationship between wOIoC and IoC is
more nuanced: they are incomparable; however, (as discussed in the full version
of the paper), wOIoC implies IoC under some reasonable assumptions about the
voting rule. Having established the definitions of OloC and wOIoC, we prove
which rule satisfies which:

Theorem 1. STV, the Schulze method, and SAV are not (even weakly) OloC.
Schwartz rule is wOIoC. Ranked pairs is OloC.

Of the five results, the most sophisticated is RP being OIoC. The proof depends
on impartial tie-breaking, defined in [14], which is required for RP to always
satisfy IoC.

4 Conclusion and Future Work

Definition 4 has a natural interpretation: if a voting rule is OIoC, then the
outcome of the election will be same regardless of whether we (1) apply the rule
directly or we (2) let the parties (clone sets) run primaries (pick their ‘best’
member) and run the election among these winners. Apart from this consistency
result, it also has practical implications: if a rule is OloC, the decision of a
candidate to opt-out of an election can be postponed until after the winning
parties are computed, hence removing any concern over a candidacy resulting in
the loss of their party. Additionally, OIoC allows cutting expenses by eliminating
primaries. Without primaries, OIoC rules can also derive clone sets a posteriori
from the votes, rather than assuming a political party to be a clone set.

This paper opens several new lines of work. For instance, one could study
the problem of extending other axioms from social choice (such as monotonicity
or independence of irrelevant alternatives) to fit the framework of obviousness.
More broadly, studying obviousness not only from a computational perspective
but also an empirical or psychological point of view may shed light on how best
to approach defining the obviousness of other axiomatic properties.
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Abstract. We propose a method to find the truth in settings when
several agents provide claims about several questions. We show that this
method outperforms methods from the literature. We also propose an
online platform for making this method available for improved group-
decision making and for obtaining more real-world benchmarks.

Keywords: Truth tracking - Wisdom of the Crowds - Platform for
e-democracy

1 Introduction

Democratic decisions are known to be efficient for epistemic questions (i.e. ques-
tions for which there is a correct answer). This is the topic of Condorcet’s Jury
Theorem and its extensions [1-4, 6-8, 10, 11, 14]. But in all these works there
is only one question to be answered.

Sources S Facts F
Objects O

Capital of Australia ‘

Fig. 1. Sources, Facts & Objects

’ Capital of Brazil ‘

We focus on a framework where there are several questions (called Objects),
as in Fig. 1, and where the reliability of the individuals/sources is unknown and
not uniform. We propose iterative methods in order to estimate the reliability of
the individuals/sources, and to evaluate the credibility of the potential answers
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(called Facts) to these questions. And we show the effectiveness of our methods
compared to pure majority and to methods from the literature for this truth-
tracking tasks on experiments.

We have developped a platform, Truthicize.com, where people can create
some polls, to get people’s opinion, and use our methods to find the truth. This
platform will also allow us to obtain more real-world benchmarks.

2 Source and Facts (S&F) Methods

We do not have enough space to detail our methods, but the reader can find them
here [5]. Roughly, in the first iteration we assign the same reliability to all the
sources, and then we compare the answers to the different questions. We reward
the sources that answer like the majority, relying on the idea of Condorcet’s
Jury Theorem [11]|, which states that it is more likely that the majority of the
individuals will choose the correct solution (this can also be seen as an application
of the “wisdom of the crowds” [16]). To reward the sources, the objects take part
to a vote where they rank their related facts from most reliable to least reliable
ones. We use scoring-based voting rules in order to assign a number to each
fact rank. The new reliability of each source is computed by combining all these
scores. Then a new iteration starts with the updated reliability of each source.
The algorithm stops when the process converges or after 30 iterations.

For instance, in Fig.1, the majority claims that Brasilia is the Capital of
Brazil but there is a tie for the Capital of Australia. The sources claiming Brazilia
get a reward for proposing the most popular answer (which is then considered as
the most plausible one). Then, in the next iteration, the credibility of Camberra
will be better than the credibility of Sydney, and then sources 2, 3 and 4 will be
considered more reliable than source 1, and we will choose Camberra.

We have shown on experiments that our methods outperform methods from
the literature [9, 13, 15, 17] for the task of finding the correct answer (the
truth) to the different questions on experiments on synthetic and real data.
We have also shown that our methods can estimate the true reliability of the
sources/individuals. The reader can find the results in [5].

3 A Platform for Finding the Truth

We have developed an online platform, Truthicize.com, where people can create
some polls, get people’s opinion, and use our methods to find the truth.

We hope that this platform will be useful to help people make better (i.e.
more correct) decisions in multiple questions polls, and that it can be a useful
tool for e-democracy.

The platform also allows to give figures and explanations on how the results
are obtained. It can therefore be used for educational purposes, to highlight the
effectiveness of democratic decisions on epistemic questions.

But this platform will also allow us to obtain more real benchmarks to further
develop these truth-finding methods. We will make these (anonymised) bench-
marks available to the community.
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