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ABSTRACT
In the United States, culturally relevant computing (CRC) is one of
the most popular pedagogical implementations for Latin American
(Latine) students. Culturally-relevant learning resources are a valu-
able tool for implementing CRC. However, the traditional method of
creation and maintenance of textbooks takes a significant amount
of time and effort. Given the duration required for textbook pro-
duction, the development of culturally-relevant learning resources
may become lengthened, as it requires close attention both on the
material and the incorporation of cultural referents. In order to
accelerate the process, we used the advancement of large language
models (LLMs) to our advantage. Through prompt engineering, we
created a series of prompts to produce a textbook for an introduc-
tory computer science course (CS1) that incorporates Latine culture.
This textbook was evaluated on metrics regarding sensibility, cor-
rectness, readability, linguistic approachability, appropriateness of
examples, and cultural relevance. Overall, the generated textbook
was mainly sensible, correct, readable, and linguistically approach-
able. Code examples were not always appropriate due to the usage
of libraries that are not typically used in a CS1 course. The cul-
tural relevance was apparent, but it often included surface-level
cultural referents. The main incorporation of culture was through
geographical locations and people’s names. This suggests that the
use of LLMs to generate textbooks may serve as a valuable first
step for writing culturally-relevant learning resources. Though this
study focuses on Latines, our results and prompts may be applicable
for generating culturally-relevant CS1 textbooks for other cultures.

CCS CONCEPTS
• Social and professional topics→ Race and ethnicity; Com-
puter science education.
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1 INTRODUCTION
Computer science remains a consistently lucrative career choice,
as indicated by employer salary data [10]. The field is experiencing
steady growth in enrollment, with projections for 2029 suggesting a
faster expansion compared to other domains [31, 39, 47]. However,
a well-known and significant underrepresentation issue persists,
particularly affecting women and the Black, Latine, Native Ameri-
can, and Pacific Islander (BLNPI) communities [35, 36, 46]. Despite
Latin Americans (Latines) being the second-largest racial or eth-
nic group in the United States, recent longitudinal studies reveal
a persistently low participation rate in computer science among
this demographic [4, 28]. This limitation hinders their access to the
abundant career opportunities, competitive pay rates, and social
advantages offered by the field. A study conducted by Lewis et al.
sheds light on the challenges faced by Latine students in computer
science, including a low sense of belonging, negative perceptions re-
garding identity, and the importance of community in the field [27].
Addressing these challenges is crucial for fostering a more inclusive
and supportive environment, aligning with our continuous efforts
to cultivate diversity in the computing field.

In a literature review conducted by Villegas Molina et al. which
researched all the papers that specifically studied Latines in comput-
ing, one of the results was that many popular pedagogical practices
(e.g., Pair Programming, Peer Instruction) were not very well re-
searched [40]. The most popular pedagogy that was conducted
with U.S. Latines in computing was Culturally Relevant Computing
(CRC). CRC for Latines has shown to have positive effects for their
computing experience and learning (see Section 2.2).

In creating CRC resources, one can turn to the use of large lan-
guage models (LLMs). The use of artificial intelligence to enhance
educational resources and practices has been on the rise in comput-
ing and beyond [21, 22, 26, 34, 43] with a recent study suggesting
LLM-generated resources may serve as viable materials in certain
contexts [7]. The study by Denny et al. points towards the potential

325

https://orcid.org/0000-0001-6043-0238
https://orcid.org/0009-0007-3505-5350
https://orcid.org/0009-0002-3470-7189
https://orcid.org/0009-0008-1850-6866
https://orcid.org/0000-0002-6848-2208
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3649217.3653600
https://doi.org/10.1145/3649217.3653600
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3649217.3653600&domain=pdf&date_stamp=2024-07-03


ITiCSE 2024, July 8–10, 2024, Milan, Italy Ismael Villegas Molina, Audria Montalvo, Mollie Jordan, Shera Zhong, & Adalbert Gerald Soosai Raj

for LLMs to improve the accessibility and scalability of high-quality
educational content, while reducing the burden on educators [7].
Work by Jordan et al. using LLMs to generate programming ex-
ercises in different natural languages has shown that Spanish (a
prominent language in Latin America) outperformed exercises in
English with respect to the exercises beingmostly sensible, readable,
and containing the proper programming concepts [20].

Therefore, we propose the generation of CRC resources for U.S.
Latines using LLMs to aid the resource creation process. We believe
that our approach will make the process of creating culturally-
relevant resourcesmore accessible to educators, and in turn increase
the availability of culturally relevant computing education for many
Latine students in the United States.

2 RELATEDWORK
2.1 Textbook Writing
Writing a textbook (excluding the publishing phase) can span from
one to over five years [32, 37]. It requires emphasis on readability,
sensibility, assuring that it is written in such a way the content
is appropriate to the intended audience, in addition to the ped-
agogical framework that can benefit your audience [37]. Overall,
generating textbooks is complex and the introduction of cultural rel-
evance might lengthen the process as it requires all the traditional
requirements of textbook writing with the added complexity of in-
corporating meaningful cultural engagement. Our study leverages
the utilization of LLMs to generate a culturally-relevant introduc-
tory computer science textbook – reducing the textbook process
from the magnitude of years to a magnitude of minutes.

2.2 Culturally Relevant Computing
Culturally Relevant Computing (CRC) stems from Culturally Rel-
evant Pedagogy – a theoretical framework developed by Ladson-
Billings [24]. The framework has three criteria: students should 1)
be able to achieve academic success regardless of their differences
of category (e.g., race, gender, language, community), 2) develop
and maintain cultural competence by recognizing and honoring
their own and others’ cultural beliefs and practices, and 3) develop
a broader sociopolitical consciousness to critique societal norms
and institutions that produce social inequality [24].

A literature review was conducted by Villegas Molina et al. in or-
der to understand the current body of work regarding U.S. Latines
in computing [40]. Among the analysis, they studied the peda-
gogical interventions that were conducted specifically to a Latine
classroom. They found that CRC is the predominant pedagogy
studied with Latines [40]. CRC implementation spanned various
themes such as bilingual education [14, 33, 41, 42, 45], culturally-
relevant topics [1, 12, 33, 38], social justice [1, 11, 33, 38], family-
based approaches [9, 11, 45], and community involvement [11].
CRC was found to increase computing interest [12, 14, 45], engage-
ment [9, 33, 41], confidence [14, 45], social value towards comput-
ing [1, 14], computing comprehension [33], motivation [1], and
computing awareness [9]. Due to these benefits, we aimed to lever-
age the use of LLMs to generate culturally-relevant learning re-
sources for U.S. Latines in an effort to serve this underrepresented
community in computing.

2.3 LLMs and Cultural Relevance
A study by Cao et al. highlighted that ChatGPT shows a strong
cultural alignment to the United States and adapts less effectively
to other cultural contexts – specifically Chinese, German, Japanese,
and Spanish cultures [5]. This finding is not unique to ChatGPT;
similar findings have been found in other LLMs [2]. Efforts have
been made to increase cultural relevance within LLM by fine-tuning
the system with parallel data, leading to an increase in Chinese
cultural relevance [44]. Our workwill extend the analysis of cultural
relevance of LLMs via the Latin American culture in an introductory
computing textbook context.

2.4 LLMs for Resource Generation
LLMs has seen an increased adoption to assist in the learning pro-
cess through resource generation [8, 13, 25], including in Latin
America [19], with students reporting planned use of ChatGPT for
educational purposes [18]. Within the usage of LLMs for comput-
ing education, there has been a focus on assessments of individual
code snippets or explanations [7, 20, 29, 34]. These assessments
have found that LLM-generated learning resources are mainly sen-
sible and readable [20, 34] and are not significantly different from
human-generated resources [7, 18]. To the best of our knowledge,
our research is the first to investigate the efficacy of LLMs in gener-
ating a CS1 textbook with Latine culture incorporated throughout.

3 METHOD
3.1 Research Questions
The aim of this study is to evaluate 1) the efficacy of LLMs in
creating a culturally-relevant introductory computing textbook
and 2) the cultural relevance used by LLMs in such textbooks. To
understand this, we asked the following research questions:

(1) How effective are LLMs at creating a culturally-relevant
introductory computing textbooks for U.S. Latines?

(2) How do LLMs incorporate cultural relevance for U.S. Latines
in such a textbook?

The “effectiveness” of the LLM was evaluated on metrics of
sensibility, readability, cultural relevance, correctness, linguistic
approachability, and appropriateness level of code examples. These
metrics are further explained in Section 3.3.

3.2 Prompt Engineering
We initially developed our prompts using OpenAI’s ChatGPT web
interface. In an effort to automate the process, we switched to the
GPT-3.5-Turbo API and wrote a program that prompts the system
chapter by chapter. We implemented OpenAI’s suggestions regard-
ing prompt engineering – specifically writing clear instructions
and splitting complex tasks into simpler subtasks [16]. In order to
write clear instructions, we implemented the tactic of “including
details to our query for more relevant answers” throughout our
prompting process [16].

3.2.1 System Context. One of the tactics listed for writing clear
instructions was to ask the LLM to adopt a persona [16]. We accom-
plished this by using the system message to specify that the LLM
educates introductory computer science to undergraduate students.
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In an effort to incorporate cultural relevance for a Latine audience,
we explicitly added Latin American culture to the description of
the persona. We chose to generate a textbook using the Python
programming language, as it is syntactically simple and is used
at our institution’s introductory computing course. The context is
as follows: “You are an expert educator to undergraduate students
in introductory computer science using Python. All responses should
expertly explain Python topics using accessible, simple language. You
write textbooks and each chapter should include detailed explanations
of topics, relevant examples, and exercises. You are Latin American.
All your responses should be from a Latin American perspective and
incorporate Latin American culture.”

Listing 1: Chapter Prompts
for chapter in chapters:
my_prompt = "Write a full and detailed chapter in Python

on " + chapter + " for an introductory computer
science textbook. This will be chapter number " +
str(chapter_number) + ". The chapter will cover " +
", ".join(chapters[chapter]) + ". Explain each
Python topic with great detail and accessible,
simple language. Provide programming examples
whenever possible. Provide practice exercises for
each topic. Make the content and exercises tailored
to a Latin American context. Some examples and
exercises should incorporate Latin American culture.
Do not include descriptions of how the Latin
American culture made the content more engaging. Do
not reference the fact that you incorporated Latin
American culture. Do not ask the reader to
incorporate Latin American culture, rather the
textbook should incorporate Latin American culture
organically without calling attention to it."

3.2.2 Chapter Generation. In order to implement the best practice
of splitting of complex tasks to simpler subtasks [16], we leveraged
how textbooks are split into chapters by nature. This lead us to
split our tasks into chapter-specific outputs, rather than attempting
to produce the entire textbook all at once. The chapter prompts
provided to the LLM can be found in Listing 1. We generated ten
chapters spanning the following topics: 1) Expressions and Func-
tions, 2) Conditionals, 3) Loops, 4) References, Objects, andMethods,
5) Coding Best Practices and Debugging, 6) Nested For Loops and
2D Lists, 7) Image Manipulation, 8) Dictionaries, 9) Data Processing,
and 10) Final Review. We chose these topics as they reflected the
introductory course topics at our institution.

We placed all chapters into a Python dictionary, where each key
was the chapter name and the value was a list of topics within
the chapter to be written. We iterated through each chapter and
wrote a prompt to produce the culturally-relevant chapter with all
of its subtopics represented. The instruction to “not include how
incorporating Latin American culture wouldmake the content more
engaging” was explicitly added as these sorts of statements were
present in initial generations of the textbook and produced results
that sounded forced. It was also specified that the response should
“not ask the reader to incorporate Latin American culture" as the
LLM would typically write exercises asking readers to incorporate

Latine culture (e.g., write a list with your five favorite Latine soccer
players). By having readers incorporate Latine culture, it might not
make the textbook accessible to a general audience.

3.3 Textbook Evaluation
We evaluated the culturally-relevant textbook through a similar
process ran by Jordan et al.. The evaluation team consisted of the
first two authors of this study. The first and second authors had
previously served as a teaching assistant and a tutor, respectively,
to the CS1 Python course over several academic terms. Both evalu-
ators are Latine and were tasked to evaluate the culturally-relevant
textbook as they had the cultural background to evaluate the text
with respect to cultural relevance. The evaluators were given the
textbook alongside an evaluation table (see Table 1) adapted from
Jordan et al.’s original.

The criteria of sensibility, readability, cultural relevance
from Jordan et al.’s original rubric was used. Three aspects to our
evaluation were added. We added correctness to see if the mate-
rial and code examples were correct. We felt this was a necessary
aspect to assess as textbooks are used as learning material which
should be correct to avoid confusing learners. We added linguistic
approachability to see how accessible the language is in the text-
book. This is distinct from readability, as a text could be readable
and describe a sensible topic, but use verbose wording and jargon
that could confuse non-native English speakers – where over half
of U.S. Latines speak Spanish at home [23]. We also added appro-
priateness level of code examples in order to verify that the
examples that were being presented in a CS1 textbook are not out
of scope. Each chapter went through the assessment separately to
evaluate each prompt output from the LLM. For each aspect, evalu-
ators chose “Yes”, “No”, or “Maybe”. They described their reasoning
if they chose “Maybe” and could write notes for any response. The
two evaluators independently assessed each chapter in the text-
book. Following Jordan et al.’s process, the evaluation team joined
to discuss any conflicts on assessments and form a consensus on a
Yes/No answer for each metric. The researchers shared their notes
to make an informed decision.

We expanded on the cultural relevance aspect by adapting the
Cultural Relevance Evaluation andAssessment Tool [17]. Our adapted
version focused on the second criterion of the CREAT tool – pro-
viding opportunities for developing and maintaining cultural com-
petence in relation with oneself or others [17]. This tool was previ-
ously used to evaluate the cultural relevance of learning materials
found online. This tool evaluates cultural relevance through four
levels. A detailed explanation of this evaluation tool’s levels is found
in Table 2. This metric was used by the evaluation team to ana-
lyze all examples and exercises provided by GPT-3.5-Turbo for the
textbook. Examples are code snippets as part of explanation, while
exercises are problems for students to practice. A total of 37 ex-
amples and 48 exercises were generated and evaluated. In order to
assure evaluation consistency of cultural relevance, we calculated
the interrater reliability across all examples and exercises using
the Cohen’s kappa statistic. Our Cohen’s kappa value was 0.815
which translates to “strong agreement” [30]. In an effort to identify
how the LLM incorporates Latine culture, the evaluation team per-
formed thematic analysis [3] on the examples and exercises that
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Table 1: Assessment rubric used to evaluate textbook chapters

Aspect Question Options Notes
Sensibility Does the chapter clearly state the information to the reader? Yes/No/Maybe
Correctness Does the chapter not make mistakes in the material presented? Yes/No/Maybe
Readability Is the chapter grammatically correct? Is it easy to read? Yes/No/Maybe
Linguistic
Approachability

Does the chapter contain simple English words to help students understand the
material? Yes/No/Maybe

Code Appropriateness Are the examples in the chapter at the expected level of the textbook’s audience? Yes/No/Maybe

were labeled “culturally-relevant”. The themes were initially cre-
ated by the first author based off all of the examples and exercises.
Together, the team discussed the themes to verify its completeness.
Any themes to be revised or added were addressed and updated.

4 RESULTS
See [15] for the generated textbook using Latine culture.

4.1 RQ1: Textbook Evaluation
Of the 10 chapters evaluated, we found six (60%) to be sensible, eight
(80%) to be linguistically accessible, six (60%) to be an appropriate
level of code examples, and all ten (100%) to be both readable and
correct (see Table 3).

4.1.1 Sensibility. Six (60%) of the generated chapters were sensible.
The chapters that were not sensible were 1) Loops, 2) References,
Objects, and Methods, 3) Coding Best Practices and Debugging, and
4) Final Review. Chapters assessed as “not sensible” were due to
topics not being properly introduced/explained or examples not
matching the topic at hand. Examples of these can be found on the
chapter on “References, Objects, and Methods”. When covering the
scope of variables, the textbook explains the concept of global and
local scopes. However, the description of global scope is as follows:
“Variables defined outside of any function or class have global scope.
They can be accessed from anywhere in the program.” At this point
in the textbook, the concept of classes had not been introduced –
potentially causing confusion to a new reader. Another example of
material not making sense in this chapter occurs when introducing
methods. Methods are introduced by highlighting the use of dot
notation following an object’s reference. An example in this chapter
intends to get the length of a String using the len() function –
potentially causing additional confusion to the reader regarding
methods vs. functions. In this case, the code itself is correct as it
correctly produces the length of a String, however it does not make
sense in the context of the topic of methods. Note that len(s) is a
function in Python which returns the length of the sequence that
is passed in as a parameter. A method is a function that belongs to
an object and is called on the object (e.g., lst.append()).

4.1.2 Linguistic Approachability. Eight (80%) of the generated chap-
ters were linguistically approachable. The chapters that were not
linguistically approachable were 1) Loops, and 2) Nested For Loops
and 2D Lists. Instances of the textbook not being linguistically
approachable result from using verbose verbiage and introducing
jargon without a lay description. An example of this is the intro-
duction of loops to the reader: For loops are used when we want to
iterate over a sequence or a collection of items. The loop variable takes

the value of each item in the sequence, one by one, and executes the
block of code within the loop. A more linguistically approachable
version of the same text could be as follows: We use for loops when
we want to go through a list or a bunch of items one by one. The loop
variable holds the value of each item in the list, and the code inside
the loop runs for each item.
4.1.3 Appropriateness level. Six (60%) of the generated chapters
used an appropriate level for code examples. The chapters that did
not have an appropriate level were 1) Coding Best Practices and De-
bugging, 2) Nested For Loops and 2D Lists, 3) Image Manipulation,
and 4) Final Review. The chapters were assessed as having code that
was not an appropriate level for an introductory computer science
textbook, primarily when the material generated used libraries that
are not typically used in an introductory setting. An example of this
is the chapter on Best Practices and Debugging, where the system
imported the unittest library to test functions. In introductory
programming courses at our university, we typically do not use unit
testing libraries for testing as they may introduce an additional level
of complexity for students with no prior programming experience.
Rather, we would prefer to have students write their own simple
tests (using print statements) to verify whether their functions are
working as expected.
4.1.4 Readability and Correctness. All ten (100%) of the generated
chapters were deemed to be readable and correct, with no grammat-
ical or programmatic mistakes found. Though there were instances
of low linguistic approachability, the text was still readable. There
were instances of code examples not making sense where they were
presented in the text (See Section 4.1.1). However, the code blocks
themselves were correct and solved the problem at hand.
4.1.5 Cultural Relevance. The evaluation of cultural relevance is
found in Table 4. The totals for examples and exercises in the table
reflect the assessments from both researchers on the evaluation
team. There were no examples or exercises that fell under the -1
level of the rubric (see Table 2) – meaning there was nomaterial that
was racist or conveyed cultural supremacy. Level 0 with no cultural
relevance (culturally-agnostic) has a total of 75 instances (44%) –
showing that less than half of examples and exercises are culturally-
agnostic. Level 1 with surface-level cultural relevance has a total
of 63 instances (37%). Level 2 with deep cultural relevance has a
total of 32 instances (19%). The means in Table 4 are a weighted
average calculated by adding all the level values and dividing by the
amount of elements (e.g., for Examples we added the 40 zeros, 26
ones, and 8 twos, then divided by 74). The cultural relevance of the
examples is 0.57 while the exercises is at 0.89 – and an independent
samples t-test between the means shows a statistically significant
difference (𝑝 < 0.01). This shows that exercises are significantly
more culturally-relevant than examples.
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Table 2: Assessment rubric for cultural relevance of textbook chapters

Level Definitions Look-for
-1 Negation of any level below Explicitly racist or praising one culture above others; cultural supremacy
0 Absence of cultural references Cultural references not mentioned, only generic or mainstream references are present

1
Presence of cultural references for
own/other underrepresented
cultural groups

Meaningful objects to certain cultural groups are present, but the cultural context is
not deeply embedded in the problem and can be irrelevant to the work of solving it

2 Deep and meaningful engagement
with cultural references

The presence of the cultural references has a purpose and meaning behind, and they
are relevant to the problem solving

Table 3: Textbook Evaluation Results for Sensibility (Sens),
Readability (Read), Correctness (Correct), Linguistic Ap-
proachability (LA) and Code Appropriateness (CA)

Sens Read Correct LA CA
60% 100% 100% 80% 60%

Table 4: Textbook Evaluation Results for Cultural Relevance
across Examples and Exercises Using the Rubric from Table 2

-1 (%) 0 (%) 1 (%) 2 (%) Mean
Examples 0 (0%) 40 (54%) 26 (35%) 8 (11%) 0.57
Exercises 0 (0%) 35 (36%) 37 (39%) 24 (25%) 0.89
Total 0 (0%) 75 (44%) 63 (37%) 32 (19%) 0.75

Table 5: Frequency of Categories of Cultural Relevance Using
Levels from the Rubric from Table 2

Categories Surface Level (1) Deep Level (2) Total
Geography 28 20 48
Names 16 0 16
Culinary 9 3 12
Linguistic 0 9 9
Activities 4 1 5
Items 4 0 4
Media 1 2 3
Measurements 2 1 3
Currency 0 2 2
Total 64 38 102

4.2 RQ2: Incorporation of Latine Culture
Cultural relevance evaluations are found in Table 4. Among the
culturally-relevant levels (1 and 2), surface-level cultural relevance
holds the majority of the examples and exercises. One of the main
forms of incorporating Latine culture to examples is the use of Latin
American names. For instance, an example in the textbook used
a for loop to iterate through a list of student names: 𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 =

[“𝑀𝑎𝑟𝑖𝑎”, “𝑃𝑒𝑑𝑟𝑜”, “𝐿𝑢𝑖𝑠𝑎”, “𝐽𝑢𝑎𝑛”]. This incorporates the cultural
signifier of common names in Latin America, but does not use it in a
meaningful way for the problem at hand. A common technique for
surface-level implementation of exercises was to prompt the reader
to input Latine culture into the answer. Take the following exercise:
“Write a program that asks the user for their name and favorite Latin
American dish, then prints a message incorporating their answers.” In
this case, we see that although the LLM incorporated the concept

of Latine culture, it simply asked the reader to choose their favorite
food that happens to be Latin American.

Deep cultural relevance was mainly present in exercises in the
textbook. One such instance was the use of translation with dictio-
naries. The exercise is written as follows: “Create a dictionary called
‘colors‘ with the following key-value pairs: “Blue” - “Azul”, “Red” -
“Rojo”, “Yellow” - “Amarillo”, and “Green” - “Verde”. Prompt the user to
enter a color name in English. If the color exists in the dictionary, print
its translation in Spanish; otherwise, print a message stating that the
color is not in the dictionary.” This usage of Latine culture is deeper
as it leverages one of the main languages in the culture (Spanish)
in a meaningful way directly relating to the problem. If one were
to add a new key-value pair, a correct translation is necessary in
order to keep the dictionary correct (e.g., “Brown” - “Café”).

Frequencies for each category can be found in Table 5. Only
examples and exercises that had surface-level (level 1) or deep
engagement (level 2) were considered. An example or exercise
could share across several categories, so the frequencies may exceed
those found in Table 4. The following categories were identified
through thematic analysis: 1) Geography, 2) Names, 3) Culinary, 4)
Linguistic, 5) Activities, 6) Items, 7) Media, 8) Measurements, and
9) Currency. Geography pertains to the use of countries, capitals,
and city names. Names refers to the use of Latine names (e.g.,
María, Jose, etc.). Culinary refers to the use of foods. Linguistic
pertains to the use or reference of Latine languages. Activities
refers to activities shared across Latine cultures (e.g., salsa dancing,
soccer playing). Items refers to iconography that relate to Latine
cultures (e.g., flags). Media pertains to the use of music and movies.
Measurements capture the systems used in Latin America (e.g.,
Celsius, kilometers, etc.). Currency refers to the incorporation of
Latine currencies (e.g., pesos, real, quetzal, etc.).

Listing 2: Deeply Culturally-Relevant Example
countries_capitals = {"Mexico": "Mexico City", "Brazil":

"Brasília", "Argentina": "Buenos Aires"}
if "Brazil" in countries_capitals:

print("Brazil is in the dictionary!")
else:

print("Brazil is not in the dictionary!")

Themost prominent form of cultural relevancewas geography (47%)
– particularly for deep cultural relevance (53%). For instance, in List-
ing 2 we see an example of key membership in a dictionary. The
dictionary is explicitly highlighting Latin American countries and
their capitals, providing a Latine audience with a cultural anchor,
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but also provides a non-Latine audience with an opportunity to
learn about Latin American culture.

5 DISCUSSION
5.1 RQ1: Textbook Evaluation
We see that the LLM-generated culturally-relevant textbook is
mostly sensible, linguistically accessible, at an appropriate level
for code examples, readable, and correct (Section 4.1). These re-
sults fall in line with the work finding that LLM-generated learning
resources are not statistically significantly different from those
that are human-generated [7]. These results bode well for the fu-
ture of learning resource generation, as a purely human-generated
textbook could take several years to write [32, 37]. The code ap-
propriateness score could stem from LLMs being trained on online
repositories which may feature more sophisticated code – which
could also explain the correctness evaluation. The linguistic ap-
proachability assessment may be due to the formal writing on code
documentation. The readability score may be due to LLMs generally
not having writing errors – and are used for correcting such mis-
takes [6]. The sensibility score may be due to the LLM generating
by chapter and not remembering the context beforehand.

Two-thirds of the cultural relevance implemented was surface-
level – in line with research highlighting ChatGPT’s cultural align-
ment with the United States over other cultures [2, 5]. One of the
main implementations was by asking the reader to incorporate
Latine culture (e.g., Create a variable called “country” and assign
it the string value of the name of a Latin American country. Print
the value of the variable to the console.). This method is particu-
larly noteworthy as we explicitly asked the LLM in the prompt to
not have the reader incorporate Latine culture (see Listing 1). We
also found a statistically significant difference regarding cultural
relevance when comparing the examples and exercises from the
LLM-generated textbook. This may be due to examples being re-
stricted to shorthand explanation of techniques, while exercises
can use these techniques for a larger narrative.
5.2 RQ2: Incorporation of Latine Culture
In terms of the surface-level incorporation of cultural relevance,
there seemed to be a “slap-on” effect that the LLM implemented. By
this, we mean that examples and exercises would superficially add a
cultural reference to a problem – similar to Section 5.1. Listing 3 and
the following exercise are some ways that the LLM would “slap-on”
Latine culture to a problem: Try applying a red filter to an image of
a traditional Latin American dish. Save the modified image with a
new name and display it.

Listing 3: Surface-Level Cultural Example
name = "Carlos"
print("Hello, " + name + "!") # Output: Hello, Carlos!

The main categories of cultural relevance can be found in Ta-
ble 5. We see that “Geography” was the most incorporated category
across surface-level and deep-level implementations. This is likely
due to how GPT-3.5-Turbo is trained mostly on English data and
might rely heavily on geographical markers (e.g., countries, capi-
tals, cities) as cultural references to Latin America. A noteworthy
aspect of the geographical implementation is little variability it

implemented. The same five countries were used across the text-
book (Argentina, Brazil, Chile, Mexico, and Peru) even though
there are over 20 countries that could be represented. There were
no Caribbean (e.g., Puerto Rico, Dominican Republic) or Central
American (e.g., Nicaragua, Panama) countries.

A similar phenomenon can be seen with the “Names” category.
The only names used in the textbook were Maria, Carlos, Juan,
Pedro, and Luisa. Not only was there little name variability, but
there was no representation of more commonly used names of
indigenous groups in Latin America (e.g., Cuauhtémoc, Tenoch,
Xochitl, Citlalli). Future work may want to implement a fine-tuning
process incorporating Latine culture, similar to the work of Yao
et al. with Chinese-English parallel data [44].

6 LIMITATIONS
A limitation to our study would be that GPT-3.5-Turbo was last up-
dated September 2021, three years ago. It is possible that using the
new GPT-4.0 model would yield more positive results, but it is not
freely accessible. The free version was chosen to ensure the general
public can create their own culturally-relevant examples. Note that
the use of LLMs means that no two outputs may be identical – using
the same prompts from this study may yield similar, but different
results. Another limitation would be that two researchers reviewed
the culturally-relevant textbook, both from the same 4-year re-
search institution. There is a possibility that with a wider range
of perspectives and more reviewers, the evaluation results would
vary. Lastly, ChatGPT is significantly culturally aligned with the
United States over others [5]. A fine-tuning process incorporating
Latine culture may provide deeper cultural engagement.

7 CONCLUSION
In the U.S., culturally-relevant computing is a popular pedagogical
approach for Latine students. However, creating culturally rele-
vant learning resources can be time-consuming. To expedite the
process, we utilized LLMs through prompt engineering to gener-
ate a culturally-relevant textbook for a CS1 course. The evalua-
tion showed the generated textbook was mainly sensible, correct,
readable, linguistically approachable, used code examples at an ap-
propriate level, and was culturally-relevant. The depth of cultural
engagement was typically surface-level, where exercises were more
deeply engaging than coding examples. While LLMs can be a valu-
able initial step for writing culturally-relevant learning resources,
further refinement is needed. This work may extend to generating
culturally-relevant textbooks for other cultures in the future.
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