IEEJ Journal of Industry Applications
J-STAGE Advance published date : July 25, 2025
DOI : 10.1541/ieejjia.25000120

Advance Publication

Paper

Adaptive One Sample Ahead Preview Control with Multilevel Validation

for Non-Sinusoidal PMSMs in dg Coordinates
Lucas Rossato Rocha”  Non-member
ROdI‘igO Padilha Vieira* Non-member
Wencong Su-

Guilherme Vieira Hollweg® Non-member,
Van-Hai Bui-
Mengqi Wang-

Non-member,

Non-member, Non-member

(Manuscript received January 05, 2025, revised xxxx xy, 2025)

This study shows the design and implementation of an adaptive one sample ahead preview (AOSAP) control struc-
ture tailored for non-sinusoidal permanent magnet synchronous motors (PMSMs), implemented in both d and g coordi-
nates. The control strategy employs a first-order reference model and is systematically compared against conventional
Proportional-Integral (PI) controllers. The simulation results in Matlab and the experimental evaluations conducted on
a Typhoon hardware-in-the-loop (HIL) 604 platform and a physical prototype demonstrate the superior performance
of the proposed AOSAP controller. It exhibits lower tracking errors and faster regulation compared to classical PI
controllers. The control algorithms are developed on Texas Instruments Delfino C2000 microcontrollers, showcasing

the feasibility of the proposed approach in real world applications.
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1. Introduction

The demand for electric vehicles (EVs) has drastically in-
creased in the past few years due to growing concerns re-
garding green technologies and the reduction of fossil fuel
consumption [2-4]. In response to this trend, the fields of
power electronics, electric machines, power drives, and those
related to electrification and transportation have also experi-
enced significant growth and development [5-7].

Permanent magnet synchronous machines (PMSMs) are
crucial components regarding electric traction, finding
widespread applications in diverse sectors, ranging from
wind power to electric vehicles [8—12]. These machines
leverage permanent magnets in their rotor design, contribut-
ing to their efficiency and high power density [13]. A non-
sinusoidal PMSM deviates from the traditional sinusoidal
back electromotive force (EMF) waveform commonly asso-
ciated with synchronous motors. This deviation is achieved
through intentional motor design or control strategies, result-
ing in waveforms such as trapezoidal or square [14]. Ad-
vantages of non-sinusoidal PMSMs include simplified con-
trol algorithms and potentially reduced manufacturing costs
[15]. However, they may exhibit drawbacks, such as in-
creased torque ripple and higher harmonics in motor cur-
rents, affecting smoothness of operation and introducing ad-
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ditional losses [16]. The choice between sinusoidal and
non-sinusoidal PMSMs depends on the specific application
requirements, with non-sinusoidal designs often favored in
cost-effective and simpler control-oriented applications.
Over the past decades, significant advancements have
been made in control methodologies for non-sinusoidal
PMSMs. Conventional proportional-integral (PI) controllers
are widely adopted due to their simplicity and ease of imple-
mentation, but they may struggle to meet the stringent perfor-
mance requirements of modern applications. In this context,
several novel control strategies have emerged to deal with
non-sinusoidal PMSMs [17]. Among the proposed struc-
tures, there are predictive controllers [18-20], resonant con-
trollers [21,22], sliding mode controllers [23], direct injec-
tion of current harmonics [24-26], artificial neural networks
[27], linear quadratic regulators [28], deadbeat [29], active
disturbance rejection [30] and others. However, all these
aforementioned control structures have something in com-
mon: they lack of real-time adaptability. In this regard, adap-
tive control techniques have gained traction in recent years as
promising solutions for power electronics and motor drives
applications. This paper proposes the application of an adap-
tive one sample ahead preview (AOSAP) controller for non-
sinusoidal PMSMs in order to improve performance. This
control structure is possible to be implemented in both dg
coordinates (or only for the g coordinate) and is based on ro-
bust adaptive control theory. In this sense, it employs a refer-
ence model for dictating the controlled signal’s behavior and
adapting the @ vector (the adaptive gains linked to the internal
signals of the system) to achieve low tracking error. Further-
more, by working with one sample ahead, it tends to present
fast regulation performance in exchange for some overshoot,
which can be managed by an appropriately designed refer-
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ence model and tuning gains.

The contributions of this research can be described as fol-
lows:

e The AOSAP control strategy is applied for non-

sinusoidal PMSMs, aiming for improved performance,
built upon the foundation of robust model reference
adaptive control (RMRAC) theory. This control ap-
proach is designed to deliver rapid regulation perfor-
mance, leveraging the characteristics of the Deadbeat
controller while incorporating the robustness inherent in
model reference adaptive control (MRAC). This combi-
nation ensures fast and reliable system response under
varying operating conditions.
The controller is implemented in the d and ¢ coordinates
(or only for the g coordinate). Moreover, the valida-
tion of the control method is first carried out in Mat-
lab, and later in a control-hardware-in-the-loop (C-HIL),
implemented in a Delfino C-2000 digital signal proces-
sor (DSP). Later, the control structure was validated in
a prototype. In this regard, the discrete-time control ar-
chitecture is validated in a real environment in terms of
control, and a comparative analysis reveals a significant
improvement compared to conventional PI controllers.

The structure of this paper unfolds as follows: Section II
outlines the mathematical formulation of the control prob-
lem, while Section IIT delves into the design of the AOSAP
controller. Moving on, Section IV presents the feasibility of
the control structure to regulate the plant in a Matlab environ-
ment. Section V presents the results obtained through C-HIL
and provides a comparative analysis with a traditional struc-
ture. Section VI presents experimental results, validating the
control method in a real scenario. Finally, Section VII offers
concluding remarks for this study.

2. Non-Sinusoidal PMSM Mathematical Model

For modeling the electrical machine in the synchronous
reference frame dg, there is

0g(1) = Ryig() + w,Lyiq(t) + L‘Y%iq(t) + e4(), 0

000 = Roit) = 0eLaig) + Ly ia(0) + e,

where vy, v, represent the dg voltages, iy, i, are the stator cur-
rents, ey, e, denote the back-EMF, R; is the resistance to the
stator, Ly is the inductance, and w, is the synchronous speed.
From (1), the back-EMF can be expressed as given in (2) for
non-sinusoidal PMSM [31]:

eat) = E, + Z E,, cos(hw,1),
N h (2)
e (1) = Z Eg, sin(hw,t),
h
where E, represents the constant component of ¢, E,, and
E,, are the harmonic amplitudes, and h = 6,12, 18, ... de-
notes the harmonic order. Since the stator currents depend
directly on the difference between the dg voltages and the
back-EMF, i; and i, will exhibit the same behavior as de-
picted in (1). Consequently, the electromagnetic torque T,
will also exhibit a ripple, according to

1
Te() = —lea(Dia(t) + eq(Dig(1)} =

| o (3
—{Ty + Z T, cos(hw,1)},
h

Wy

where T is the constant component of T, T}, is the harmonic
amplitude and w, is the rotor speed.

Usually, the torque in a non-sinusoidal PMSM is modeled
including a constant and an oscillatory component. If this is
the case, the current references i, must also include an oscil-
latory + constant component [32] to compensate for torque
ripple. However, if the back-EMF harmonics are not signifi-
cant, the oscillatory component in (2) can be assumed to be a
small disturbance, constant iy, currents can be applied.

From (1), the transfer function that relates current and volt-
age can be obtained as

idg 1
Gi(s) = — = ———.
(s) vig SLy+R;

“

The mechanical machine model is depicted in the follow-
ing.

d B, lT T s
Z70r(0) =~ @) + 2(Te(t) = TL(0), &)

where B, represents the viscous friction coefficient, J denotes
the moment of inertia, and 7 stands for the torque load.
Taking the result from (5), the transfer function linking ro-
tor speed and torque can be computed as follows

Gu9)= L= —
A DY

(©6)

The machine parameters are depicted in Table 1. Detailed
modeling can be found in [33].

Table 1: Machine parameters.

Parameter Name Value
Vpe Voltage DC bus 72V
P Number of poles 32
J Moment of inertia 0.0226 kgm?
B, Viscous friction coefficient  0.0097 Nms
Wnom Nominal rotor speed 50 rad/s
Ly Stator inductance 88.61 uH
Ry Stator resistance 78.17 m&

3. Controller Description

This section describes the AOSAP controller for the non-
sinusoidal PMSM application. However, stability analysis
using Lyapunov criteria will not be fully discussed in this pa-
per, since it was shown in detail in [34]. Nevertheless, the
appendix sections provide a brief description of the stability
analysis and show the controllers’ robustness to matched and
unmatched dynamics.

3.1 Assumptions on Plant and Reference Model
Consider a general linear time-invariant single-input single-
output (SISO) system as

G(2) = Go@[1 + 1 An(2)] + p2Aa(2). @)

Observe that there are two types of unmodeled dynamics:
additive, denoted by uyA,(2), and multiplicative, represented
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by u1A,(z). For simplicity, the same value of y is assumed

for unmodeled additive and multiplicative dynamics. Then,

# = g1 = po. In addition, the parameter ¢ is bounded in the

interval [0, 1), with & being a positive real number.
Rewriting (7) as

G(2) = Go(HAG(), ®)
and 7
Go(2) = ky RZ; ©)

where Gy(z) represents the nominal part of the plant. Also,
k, is a scalar gain, Z,(z) is the numerator, and R, (z) is the de-
nominator. Then, Gy(z) must satisfy the following assump-
tions:
Aj: kp is an unknown gain, but its sign must be known.
Ajr: Z,(2) is a monic polynomial, with order m, with all roots
inside the unit radius circle.
Ayt Ry(z) is a monic polynomial, with order n, where n > m.
Ayy: the coefficients of Z,(z) and R,(z) may be unknown.
Remark I: It is also important to emphasize that A; ensures
the proper initialization of #; (showed in detail in next sub-
section), avoiding division by zero. This gain always has the
opposite sign of k,. Therefore, once the sign of k), is known,
6, will not cross zero during its convergence.
The tracking error can be described as

€L =Y = Ym (10)

where y and y,, are the outputs of the plant and reference
model, respectively. Moreover, y,, is

Ym = Win(2)r, (11)
and r is a bounded reference signal, while W,,(z) is the refer-
ence model transfer function, given by

Win(2) = ki (12)

1
Dyu(2)
where k,, is the gain and D,,(2) is the transfer function denom-
inator. Furthermore, W,,(z) must satisfy the assumptions:
Ay: Dy (2) is an n-order monic polynomial, with all roots in-
side the unit radius circle.

Avr: ki is a high-frequency gain constant, with the same sign
as k.

Remark II: The reference model typically shares the same
relative degree as the modeled part of the plant (G((z)) for the
matching condition. In the control structure presented, the in-
tentional choice of a first-order reference model (W,,(z)) al-
lows the plant (G(z)) to have any order. This simplification
is made with the understanding that the omitted dynamics
have a minimal impact on the overall behavior of the system.
The Lyapunov stability analysis presented in [34] and briefly
discussed in the appendix further demonstrate the controller’s
robustness in handling both included and disregarded dynam-
ics.

3.2 Control law As presented in Section II, the non-
sinusoidal PMSM control problem consists in a first order
system. Thus, be the plant modeled as

b

Go(z) = —a u@)

(13)

The dominant dynamics of the system are characterized by
the parameters a and b. Moreover, let y denote the output of
the plant and u represent the input to the plant. In addition,
the reference model is

b)nr m
W) = —2mr = 9n@

Z— Qmr V(Z) ' (14)

In this context, the characteristics of W,,(z) are expressed
by the parameters a,,, and b,,,, dictating its dominant dynam-
ics. The output y,, of W, (2) is designed to follow the ref-
erence signal r. Ensuring the matching condition requires
aligning the relative degree of the reference model with that
of the nominal part of the plant, denoted as Gy(z). Expressing
(13) in a different way, there is

2Y(2) — ay(z) = bu(z), (15)
which, in its implementable form is
y(k + 1) = ay(k) + bu(k). (16)

It becomes essential to match the dynamics of the reference
model with the regulated signal, ensuring y(k+1) = y,,(k+1).
Rephrasing (16), the entirety of the control action can be for-

mulated as:
y(k +1) — ay(k)
—
Substituting y(k + 1) with y,,(k + 1) in (17), follows

Yk + 1) —alay(k = 1) + bu(k — 1)]

u(k) = (17)

k 18
u(k) 5 (18)
Furthermore, from (14), it also follows

.’/m(k +1)= amr!/m(k) + bmrr(k)’ (19)

which can be rewritten in its implementable form by shifting
the (k) operators, as

Ym(k) = apry(k — 1) + byypr(k — 1). (20
To obtain the control action, replace (19) in (18), thus

a;nr!/;n(k) + bmrr(k) - QZ!J(k - 1) - abu(k — l)

u(k) = 5

@3y
and consequently,

a2

bmr

b b ‘mr

(k) = (k= 1) = 7=y (k= 1)+ Ty, () + (k) = 0.
mr mr mr (22)

Arranging the coefficients as adaptive terms, (22) can be

written as
O1u(k) + u(k — 1)+ 63y(k — 1) + O4y,,(k) + r(k) = 0, (23)

where the adaptive gains, recalculated for each iteration, are

b b 2 mr
givenby 6 = ——, 6, = —a—,93 = —a—, and 6, = 4

bmr bmr bmr mr
Remark III: Note that the adaptive gains & absorb the co-
efficients of the internal signals, and, consequently, the sig-
nals themselves. Since & is adapted at each iteration, their
signals are also subject to change and can be corrected in case
of incorrect initialization, with the exception of &, which
should be properly initialized according to Assumption A;.
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Isolating the control action u(k) in (23), it is true that

_ Zthutk = 1) — Osy(k — 1) — baym(k) — r(k)
6

being (24) the implementable form in discrete time of the

adaptive control action. Furthermore, (23) can be represented
in matrix form as

u(k) » 24

" (kywk) + rk) = 0, (25)

where 87(k) = [ 61(k) 6y(k) 83(k) 84(k) ] and w'(k) =
[ uk) utk—1) yk— 1)y k) 1.

The AOSAP control gains in 8(k) will be updated in real
time with the adaptation algorithm, as presented next.

3.3 Adaptation algorithm A modified Gradient al-
gorithm is utilized as the parametric adaptation law, allowing
real-time adjustment of the controller gains. This approach
allows for dynamic tuning of the controller parameters based
on the system’s evolving conditions. The algorithm is formu-
lated as follows:

Tk (k)e(k)
m? (k)

As shown in the Lyapunov analysis (Appendix A), the con-
troller maintains boundedness and regulation performance
even in the presence of matched and unmatched dynamics,
confirming its practical robustness. In this context, I repre-
sents a positive definite square matrix, while « is a constant
designed to accelerate the convergence rate of the controller
gains. The term /m is associated with the majorant and o
refers to the o-modification function, which will be discussed
in detail in subsequent sections. Furthermore, 7'y denotes the
sampling time and { is the regressor vector, defined as

0(k+1)=08k) —ok)T,Iok) - (26)

§=Wu(@w. 27
The augmented error, &(k), is defined as:
(k) = e1 + 0" £ + W, (2)r, (28)

being e (k) presented and discussed in (10).

For a detailed derivation of the error equation and further
insights into the AOSAP theory, the reader is referred to [34].
A bounding signal is introduced, expressed as:

m’ (k) = m*(k) + " ()T L(k), (29)
where m(k) evolves according to:
m(k + 1) = dom(k) + 61(1 + lu(k)| + ly(k)l ), (30)

with &y and ¢, as positive design parameters, and the initial
condition m(0) > lf—‘&). Additionally, the modified gradient
algorithm integrates a o-modification term to avoid param-
eter divergence, as described in [35]. This modification is

defined by:

0 if [|8(k)Il < Mo,
(k) =00 (”‘j{% - 1) if My < 180l < 2M,,  (31)
oo if [|8(k)Il = 2M,

where oo and M, are positive design constants. The term
o(k) satisfies 0 < o(k) < o, with My chosen suffi-
ciently large to account for the unknown true parameter vec-
tor 8. The majorant ensures that the adaptive system op-
erates within a bounded region by dynamically adjusting

m(k), while the o-modification function is incorporated into
the gradient-based adaptation law to introduce a penalization
term when the adaptive gain vector 8(k) exceeds predefined
limits [36].

The persistent excitation (PE) condition is fundamental to
ensure effective parameter adaptation in MRAC or RMRAC-
based controllers. However, these structures are generally
not optimal for tracking purely DC references, as a constant
reference does not inherently satisfy the PE condition. In
this approach, the PE requirement is naturally met due to the
characteristics of non-sinusoidal PMSMs. The back-EMF in-
herently contains harmonic components which, even if min-
imized, are never entirely eliminated, similar to the chatter-
ing behavior in sliding-mode controllers. These harmonics
propagate into the stator currents, preventing purely DC con-
ditions and sustaining the necessary excitation. Additionally,
practical mismatches, noise, and quantization effects intro-
duce small perturbations that prevent the system from reach-
ing a perfectly steady-state DC response, contributing to PE.
Even in stable conditions, variations in load, sensor noise,
and disturbances ensure that the adaptation mechanism re-
mains active, allowing the controller to effectively regulate
the system.

3.4 Reference Model Design The RMRAC-based
controller is implemented in both the d and ¢ coordinates
for the current control. Consequently, two reference models
need to be chosen, one for each coordinate. The plants are
first-order, as discussed above. After considering the system
parameters from Table 1 in (4), and discretizing the system
with a sampling time of 0.0001 s using the zero-order holder
(ZOH) method, it is obtained

1.08
(z-09156)°

It should be noted that the system plant is the same for both
the d and g coordinates. Furthermore, the plant follows As-
sumptions A;-A;y .

The reference model is tailored to define the desired dy-
namics of the controlled current signal. To achieve this, it
is designed to operate at a frequency an order of magni-
tude higher than that of the reference signal, ensuring fast
and accurate tracking. Furthermore, the model is configured
to maintain a gain of 0 dB at the relevant low frequencies,
thereby avoiding the introduction of unintended amplifica-
tion into the reference signal. For the g coordinate, a stable
first-order system with a real pole located at 10 - 10? in con-
tinuous time was chosen. The discrete-time representation of
this reference model is expressed as follows:

0631
(z—0.3679)°
and for the coordinate d, the stable real pole is located at

1 - 10°. The discrete representation of the designed reference
model is

Gy(2) = Ga2) = (32)

W)@ = (33)

0.09516
(z—0.9048)"

Both reference models were designed using the ZOH with
T, = 0.0001 s, corresponding to 1/ f;,, and furthermore with
assumptions Ay and Ay;. In addition, the reference model for
the ¢ coordinate was designed to be faster than that for the d

Wina)(2) = (34)

IEEJ Trans. FM, Vol.145, No.1, 2025
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coordinate. This choice is justified by the fact that the refer-
ence for d is typically 0 A, maintaining a relatively constant
dynamic, while the g coordinate tends to exhibit changes
in dynamics based on the system’s operational conditions.
Figure 1 shows the designed reference models W,,,(z) and
Wua)(z) compared to the plant of the system (G,(z) = G4(2)).

= 20
g%
o 10 -
o]
£ I
g o
=]
=0 L i
§ -45 I ""*\
2 —aeqe —
135 - Won()@ o
5 133 Pon R
f n(a) ‘
& 225 ‘ ‘ ‘
10’ 10 100 10 10

Frequency (Hz)

Figure 1: Bode diagram of reference models W, (z) and
W) (z) and system plant (G,(z) = G4(z)).

As presented in Figure 1 and discussed before, the refer-
ence models were designed to be faster than the plant dynam-
ics, with W,,;)(2) also faster than W,,4(z) due to the differ-
ence in dynamics between the coordinates. Since the design
of the reference models attend to assumptions Ay and Ay,
and are both stable, they characterize a good choice for the
RMRAC-based control structure.

4. Matlab Experiment

After modeling the system plant and presenting the math-
ematical description of the AOSAP controller, a Matlab sim-
ulation of the plant in closed loop was conducted. Including
simulation results from Matlab before Hardware-in-the-Loop
(HIL) validation serves as an essential intermediate valida-
tion step, bridging the gap between theoretical design and
real-time implementation. This simulation allows the control
algorithm to be evaluated in a purely mathematical environ-
ment, free from real-world complications such as transfor-
mations, noise, sensing inaccuracies, and modulation effects.
It provides a platform for analyzing and fine-tuning the con-
troller’s feasibility and performance in handling plant dynam-
ics.

Intermediate simulations are both cost-effective and time-
efficient, enabling iterative testing and refinement of the con-
trol strategy without hardware-induced complexities. This
process significantly reduces the likelihood of encountering
unexpected issues during the HIL stage, improving the over-
all validation workflow, and accelerating the transition to
real-time implementation.

For this section, the presented Matlab results focus on the
g coordinate control. The plant dynamics in both d and ¢ co-
ordinates is derived from the same underlying physical sys-
tem and is mathematically equivalent, as shown in (32). Both
the d and ¢ coordinate plants are modeled as first-order sys-
tems with identical parameters, as determined by the non-
sinusoidal PMSM’s electrical model. Although minor ad-
justments in control gains may be required when transition-

ing between axes, the controller’s design and general per-
formance in regulating the g coordinate inherently extend to
the d coordinate. By demonstrating the effectiveness of the
AOSAP controller in the g coordinate, the results can be gen-
eralized to both axes without redundancy.

The experiment involves the adaptive structure controlling
the plant presented in (32), using the reference model shown
in (33). The control gains I and x were set empirically set
to values of 2 and 10, respectively, and the initial values of
8 were 8(0)(k) = [ -2 —1 -1 1], randomly initialized.
In addition, the following parameters were used: My = 8,
oo = 0.1, 89 = 0.7, and 6; = 1. These values satisfy the lim-
its of the adaptive structure stability analysis, as discussed
in [34]. The simulation runs for 200 seconds with a sampling
period of T; = 0.0001 seconds. The current reference begins
at 10 A. A load step is applied at ¢ = 66 seconds, updating r
to 20 A. Atz = 100 seconds, another load step is performed,
setting r back to 10 A, which remains constant until the end
of the experiment.

Figure 2 shows y,, and y. Figure 2(a) provides an overview,
while Figure 2(b) focuses on the first load step. The system
output y closely follows the reference model output y,,. After
each load step at = 66.6 s and ¢ = 100 s, small overshoots
of approximately 4% are observed, but the system quickly
stabilizes.

Figure 3 illustrates e; and e. As expected, the system ex-
periences disturbances at startup and during load steps, tem-
porarily increasing both regulation errors. However, the sys-
tem rapidly converges to steady state after each disturbance.
The tracking (e;) and augmented (¢) errors closely mirror
each other throughout the experiment, as € is a function of

50
— |
40+ Y
< Load step from )
=30 10At020A |
g i
=] \ Load step from —
% 20 20Ato5A |
< J
10 1
70 e 100 140 180
Time (s)
(@)
221 1
< 18} ]
Q
ks
E ]
=
g 14~ Load step from 1
10Ato 20A
L —V |
Y
10 s . : —
66.665 66.667 66.669 66.671
Time (s)
(b

Figure 2: Matlab experiment: reference model y,, and the
plant output y.
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i
B ¢
g &
— 1 Load step from
< 10- 10At020 A
@ {
3 \ \
£ i
2
I AN
<0 %
| Load step from
20At05A
A0 60 10 140 180

Time (s)
Figure 3: Matlab experiment: tracking error e; and the aug-
mented error €.

Load step from
— 20 10At0 20 A
<
H ™
EIN N |
20 |
g
< 20 - road step from
B 20Ato S A
AT 60 100 140 180

Time (s)
Figure 4: Matlab experiment: control action u.

e1, as discussed in Section II and equations (10) and (28).
Figure 4 shows the control action u, while Figure 5 shows
the auxiliary filter . The control action exhibits a significant
transient at startup, but stabilizes once the adaptive param-
eters minimize the augmented error. The startup transient
results from the adaptive controller’s initialization with ran-
dom gains, which requires considerable effort to converge to
a suitable @ close to 8*. With regard to auxiliary filters, ¢
helps estimate the system dynamics and generate control ac-
tions. Stabilization of ¢}, {», and {3 near zero after transient
indicates stability and rejection disturbance. Furthermore, {4
effectively tracks the reference current r, confirming the con-
troller’s ability to achieve desired tracking performance.
Figure 6 shows the adaptive control gains . At startup,
the adaptive gains exhibit high dynamics due to their initial-
ization far from the actual values. However, the system sta-
bilizes around ¢ = 20 s, with adaptive gains showing mini-
mal variations, even in the face of load steps (1 = 66.6 s and
t = 100 s). This behavior suggests that the achieved values
@ closely approximate the true gains 8*, ensuring regulated
tracking of y,, by y, even under disturbances.
Simulation-based validation improves the methodological
rigor and aligns with industry best practices. It is a standard
procedure to ensure reliability and safety before transition-
ing to physical implementation. The consistency of MAT-
LAB simulation results demonstrates the robustness of the
proposed controller, showcasing its effectiveness in regulat-
ing plant dynamics in a controlled environment. To mitigate
the transient overshoot in the startup, several strategies can be
employed. These include selecting a slower reference model,

40 —4 1
0 ! T
(@)
40 s
L 0 ! T
£ ®
£ 600 :
< —t
200& 1
20 ©
L — |1
10 3
0 20 60 100 140 180
Time (s)
@
Figure 5: Matlab experiment: auxiliary filters .
1 2y
s ,
= 0.5 ]
i)
8
> 0 —
=]
B=1 2
S 2
g e A
g, ]
<’ F
15 | | | | | |
20 60 100 140 180

Time (s)
Figure 6: Matlab experiment: adaptive control gains 6.

adjusting the adaptive structure using smaller values of «, ini-
tializing the adaptive gains vector @ closer to 8, or using op-
timization techniques to determine an optimal set of gains
offline, ensuring a more effective initialization. Given the ro-
bustness of the adaptive controller to matched and unmatched
dynamics, as well as the alignment between the mathematical
and physical models, the controller is well suited for imple-
mentation in a C-HIL environment. It can be discretized and
deployed on a microcontroller or DSP for real-time system
control, as will be presented next.

5. Control-Hardware-in-the-Loop Experiment

To facilitate a comprehensive comparison of results
achieved with the proposed AOSAP controller, a classical
control structure was considered, described later in this sec-
tion. The setup was established within a C-HIL framework.
The system dynamics was emulated using a Typhoon HIL
604 platform, while control strategies were executed on a
TMS320F28335 DSP. The system operated with a switching
frequency of 10 kHz, which corresponds to a sampling inter-
val of Ty = 100 us. Moreover, full-bridge signals are syn-
thesized considering the space vector modulation presented
in [37]. Figure 7 shows the setup of the C-HIL experiment.

The AOSAP structure was tuned using the following de-
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Figure 7: C-HIL experiment setup.

sign parameters for the g coordinate: T = 2, x = 10, M, = 10,
and o = 0.1. Similarly, for the d coordinate, the parameters
weresetas: I' =2,k =3, My = 5,and op = 0.1. The stability
analysis presented in Appendix A and also discussed in [34]
indicates a crucial stability condition: 2| - |x’T? < 1.
Taking into account his condition with respect to the control
gains, the stability of the algorithm is ensured. The initial
values of @ were 8(0)(k) =[ -3 —3 —1 1] for the g
coordinate and 8(0)(k) =[ -5 —5 —1 1] for the d coor-
dinate. Both the gains of the controller and the initial values
were chosen empirically. On the other hand, the regulation
performance of the adaptive structure could be significantly
improved by employing a self-tuning methodology [38-40]
to optimize the controller dynamics and initial gains. This
approach can help reduce transients and obtain better regula-
tion performance without harming stability or robustness.

For comparison with the adaptive controller, a PI was tuned
for the coordinates dg. The controller equation for can be de-
scribed as

Ply(2) = Pla(@) = 0.38593(z 0.8259). (35)
(z-1
The controller of (35) was tuned considering the plant pa-
rameters presented in Section Il and 7y = 0.0001 s. Further-
more, for the non-sinusoidal PMSM velocity control, in the
outer loop of the ¢ controller, the following PI was considered
(for both experiments), according to [33].

0.673(z — 0.9988)
z-1

also obtained with 7y = 0.0001 s. For better understanding,
Figure 8 presents the block diagram of the direct adaptive
structure for a non-sinusoidal PMSM in dg coordinates.

5.1 Comparison Results For the first experiment,
vpc = 100 V. The machine initially started with a velocity
reference of 40 rad/s and a load of 10 Nm. Throughout this
experiment, the velocity reference was adjusted to 50 rad/s
and later to 45 rad/s.

Fig. 9 shows a comparison between the proposed AOSAP
structure and the classical approach from (35). Channels 1
and 2 of the oscilloscope show the i, and i; regulated cur-
rents, respectively. Channel 3 shows the regulated machine
velocity, w,. In Fig. 9(a), it is evident that the classical ap-
proach can regulate the system but exhibits significant veloc-
ity overshoots during transient periods and during velocity
steps. In contrast, the proposed system shown in Figure 9(b)

PI(u)r) (Z) = > (36)

Table 2: Torque Ripple comparison.
Load (Nm) Ripple (Classical) Ripple (Adaptive) Improvement

10 15.2782 8.4125 44.94%
12 15.2734 8.4453 44.70%
8 15.4360 8.2391 46.62%

shows better performance in regulating the velocity and cur-
rents in the dg coordinates, especially for the g coordinate.
In particular, both i, and i; exhibit reduced current ripple
for most of the experiment, leading to lower tracking errors
and positively impacting system efficiency. Only after the
startup the i, current exhibited elevated ripple, attributable to
the adaptive structure still converging. However, after the ve-
locity steps, both regulated currents demonstrated improved
performance. It is important to note that for the regulated
velocity (w,), each measured voltage on the oscilloscope cor-
responds to 10 rad/s. This is due to the limitations of the
Typhoon HIL signal conditioning circuit, where voltage val-
ues are restricted within the range of —10 V to 10 V. Values
that exceed these limits may harm the HIL device.

The ripple in regulated currents tends to impact the torque
ripple, as discussed in Section II and indicated by (3). There-
fore, Figure 10 compares the non-sinusoidal PMSM torque
of both controllers. For this experiment, the machine initially
operated at 50 rad/s with a load of 10 Nm. This load changed
to 12 Nm (at r = 10 s) and then to 8 Nm (at r = 15 s). As
shown in Figure 10, the AOSAP structure significantly re-
duces torque ripple compared to the PI structure. A detailed
comparison of the torque waveforms for both controllers is
provided in Table 2. The data in this table demonstrate that
the proposed controller achieves substantially lower torque
ripple values than the classical structure across all evaluated
scenarios, with an average improvement of 45.42%. It is
worth noting that the initialization of the vectors @ and ¢, the
reference model choosing, as well as the tuning of the gains
I" and «, was carried out by an experienced control designer.
It is important to highlight that the primary objective of the
AOSAP controller is robust adaptive current regulation—not
direct torque ripple minimization. Nonetheless, the reduced
current and torque ripple observed experimentally is a direct
result of improved tracking performance. Moreover, there is
significant potential for improvement in performance if these
parameters are optimized (especially for startup) using ad-
vanced optimization techniques.

6. Experimental Results

After describing the controller and designing and testing it
in both MATLAB and the C-HIL setup, this section presents
the experimental results that validate the AOSAP control
structure in a real-world scenario.

The experimental setup consists of a non-sinusoidal
PMSM with the parameters presented in Table 1, driven by a
half-bridge inverter, and control algorithms are implemented
in a TMS320F28379D DSP from Texas Instruments with a
switching and sampling frequency of f; = 10kHz.

Figure 11 presents a picture of the prototype. Importantly,
the same control algorithm, reference model, and adaptation
gains from the C-HIL setup were retained, with only mi-
nor adjustments to the initial values of #(0) to accommo-
date small parameter differences between the hardware-in-
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Figure 8: Proposed direct adaptive control structure for non-sinusoidal PMSM in dq coordinates.
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Figure 9: C-HIL: Comparison between the proposed AOSAP
and the classical approach. (a) Classical PIs structure (35);
(b) AOSAP structure.

the-loop and the prototype. Specifically, the initial condi-
tion was set to 8(0)(k) = [ —2.09918308 1.29651999 -
0.00462848414 1.53878868 ]. This #(0) vector was ob-
tained by running the algorithm once with randomly initial-
ized gains and recording the estimated values after conver-

18 T T T T T
PI
—losae
14 A

£l

Z10

L

=

=

26

]

<

I

4
Time (s)
Figure 10: C-HIL: Non-sinusoidal PMSM torque compari-
son between classical and adaptive structures.

gence, which were then reused as initial conditions for the
experiment. This is a common practice in adaptive control
applications.

As before, a PI controller was employed for comparison
with the proposed structure (designed in the previous sec-
tion). This baseline is selected not because it represents a per-
formance ceiling, but because it remains the de facto standard
in most industrial applications, and demonstrating superior-
ity against it validates the practical relevance of the proposed
method.

Fig. 12 presents the velocity results obtained from the pro-
totype. The test scenario lasts 2 seconds, with a reference
change occurring at t = 0.45 s. Fig. 12(a) shows w and w,
using the proposed adaptive controller throughout the exper-
iment, while Fig. 12(b) and (c) provide zoomed-in views of
the intervals 0 < ¢ < 0.4 s and 1.8 < t < 2 s, respectively,
highlighting the steady-state conditions before and after the
velocity step. Similarly, Fig. 12(d) shows the results using
the PI controller for the entire experiment, and Fig. 12(e)
and (f) detail the same time intervals to observe the steady-
state responses. At r = 0.45 s, a significant step change is
applied to the velocity reference (from 20 to 30 rad/s). As
shown in the figures, both controllers are capable of regulat-
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half-bridge 1 and 2
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auxiliar
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Figure 11: Experimental setup (parameters shown in Table 1). (a) Testbed with the half bridges, gate drivers, auxiliar power

source and DSP board; (b) PMSM machine.

ing the system. However, the proposed adaptive controller
achieves faster convergence to steady state, reaching 28 rad/s
(i.e., 80% of the final value) in 0.12 s, while the PI controller
requires 0.796 s to reach the same point—making it 6.6 times
slower. In terms of steady-state regulation, the RMS values of
the regulated velocity for the adaptive controller were 20.07
rad/s and 30.29 rad/s, compared to 20.10 rad/s and 30.82
rad/s for the PI controller. Therefore, the proposed adaptive
structure demonstrated faster transient response and smaller
steady-state error than the classical PI controller, confirming
the findings from the MATLLAB and C-HIL simulations.

Fig. 13 shows the regulated i, current using the proposed
adaptive structure. The current is properly regulated, with
the AOSAP control structure exhibiting a noticeable over-
shoot immediately following the reference step at t = 0.45
s. This behavior arises from the one-sample-ahead nature
of the controller, which tends to be robust against small er-
rors and unmodeled dynamics but is sensitive to abrupt vari-
ations. Nevertheless, this overshoot, combined with the re-
duced tracking error, results in fast velocity regulation and
small steady-state error, as previously discussed and illus-
trated in Fig. 12. It is also important to highlight that the
adaptive structure was tuned empirically. However, its dy-
namic performance could be further improved by in-depth
reference model shaping, initial gain fine tuning, or conduct-
ing an offline learning-based optimization to identify a global
(or near-global) solution set that more effectively minimizes
the tracking error. According to adaptive control theory, mul-
tiple parameter sets can satisfy the control objective, but only
one optimal set (8*) yields the best performance.

Fig. 14 presents the AOSAP control action u. Before the
reference step, the average value of the control signal is ap-
proximately 11 V. After the reference step, it increases to
around 17 V, which is consistent with the velocity update
from 20 to 30 rad/s. The same overshoot observed previously
is also evident here, with peak values approaching 40 V. Al-
though this overshoot is not desirable, the rapid dynamic re-
sponse contributes to faster velocity regulation, as discussed
earlier. Nonetheless, the overshoot can potentially be miti-
gated through an offline, optimized tuning process of the con-

troller (to be investigated in a future work).

Fig. 15 shows the majorant m. The purpose of the majorant
is to ensure that the internal signals of the controller remain
well-behaved, preventing instability. As observed, the majo-
rant values remain stable both before and after the reference
step, which aligns with the system’s proper steady-state be-
havior. Additionally, the previously discussed overshoot is
reflected here as a sharp peak in the majorant, which acts
promptly to prevent the controller from deviating and poten-
tially becoming unstable.

Fig. 16 shows the adaptive gain vector 8*. It can be ob-
served that the gains remain mostly steady throughout the
evaluation period. A slight perturbation, particularly in 8,
6, and 65, is noticeable after the reference step, at r = 0.45 s,
coinciding with the velocity reference update. This behavior
is expected, as the controller adjusts its dynamics to maintain
system stability and minimize regulation errors in response
to the new operating condition.

The fact that the controller maintained satisfactory perfor-
mance across different scenarios using the same core struc-
ture and tuning validates its inherent adaptability and robust-
ness to model variations. Nonetheless, as discussed previ-
ously, the performance of the adaptive structure can be fur-
ther enhanced through offline self-tuning methodologies such
as those proposed in [38,40], which can optimize initial con-
ditions and adaptation dynamics to reduce transients without
compromising stability or general performance.

7. Conclusion

This paper introduced a systematic multilevel validation
approach using an adaptive one-sample-ahead preview con-
trol structure to regulate a non-sinusoidal PMSM. A com-
parative analysis with a classical approach demonstrated that
the adaptive structure achieved faster regulation and lower
tracking errors, resulting in an overall improvement in system
efficiency. For future research, learning-based algorithms
could be explored to optimize the adaptive controller, along
with adaptive harmonic compensation techniques. However,
these modifications would require a thorough and different
stability analysis of the control structure, since new com-
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Figure 12: Experimental Result: prototype’s regulated velocity. (a),(b),(c) AOSAP ; (d),(e),(f) PI controller for comparison.

ponents would be included in the control algorithm. Fur-
thermore, other adaptive algorithms could be investigated
to further improve the control of non-sinusoidal PMSMs,
enhance torque harmonic compensation, and boost overall
performance while keeping robustness to matched and un-
matched dynamics.

Appendix: Stability Analysis

Theorem 1: Considering the presented adaptive control

10

law, whose adaptation algorithm is described by (26), with
the system plant G(2) defined in (7), subject to assumptions
Aj to Ay and the reference model W, (z), given by (12), is
subject to assumptions Ay-Ay;. The closed-loop system is ro-
bust, and it is possible that the tracking error ei(k) — 0 when
k — oo or, at least, e1(k) is small on average and belongs to
a residual set.

Proof: Consider the following discrete-time Lyapunov
candidate:
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AV = ¢k + DT gk + 1) — ()T (k).  (38)

Reference

10|  Step B As Ag(k) = p(k + 1) — $(k),
¢ T p(k) = p(k + D'T 'k + 1) — ¢p(k + 1)' T~ Ad(k)—
AP T pk + 1) + Ad(k) T Ap(k).

Amplitude (A)
n

0
(39)
-5k
From (39), follows
02 04 06 08 10 12 14 16 18 2 _ _
Time (s) o)’ T pk) =k +1)' T ¢k +1)- 20
Figure 13: Experimental result: AOSAP regulated current. 20k + DT ' Ag(k) + Ap(k) T ' Ag(k), (40)
and replacing (40) on (38), it is obtained
357 AV(k) = 2¢k + DIT ' Ag(k)— 1)
o 30 APR)TTEAPk) < 2¢(k + 1DIT L Ag(k).
g 25-
=) Next, it is subtracted 8 on both sides of (26), resulting in
E 20f
TskTé(k)e(k
157 Bk + 1) = 3l - (0 TsTod) - S0 )
m(k)?
10f
o o4 0 o 1o 12 14 ic 1w . Note that { was replaced by &, but they are equ.ivalent. This
Time (s) is done only for formal proof purposes. Replacing (42) into
Figure 14: Experimental result: AOSAP control action. (41), it is obtained
TsxDER)e(k)
ad AV < 2(¢<k> — o TsTOK) - %)
(43)
L —m] TskTé(k)e(k
6 [—n] r (—a-(k)TSI‘O(k) B SK_f( 28( ))’
J (k)
24t , and then,
£ —
:%u} Reference | AV(k) < =20(k)Ts ¢p(k)" 8(k) + 20, Ts >0 TO(k)+
Ste
B — ] 2005 k6K Toek) _ 275 kp(k) ER)ek)
m(k)? m(k)? @4
il N | 2 2e(k)" 2T 2T E(K) E(K) &
o(k)Ts2k0(k)TTE(k)e(k) sk TEk) E(b)e;
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Figure 15: Experimental result: AOSAP majorant signal. Besides, from (44), it also follows
AV(k) < =20(k)Ts p(k)" O(k)+
Lk e 7 DT k() £Vl
b — 20(k)*Ts 20(k) T (k) — M+
[ Reference AN m(k)
g 0.5" Step gf, 1 40 (k) Ts 2 k0(k) T £ (k)e(k) . 2T 2T E(k)T E(k)e2 (k)
g | ] m(k)> m? (kym? (k)
Foi A | (45)
| |
Step The augmented error presented in (28) can be rewritten as
1.5 1
— e — e(k) = g £(k) + (k). (46)
02 04 06 08 1.0 12 14 16 18 2
Time (s)
Figure 16: Experimental result: @ gains obtained in the ex- and for implementation purposes, it is considered as
perimental test. ~
e=e + 0+ W,(r, 47
_ Tp-1
Vi) = ¢ T ¢(k). 37) as discussed in Section 2. More information about this aug-
The finite variation of the Lyapunov candidate is mented error mathematical development can be found in [34].

11 IEEJ Trans. FM, Vol.145, No.1, 2025



Adaptive One Sample Ahead Preview Control for Non-Sinusoidal PMSMs (Guilherme Vieira Hollweg et al.)

Replacing (46) into (45), results in
AV(k) < =2Ts o (k)p(k)T0(k) + 20(k)> T 20(k) TH(k)—

2Ts:<(<1>(k)T§(k))2 _ 2Tsxp(k)" Ek)un (k)

m(k)? m(k)?
4o(k)Ts*kB(k) Té(k)e(k)  2Ts*k*TEK)T E(k)e(k)?
m(k)? m(k)?m(k)*

(48)
which is equivalent to
AV(k) < =2Tso(k)p(k)T0(k) + 20(k)> T 20(k) TH(k)—
Tsk@) 60)° _ Tsk@®) €R) _ 2Tskpk) Epun(k) |

m(k)> m(k)? m(k)?
4o (k)Ts*k0(k) TE(k)e(k) | 2Ts**TEKk)" £(k)e(k)*
(k)2 m(k)2in(k)2
49)

Equation (49) can also be written as
AV(k) < =2Ts o (k) (k)T O(k)+
Ts (k)T €)Y
(k)
Ts k(un(k))’
(k)2
2T5*K*TE (k)" £(k)e(k)?
m(k)2m(k)?

20 (k) Ts20(k) TO(k) —

Ts k(@) £(K) + pn(k))’
m(k)?
40 (k) Ts*k0(k) TE(k)e(k)
m(k)?

(50)

Furthermore, as

4o (k)T k0(k) TEK)e(k)

20(k)* Ts20(k) TO(k) +

(k)
2752 °TEWR) E(R)e(k)? kERe)\'
= « EE0)
xE(k)e(k)
I‘(a’(k)@(k)+ )2 )
(51)
therefore, (50) can be expressed as
T 2
AV(K) < 2T5 o (pk)" o) - XL EB)
(k)
Tsk(@h) 66) + k)’ Tsxn®)’ (59
(k)2 (k)2
2y kER)ek) |
2752 0 oo + i
which is equivalent to
T 2
AV(K) < 2T5o(pk)" o) - XL EB)
m(k)>
Tsk(@h) 66) + k)’ Tsxn®)’ (53,
(k) (k)
xkE(k)e(k)

2752 I (no-(k)e(k)n2 n \

)

(k)2

12

In addition, (53) can be rearranged to be expressed as

T 2
AV(R) < 2Tso (k)T o) — LXOH ER)
m(k)*
Tske(k)*  Tsx(un(k))* s 2, (54
S e + 2T I (59
2 2| £ | 2K |
2T |IT) x| ol 7@l

From it, the following inequality is obtained

AV(k) < =2Ts o (k) (k)T O(k)—

s(k)"’( g2 2||§<k)||"’)_
Tskm(k)2 1-2Ts~||T|| .|« rh(k)2
Tsx(@(k) €KY Tsx(unk))?

+ 27520 (k) T 10K
(55)

(k)2 (k)2

As (6 —0)" (¢ —6) = 116|I> = lIgII> — 24" 0 +i6II*, therefore
2476 < ||*|* - ||6II*. Thereby, it can be stated that

~2Tso(k)g(k)" (k) < Ts (k)6 |I*~Ts (k)OI (56)

Next, replacing (56) into (55), it is obtained

AV(K) < ~Tsa®IORIP + Tso @]l P+
2520 (k)? T+ 19K~
e o ERIPY

(1 2752 0] Ju m(k)z)

Ts x(un(k)?
(k)

£k’
K
m(k)?
Tsk@®) R
m(k)?

Ts (57

and from previous equation, it can be concluded that

IEK)IP

I) Once k)

< 1, because m(k)? > ||€(k)|%, then

IEIP -
m(k)?

can be valid, because Ty, x, and I' are designer defined.

272 ||| Juf?

<1, (58)

k 2
Therefore, |1 — 272 ||T}| .|K|2M) is a positive value and

m(k)>
(k) €I
_Tskrh(k)Z (l = 2T ||T| '|K|2—ﬁ12 <0.

The demonstration of the bouncfedness of the closed-loop
signals by a majorant signal, m(k) , is based in the work of
Ioannou and Tsakalis [41]. Therefore, it is here omitted;
however, it is presented in detail in [34].

1) As mentioned earlier, 75, I' and « are positive constants
defined by designer. Therefore, they can be chosen such

2
L (¢" gwn) _
at _7712—(]{) 1S negatlve.

From (31) and (57), it can be verified that — T o(k)||0(k)||* +
Tsor (k0" |I* + 2Ts2c(k)* IT|| [10CK)|I* < 0, or yet
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Ts (k) (<I0GOIP + 1671I” + 2Ts (k) [T 9GNP < 0.
(59)

Besides, considering [|#(k)]| > 2M, in (59), and using
(31), it is possible to find out values for T, I' and o (k)
such that 875 (k) |T'|| My* << 1 is satisfied. Moreover, 0 <
18k < My = o(k) = 0 and therefore (59) is null. In
addition, on interval My < ||8(k)|| < 2My, o(k) — 0 as
18K — My and (59) still being negative and will tend
to zero when ||@(k)|| — M,. Besides, it is affirmed that
||6"|] <BMy with 0 <8 < 1. Then, from (57),

Ts k(u(k))®

AV < =205

(60)

Finally, from (57)-(60), it can be concluded that AV(k)
is almost always negative, and as AV(k) < 0, all elements
which compound the Lyapunov candidate function are lim-
ited. Eventually, AV(k) > 0 and consequently ¢(k) and 8(k)
tend to increase until (57) return naturally to a negative value.
Therefore, it can be affirmed that V(k) is upperly limited by
Vo(k) as follows,

)

Vo(k) = (k)2

(61)

In other words, if the algorithm fails to find a suitable so-
lution set that achieves zero tracking error, there will be a
residual error due to unmodeled dynamics. However, it is
important to note that the tracking error will be small on av-
erage and remain bounded above, as indicated by (57)-(61).
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