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ABSTRACT

Exploring the vast amount of rapidly growing scientific text data
is highly beneficial for real-world scientific discovery. However,
scientific text mining is particularly challenging due to the lack of
specialized domain knowledge in natural language context, complex
sentence structures in scientific writing, and multi-modal represen-
tations of scientific knowledge. This tutorial presents a comprehen-
sive overview of recent research and development on scientific text
mining, focusing on the biomedical and chemistry domains. First,
we introduce the motivation and unique challenges of scientific text
mining. Then we discuss a set of methods that perform effective
scientific information extraction, such as named entity recogni-
tion, relation extraction, and event extraction. We also introduce
real-world applications such as textual evidence retrieval, scientific
topic contrasting for drug discovery, and molecule representation
learning for reaction prediction. Finally, we conclude our tutorial
by demonstrating, on real-world datasets (COVID-19 and organic
chemistry literature), how the information can be extracted and
retrieved, and how they can assist further scientific discovery. We
also discuss the emerging research problems and future directions
for scientific text mining.
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1 TARGET AUDIENCE AND PREREQUISITES

This tutorial is intended for researchers and practitioners in data
mining, text mining, graph mining, natural language processing,
machine learning, and their applications to other domains. While
the audience with a good background in the above areas would ben-
efit most from this tutorial, we believe the material to be presented
would give general audience and newcomers a complete picture of
the important research topics in scientific text mining. Our tutorial
is designed as self-contained, so no specific background knowledge
is assumed of the audience.
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2 TUTORS

Xuan Wang is a Ph.D. candidate at Computer Science Depart-
ment, University of Illinois at Urbana-Champaign. Her research
focuses on mining and constructing structured knowledge from
massive unstructured corpora with minimum human supervision,
emphasizing applications to biological and health sciences. She is
the recipient of YEE Fellowship Award in 2020-2021 at UIUC. She
has delivered tutorials in IEEE-BigData’19 and WWW’22.
Hongwei Wang is a postdoctoral researcher at Computer Science
Department, University of Illinois Urbana-Champaign. His research
interests include machine learning and data mining, particularly in
graph representation learning mechanisms, algorithms, and their
applications in real-world data mining scenarios such as knowledge
graphs, recommender systems, social networks, and sentiment anal-
ysis. He was one of the recipients of 2020 CCF (China Computer
Federation) Outstanding Doctoral Dissertation Award and 2018
Google Ph.D. Fellowship. He has delivered a tutorial in WWW’22.
Heng Ji is a Professor at Computer Science Department of Univer-
sity of Illinois Urbana-Champaign, and an Amazon Scholar. Her
research interests focus on Natural Language Processing, especially
on Multimedia Multilingual Information Extraction, Knowledge
Base Population and Knowledge-driven Generation. She was se-
lected as “Young Scientist” and a member of the Global Future
Council on the Future of Computing by the World Economic Forum
in 2016 and 2017. The awards she received include “AI’s 10 to Watch”
Award by IEEE Intelligent Systems in 2013, NSF CAREER award in
2009, Google Research Award in 2009 and 2014, IBM Watson Faculty
Award in 2012 and 2014 and Bosch Research Award in 2014-2018,
and Amazon AWS Award in 2021. She has delivered more than 15
conference tutorials (e.g., ACL’18, 21, EMNLP’21, and KDD’21).
Jiawei Han is Michael Aiken Chair Professor, Department of Com-
puter Science, University of Illinois at Urbana-Champaign. His re-
search areas encompass data mining, text mining, data warehousing,
and information network analysis, with over 1000 research publica-
tions. He is Fellow of ACM, Fellow of IEEE, and received numerous
prominent awards, including ACM SIGKDD Innovation Award
(2004) and IEEE Computer Society W. Wallace McDowell Award
(2009). He delivered 50+ conference tutorials or keynote speeches
(e.g., SIGKDD 2017-2021 tutorials and WSDM 2018 keynote).

3 TUTORIAL OUTLINE

e Introduction
— Overview of Scientific Text Mining and Unique Challenges
e Scientific Information Extraction
— Fine-Grained Scientific Named Entity Recognition (NER) [4, 6,
7,23, 24, 27, 28, 30]
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* Knowledge-Enhanced Fine-Grained Scientific NER
* Ontology-guided Fine-Grained Scientific NER
— Scientific Relation Extraction [7, 9, 26, 30]
* Abstract Meaning Representation Guided Biomedical Rela-
tion Extraction
* Meta-Pattern Guided Open Relation Extraction
— Scientific Event Extraction [7, 30]
o Text Mining for Scientific Discovery
— Textual Evidence Discovery from Scientific Literature [1, 12,
17-19, 22, 25, 29]
* What is textual evidence discovery?
* Textual Evidence Discovery in COVID-19 Literature
— Scientific Topic Contrasting for Drug Discovery (8, 10, 13, 14,
16, 21]
* What is scientific topic contrasting?
* Scientific Topic Contrasting for Drug Discovery
— Chemical-Reaction-Aware Molecule Representation Learning
(2,3, 5,11, 15, 20]
* What is Molecule Representation Learning (MRL)?
* Chemical-Reaction-Aware MRL
e System Demonstrations and Future Directions
— System Demos (COVID-KG and ReactionTracker) [21]
— Research Problems and Future Directions
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