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Summary

Directed evolution has become one of the most successful and powerful tools for protein
engineering. However, the efforts required for designing, constructing, and screening a large
library of variants can be laborious, time-consuming, and costly. With the recent advent of
machine learning (ML) in the directed evolution of proteins, researchers can now evaluate
variants in silico and guide a more efficient directed evolution campaign. Furthermore, recent
advancements in laboratory automation have enabled the rapid execution of long, complex
experiments for high-throughput data acquisition in both industrial and academic settings, thus
providing the means to collect a large quantity of data required to develop ML models for protein
engineering. In this perspective, we propose a closed-loop in vitro continuous protein evolution
framework leveraging the best of both worlds - ML and automation and provide a brief overview
of the recent developments in the field.

Introduction

The essence of directed protein evolution lies in a two-step process designed to expedite
natural evolution by iteratively creating a diverse variant library and then screening/selecting
from the library the mutants which show improved phenotypes.' Step one aims to cover a broad
spectrum of possible variant space by gene diversification tools such as random mutagenesis,
focused mutagenesis, and recombination. Step two aims to discover mutations resulting in
improved properties by experimentally quantifying or qualifying variants obtained from step one
using high-throughput screening/selection methods. Although directed evolution has enabled
many successful protein engineering studies,?3 the process involves laborious experiments and
is often limited by the throughput of screening and selection methods.!*® Thus, many studies
focused on developing in vivo continuous evolution® or increasing the throughput of
screening/selection methods.”® However, many of the new technologies are not versatile as
they are only suitable for certain properties, and the success of one evolution campaign can be
difficult to be transferred to another target protein.’
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To address the need for efficient and versatile protein evolution processes, ML has been
increasingly applied to assist protein engineering studies.*®'® ML models can be broadly
categorized into two groups: supervised ML and unsupervised ML. Supervised ML models are
trained using examples of input-label pairs and tasked to predict the label of unseen inputs.
Unsupervised ML models, on the other hand, are trained without labels and tasked to generalize
and extract meaningful representations or patterns from the input. Targeting different aspects of
directed protein engineering, many studies have successfully applied ML to optimize different
steps of the engineering process. For example, unsupervised ML models have been applied to
predict variant fitness using only sequence information enabling an informative and high-quality
design of variants.!""'* Supervised ML models can infer the properties of unseen variants based
on a small library of screened variants, which can replace the necessity of screening a large
number of variants.'>'” These models can be integrated into one unified framework to further
improve the efficiency of protein engineering and minimize human intervention. With algorithms
intelligently navigating through the variant landscape and highly customizable automation
robotics performing experiments, we envision a future of automated closed-loop protein
evolution, i.e., in vitro continuous protein evolution (Figure 1).

The closed-loop process can be initiated with the design of an informed variant library by zero-
shot ML models predicting variational effects. The proposed library will be constructed,
expressed, and screened by automation robotics. After obtaining the experimental data, a
supervised ML model can be trained to map variants to fitness. Subsequently, optimization
algorithms can explore the variant landscape and make rational decisions to recommend the
variants to be tested in the next round. Analogous to the active learning strategy,'® such closed-
loop process can be carried out iteratively until optimal variants are obtained. In this
perspective, we do not intend to discuss the applications and methods of ML-assisted protein
engineering, as they are covered comprehensively elsewhere.*5919-21 |nstead, the primary focus
of this perspective is to summarize the recent developments in ML models and automation
technologies that can be integrated to achieve our proposed framework of in vitro continuous
protein evolution. This framework will have ML algorithms as a decision maker and robotics as
an experiment executioner, which delivers a highly flexible and versatile protein engineering
platform with minimal human intervention.

Design an initial variant library using zero-shot ML models

Directed evolution utilizes various gene diversification tools like random mutagenesis or gene
recombination to explore the protein variant landscape to identify the variants with the desired
properties. However, randomly designed libraries by uniformly sampling from the variant
landscape will be dominated by zero- or low-fitness variants, especially when the modified
residue is in the region contributing to protein activity.?22* The enormous size of the variant
landscape combined with the rare occurrence of beneficial variants makes directed evolution a
challenging and inefficient task, which necessitates high-throughput screening and selection
methods. Although the throughput of screening is no longer the top limiting factor under the
context of machine learning-guided directed evolution (MLDE), a randomly designed variant
library will still compromise the training efficacy of the ML model. Firstly, the variants with zero
or close to zero fitness contain little information, which hinders the ML model to learn the
meaningful topology of the variant landscape. Secondly, the domination of low fitness variants
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among the training data will introduce a bias toward the low fitness regime and cause the ML
model to be less accurate in the high fitness regime where improved variants are located.?*
Therefore, the design of a high-quality and informative initial library is crucial for the success of
initiating a closed-loop MLDE. One effective strategy to minimize the occurrences of low fitness
variants is to design the initial library with “zero-shot” variational effect prediction models. The
name “zero-shot” implies such prediction tools do not require any prior knowledge other than the
wild-type sequence of the protein and the homologous proteins.

Sequence-based zero-shot models typically make predictions based on two different types of
information: local and global evolutionary context (Figure 2a). Local evolutionary models, such
as EVmutation®> and DeepSequence'?, take advantage of the multiple sequence alignment
(MSA) data of the target protein. They are essentially probabilistic models that seek to capture
residue dependencies by using the statistical patterns observed in the MSA. They can make
quantified zero-shot predictions to mutational effects by comparing the likelihood of certain
variants with wild-type. Both EVmutation and DeepSequence have demonstrated that the
predicted mutational effects can have a significant correlation with the phenotype obtained from
various deep mutational scanning experiments.'?'625 Using a collection of 42 high-throughput
mutational scanning experiments as a comparison, DeepSequence outperformed EVmutation
by achieving a higher average rank correlation. However, depending on the quality of the MSA
data, EVmutation could have superior performance than DeepSequence as shown by a
simulated MLDE study using protein G domain B1.2* Generally, local evolutionary context
models are dependent on the quality of the MSA data. Low-quality MSA with deficient diversity
makes DeepSequence more prone to failure compared with EVmutation.

On the other hand, global context models leverage large sequence databases containing
billions of protein sequences not limited to the homology of the target protein. The majority of
global models are language models, such as evolutionary scale modeling (ESM)'"26 and
ProtTrans?’. They are trained on raw amino acid sequences and are tasked to translate protein
sequences into semantic-rich representations. During training, amino acids are kept hidden
(masked) from the model and the model’s task is to retrieve or fill in the hidden residues based
on the rest of the unmasked residues. Through such a training process, the model is
encouraged to learn the semantics of a protein sequence. When used as zero-shot predictors,
the trained language models can be used to calculate the possibilities of a masked residue
being a certain amino acid giving all other unmasked residues. Therefore, by iteratively masking
all positions and interrogating the language model to calculate the possibilities of all possible
amino acids, researchers can obtain the predicted fitness of all single variants. Notably, global
models are not dependent on MSA data, and will not be limited by the low-quality MSA.
Furthermore, the local and global models can be combined as demonstrated by the MSA
transformer.?® Instead of training on protein sequences, the MSA transformer was trained on
protein MSAs. Compared with local models, the MSA transformer can make up for the lack of
informative MSAs. Most importantly, the study has shown that large scale language models
trained on sequence information alone can effectively capture the functional effect of sequence
variation across protein families without any supervision from experimental data.



The initial conceptualization of designing an informative variant library was reported by
Wittmann et al. using a simulated MLDE workflow.?* The study compared the outcomes of
simulated MLDE using a library designed with or without zero-shot prediction models. They
concluded that using informed library design, the simulated MLDE can obtain optimal variants
much more frequently than without the use of informed library design, regardless of the choice
of zero-shot models. Although the success of introducing zero-shot prediction models was
demonstrated in silico, few experimental studies implemented such a strategy, especially for
protein engineering studies with more complex phenotypes such as enzyme reactivity and
selectivity.

With the recent advancement of generative models, zero-shot design can also be achieved by
using generative models such as ProGen?*%, MSA VAE/AR-VAES®!', and ProteinGAN?®,
However, the zero-shot models discussed earlier in this section are aimed to predict variant
effects with a given wild-type, while the generative models are best applied to sample diverse
and novel sequences and are covered in more detail in section 4. It is also worth mentioning
that besides using ML, the community has demonstrated many successful directed evolution
champaigns enabled by the design of smart libraries using structural bioinformatics tools.33-%6

Develop ML models predicting variant properties

After the variant library has been constructed, expressed, and quantified, the mutation to
property pairs can be obtained. They can be used as training data for a supervised ML model,
such as a simple linear regression or more complicated neural networks tasked with predicting
the property of unseen variants. Therefore, the laborious and iterative high-throughput
screening part of the traditional directed evolution can be replaced with the prediction of the
variant landscape in silico hence requiring only a small fraction of the variant space needed for
experimental testing. Several independent studies have also demonstrated that ML could
generalize low-order variant information to higher-order variants, which implies that ML models
trained on single point mutations can also capture multiple-point mutations information.0.15-17.24
Various successful studies have been conducted, showcasing the value of ML-assisted protein
engineering, such as the engineering of beta-lactamase'’, polyethylene terephthalate
hydrolase®’, and more*59:19:38,

The general framework of building an ML model for predicting variant fitness is to first represent
protein sequence in a numerical form and to use the data obtained from experimental assay to
train a regression model. The major consideration in designing such an ML model is the choice
of protein embedding methods, which refers to the process of encoding amino acid sequences
into numerical representations. The simplest embedding method is one-hot encoding where
only the amino acid sequence information is preserved. In the past three years, unsupervised
ML models and language models trained on large protein sequence database have been
developed.'326.27.3%-41 These methods provide much richer and denser information. Using such
representation is also referred to as “semi-supervised” learning as the global representation is
obtained by trained ML models in an unsupervised manner and a downstream regression model
is trained in a supervised manner. Although trained on sequences from all protein families,
some of these models can be further combined with the MSA data of the target protein to make
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the representation more task-specific (Figure 2b). For example, ESM? and UniRep® are fine-
tuned using the homologs of the target proteins. Besides fine-tuning, the global representation
models can also be concatenated with local features like the direct coupling model as
demonstrated by ECNet.'” With representations carrying meaningful features, even a simple
linear regression model or shallow neural networks can capture the variant properties
accurately.'>162442  Eyen though many global representation models use transformer
architecture®, several disadvantages can be observed. Specifically, the computational expense
is high, and the attention-based transformer has a limit on the length of the proteins. Recently,
Yang et al. reported a pre-trained model using convolutional architecture, which performed
comparatively with state-of-the-art amino acid sequence language models using transformers
and scales better for modeling long protein sequences.*!

Although ML is known to be data hungry where accurate prediction requires a considerably
large dataset, recent studies have been focusing on “low-N’ scenarios where the number of
training examples is limited (e.g., less than 100). Under the ideal low-N setup, researchers do
not need to screen a large number of variants extensively. Therefore, low-N ML models can
fundamentally avoid the need for high-throughput screening and selection methods and aid in
making such a workflow universally applicable to all protein engineering tasks. The pioneering
work on data-efficient protein engineering was introduced by Biswas et al.'™> The authors
presented a low-N in silico directed evolution workflow consisting of five steps: 1) start with an
unsupervised global representation model, UniRep; 2) fine-tune the unsupervised model using
sequences homologous to target protein; 3) train a simple regression model using
experimentally determined properties of less than one hundred variants; 4) perform in silico
directed evolution, which is covered in more details in the section below; and 5) experimentally
validate the predicted candidates. Following such a paradigm, they successfully located variants
of the green fluorescent protein and TEM-1 B-lactamase with a several-fold increase in
fluorescence intensity and ampicillin resistance, respectively. Although the authors found that
the pre-trained embeddings are helpful under a low-N situation, recent systematic
benchmarking studies found that simple strategies which do not use pre-training are competitive
or better in most scenarios. 62444

Hsu et al. performed a systematic and comprehensive comparison of more than ten different ML
models for variant property prediction using more than twenty different protein datasets under a
low-N scenario.'® Besides the existing ML models, the authors also introduced a simple, yet
elegant model termed the augmented approach. It involves training a linear regression model
using a combination of two features: the first feature is the evolutionary density feature such as
the inferred variant’s likelihood from evolutionary context models and the second is the one-hot
encoding. All models included in the study can be categorized into three groups: probabilistic
models trained by MSA data such as EVmutation and DeepSequence, global context models
such as ESM and UniRep, and models trained by both evolutionary context and assay-labeled
data such as the augmented approaches and TLmutation*®. The study is carried out in a low-N
scenario by using a training dataset of size ranging from 48 to 240 variants. It was concluded
that the augmented version of DeepSequence achieved the best average performance at all
training dataset sizes. The authors also found that all the augmented approaches outperformed
the non-augmented counterparts regardless of the size of the training dataset. This study is
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consistent with the study by Wittmann et al., that in the low-N regime, small models perform
competitively or better than large-scale global models.?*

A wide variety of ML models have been developed for predicting variant properties over recent
years. Many of these models are analogous to the development trajectory of the natural
language processing (NLP) field in the computer science community such as Doc2Vec*s,
mLSTM (multiplicative long-short term memory)®®, and transformer?6. However, Hsu et al.
showed that mainstream NLP models (using supervised data to fine-tune global context models)
did not perform as well as ML models without directed NLP analog (augmented approaches).'®
Others also demonstrated non-traditional NLP models are comparative with standard
mainstream ML models*'47. As a result, it is of importance to further develop biology-specific
solutions for protein modeling and to use mainstream NLP models with caution when
developing sequence-based models. On the other hand, with the recent success of protein
structure prediction tools such as AlphaFold*4°, RoseTTAFold®, and ESMFold®', structural
information is more accessible than ever before. New variant property predictors leveraging
structural information could push the current state-of-the-art to a new level, enabling even more
accurate low-N or zero-shot predictions.

Navigate through variant spaces

The protein length ranges from tens to thousands of amino acids. Given that there are 20 amino
acids, it is impossible to explore the entire protein landscape even with the availability of high-
quality variant fitness ML models. Therefore, it is important to prioritize variants that have a
higher likelihood to be viable when screened for fithess and activity. Two commonly used
directed evolution approaches are site saturation mutagenesis which inspects all 20 amino
acids at a few promising sites primarily selected based on literature or structural modeling and
deep mutational scanning." However, such methods can be laborious, result in a sparsely
functional library, and are often limited by the lack of high-throughput screening and selection
methods. In the past few years, researchers have exploited new MLDE approaches to cover a
broader landscape and aid in the selection of functional higher-order (multi-mutation) variants.
These approaches include the use of various deep generative models that can design artificial
counterparts to improve the efficiency of MLDE(Figure 2c).?!

The protein sequence is like a sentence in a foreign language and only when amino acids are
put in a certain manner, it makes a viable variant. Therefore, language models from NLP
literature are increasingly applied to capture complex dependencies between amino acids and
learn the context of the amino acids in the protein sequence. Masked language models are
particularly of importance for MLDE as their objective is to predict the probability of amino acid
occurrence given all other amino acids in a protein sequence. Therefore, one can compute the
likelihoods of all single-residue substitutions and suggest ‘evolutionary’ beneficial mutations in
the local landscape. For directed evolution, these can be tested in a laboratory setting and the
ones with the improved fitness can be iteratively fed to the trained language model to combine
beneficial mutations. This approach is recently demonstrated by evolving human antibodies
using an ensemble of ESM1b and ESM1v language models.5? The authors performed two
rounds of language model-guided evolution on 7 antibodies and reported 7-fold and 160-fold
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improvement in binding affinities on highly evolved and unmature antibodies, respectively. As
the language models are general, i.e., trained on large datasets of natural protein sequences,
the authors also showed that the recommended predictions can guide directed evolution of
proteins belonging to diverse families.

Instead of screening variants in the laboratory after every round, one can also utilize a fithess
predictor for developing an in silico directed evolution platform. Biswas et al. integrated the
eUniRep model with a Markov chain Monte Carlo-based sequence proposal to computationally
explore landscapes for the green fluorescent protein and TEM-1 B-lactamase at a scale of 107—
108 variants.’™ Starting with an initial sequence, random mutations are incorporated and
accepted if the fithess of the new sequence is greater than the starting sequence. Schissel et al.
also demonstrated the ability of in silico directed evolution by designing nuclear-targeting abiotic
miniproteins to deliver various cargos with high efficiencies.® Apart from a predictor, the
platform incorporated a generator trained using a nested LSTM architecture and an optimizer to
perform evolution towards the most optimal sequence. A similar closed-loop approach has been
demonstrated for designing highly potent antimicrobial peptides.>*

While most of the MLDE studies are carried out by introducing mutations to the wild-type
sequence, incorporating functional proteins with high sequence diversity can provide valuable
insights about the global landscape. Generative models specialize in this very task as they learn
the underlying high-dimensional distribution from the training data and can aid in sampling novel
sequences far away from the wild-type. A variety of deep learning architectures such as
variational autoencoders®'%%, generative adversarial networks®?, and autoregressive language
models?%30%  have been developed to engineer artificial proteins. Of particular interest are
conditional generative models capable of designing proteins with desired functional properties
and novel attributes. Compared with generative models trained only on a large dataset of
homologous protein sequences belonging to a particular family, universal models can be
developed where text or sequence labels can be used to control sequence generation.?® This
can be immensely helpful in engineering rare enzymes (with very low sequence identity) as one
can train a global model to learn the protein representation and condition (or fine-tune) the
model based on the substrate, protein family, or organism to generate desired functional
homologs. Furthermore, novel enzymes can also be sampled to enhance the substrate scope
as demonstrated by the work on designer recombinases.5” Sequence-to-sequence or neural
machine translation models can also be employed for designing proteins or peptides of
interest®® as the objective can be viewed as finding the target sequence that maximizes the
conditional probability given the input.

While generative models are well established to design realistic proteins, the selection of
variants with improved activity largely relies on scores obtained from the fithess prediction
models. However, the predictor can be integrated directly with the discriminator to steer the
output from the generator to be sequences possessing higher fitness.>® Biasing in sequence
generation can also be achieved using transfer learning as demonstrated by Antibody-GAN.5
Chan et al. reported attribute extrapolation beyond the training dataset using a generative
framework called GENhance.®? The model utilizes an encoder-decoder framework where the
encoder learns meaningful representation in the latent vector while the decoder reconstructs the
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original input from the latent vector in an autoregressive manner. To capture the information
regarding the target attribute, the encoder is trained with a pairwise contrastive loss on a subset
of dimensions from the latent vector. This results in disentanglement and storage of information
primarily concerning the fitness in a few dimensions which can be perturbed during sampling to
generate sequences with improved properties (in this case, protein stability). Furthermore, the
model consists of smoothing and cycle-consistency learning objectives to generate feasible
output when the perturbed latent vector is fed to the decoder and generate sequences that can
be accurately ranked by the predictor, respectively. Combining all the objectives, the model
outperforms the baseline ML models including adaptive sampling®® in generating high-quality
texts or proteins (low perplexity) with a high bias towards the sampling of strong-positive movie
reviews and highly stable Angiotensin-Converting Enzyme 2 (ACE2) protein variants,
respectively.

Overall, the incorporation of these deep learning models integrated with a fithess predictor will
aid in exploiting and exploring the fithess landscape in the MLDE efficiently. In the future,
integration of generative models to provide multiple starting points for language model-guided in
silico directed evolution can further make evolution faster, cheaper, and easier. We refer
readers to recent in-depth reviews covering language models® and deep generative models?'.

Prioritize designs for subsequent experimental measurements

Prioritizing designs for subsequent experimental measurements is an essential step in our
proposed in vitro continuous protein evolution framework, which is achieved by designing an
acquisition function to rank all variants to determine a subset that keeps evolving in the
subsequent rounds of model training. The naive approach is to preserve the variant with the
highest predicted fitness in each round.®* This straightforward greedy algorithm highly relies on
the quality of the top prediction. Moreover, this will result in the selected variants being highly
similar and thus make the variants list not diverse enough. Limited coverage of the protein
landscape reduces the probability of finding high-quality variants. Beam search, a common
strategy in text generation®® was thus introduced for this task'+8667. In this strategy, the
researchers kept a predetermined number of best partial solutions. The number could be
customized to achieve a balance between in silico running time and the quality of generated
variants. To further improve the diversity of selected variants on each round, the batched-
acquisition function was designed.?® The batched-acquisition function includes an extra mutual
information term encouraging the model to select diverse mutations. However, due to the cost of
calculating the mutual information, the exact solution according to the batched-acquisition
function is hard to calculate. Thus, an alternative approach is usually used by using the
sampling method to get an estimated solution.

Besides focusing on a few variants with the highest predicted fitness, it is also necessary to
enlarge the search regions on the protein landscape. To explore the candidates which might be
underestimated by computational models, some methods introduced randomness in the
process.® For example, Biswas et al. performed the Metropolis-Hastings Markov chain Monte
Carlo algorithm to stochastically sample from all variants.'® The probability of each variant is
calculated according to the predicted fitness. Other approaches demonstrated that rather than
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random exploration, the region with higher uncertainty should be prioritized when
exploring.?22389 Especially when the selected variants are experimentally evaluated after each
round and computational models are updated according to the new ground truth. In this active
learning-like setup, experimentally evaluating the sites with the higher uncertainty could
significantly increase the high confidence region of the computational model and thus improve
their performance. Following this idea, it is natural to use Bayesian optimization in protein
engineering. A common choice of the acquisition function is the Upper Confidence Bound (UCB)
which includes both predicted fitness and uncertainty as the evaluation criterion.”® The weights
of both factors are set as hyperparameters, which can be used to guide the trade-off between
exploitation and exploration. Other acquisition functions like Lower Confidence Bound (LCB)
and Expected Improvement (El) are also widely used to select “next-best” candidates.”":”

The Gaussian process is a popular choice of the surrogate model of Bayesian optimization as it
can provide both predicted fitness and uncertainty and works well with limited data.!0.23.73.74
Gaussian process is defined by a mean function and a covariance function. In protein
engineering applications, the mean function is expected to be the fitness of the variant and the
covariance function is estimated by the kernel function of embedding vectors of two variants.
The embedding vector could be very flexible including pre-trained language embedding, one-hot
sequence embedding, and expert knowledge features vector.?269%74 After fitting the model with
experimental data, the mean function and marginal variance are used as the predicted fitness
and the uncertainty, respectively (Figure 2d). As an example, by using UCB to navigate the
fitness landscape of acyl-ACP reductase, Greenhalgh et al. successfully identified a variant that
increases the fatty alcohols production by more than two-fold as compared with the starting
sequence.”

Deep learning models continue to be successfully applied to an increasingly diverse range of
biology problems. The structural biology community has shown its huge advantages in
understanding complex biological mechanisms.*%0 So theoretically, the combination of a deep
learning model and Bayesian optimization could be a powerful strategy for protein engineering.
However, it is tricky to get a well-estimated uncertainty for ML models.”® Among several
attempts, the widely used strategy to define the uncertainty is to use the variance of prediction
of models with different hyperparameters, different neural network structures, or even different
kinds of ML models.?>”” This strategy can work well, although it does not strictly follow the
mathematical definition of variance of the model. Exploring a mathematically correct definition of
the variance of ML models could be a challenging but interesting future research direction.®

Develop an automation platform enabling library creation, protein expression, and assay
screening

The wet-lab experiments for directed protein evolution are typically accomplished in a low-
throughput fashion by skilled researchers, which is often tedious and labor-intensive. However,
biofoundries provide an ideal integrated environment with access to hardware and software for
high-throughput data generation, acquisition, and analysis.”®”® An integrated biofoundry
combines high-throughput core instruments such as liquid handlers, thermocyclers, fragment
analyzer, high content screening instruments with peripherals such as plate sealers, shakers,
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and incubators using a robotic arm and scheduling software. Setting up new biofoundries and
automation platforms is expensive, and benefits may not be clearly laid out to incentivize
researchers to dedicate resources towards this. Additionally, biofoundries require skilled
personnel and long-term service contracts for instrument maintenance that further adds to the
hurdle. New automation platforms require careful consideration of ongoing projects, design
needs for various assays and future scalability of the system. While automation platforms are
not routine in academia, they are widely used in industry for multitude of biological assays
providing superior speed, accuracy, and reproducibility. Further, automation instrumentation and
processes can be shared among projects and laboratories to reduce costs. Collaboration with
established biofoundries across the globe will further accelerate the development of automated
MLDE workflows.” We envision that the combination of ML and an integrated biofoundry offers
an ideal platform for creating an in vitro continuous protein evolution workflow.

Laboratory automation can lead to increased throughput, streamlined and reproducible
workflows, reduced turnover time, and significant labor savings.8%8" For example, Edinburgh
Genome Foundry and lllinois Biological Foundry for Advanced Biomanufacturing (iBioFAB) have
developed automated workflows that can perform thousands of DNA assemblies per week.”®8
Recently, an end-to-end pipeline called PlasmidMaker for automated high-throughput plasmid
design and construction was developed and implemented on the iBioFAB.8 In addition, the
integration of iBioFAB and ML led to an automated closed-loop system named BioAutomata for
pathway engineering.8* Diverse scientific disciplines have taken advantage of laboratory
automation e.g. chemical synthesis®, synthetic biology®, metabolic engineering®”, and natural
product discovery®8,

However, directed protein evolution is yet to take full advantage of recent developments in
biofoundries. While in vivo continuous evolution approaches remain challenging to adapt to
diverse proteins and pathways,' the development of an in vitro continuous protein evolution
platform offers a promising new direction. Even with recent advances in MLDE, the bench work
remains time-consuming and requires meticulous attention from skilled researchers.
Additionally, automation will allow exploration of higher order variants and global protein
landscapes, which is difficult due to experimental limitations. Exploration of higher order variants
such as the diverse library of AAV capsids with 12-29 mutations® and functional GFP library
with as many as 48 mutations® can greatly benefit from integrated laboratory automation
platforms. A fully autonomous system will require minimal supervision of protocols and
processes resulting in faster construction and analysis of predicted variants.

The wet-lab experiments for MLDE can be divided into repetitive execution of multiple molecular
biology techniques such as PCR, mutagenesis, library creation, colony picking, miniprep,
sequencing, and functional assays, the majority of which are amenable to full automation
(Figure 3). Many of these protocols have been automated in previous efforts such as in
PlasmidMaker®, automated yeast genome-scale engineering,®® and BioAutomata®*. Following
the automation of individual protocols, the high-throughput processes on different instruments
are integrated to create an end-to-end pipeline using a robotic arm for plate transfers and
scheduling software. For the above-mentioned case studies, the researchers used Thermo F5
robotic arm with Thermo momentum scheduler software for process integration among various
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core and peripheral equipment. Notably, many specialized instruments for laboratory
automation are commercially available that integrate well with robotic arms and scheduling
software. High-throughput robotic liquid handlers of different capacities and customizability can
be purchased from various vendors such as TECAN, Hamilton, and Agilent. These liquid
handlers can be customized to accommodate a variety of smaller instruments such as
thermocyclers, shakers, and colony pickers on deck. Acoustic liquid handlers such as Echo can
precisely dispense up to nanoliters and can be readily integrated with robotic arms for a variety
of assays. Robotics-compatible thermocyclers, fragment analyzer, and sequencers can be
integrated with robotic arms that can be used to design a fully automated PCR and mutagenesis
protocol. High-throughput plate readers that are compatible with laboratory automation systems
can perform a variety of enzymatic assays in an automated fashion. Recent developments in
automated microfluidic devices with diverse applications in synthetic biology and proteomics
add another exciting dimension to laboratory automation.®’92 Microfluidic devices that are
capable of automating proteomics assays®9% further add to the ability to design in vitro
continuous protein evolution strategies for a diverse set of proteins. The robot scientist concept
is another exciting direction for assigning the tedious, repetitive, and high precision tasks to
automated systems.%

Development of in vitro continuous MLDE requires highly specialized skills at the intersection of
synthetic biology, computer science, and laboratory automation and robotics. There is a need to
train the next generation of synthetic biology researchers with recent developments in
biofoundries and laboratory automation. While setting up new biofoundries can be difficult due
to a multitude of factors (e.g., high costs, limited funding, lack of trained personnel), an
alternative could be a core biofoundry facility where researchers from a variety of experimental
disciplines can develop new automation routines. Biofoundries combined with ML will expand
the scope for designing efficient directed protein evolution strategies. In the future, researchers
can efficiently accomplish in vitro continuous protein evolution of almost all proteins with minimal
human intervention.

Conclusion

Directed protein evolution aims to evolve protein variants with properties desirable for scientific
and industrial applications. The community has a long history of optimizing the evolutionary
process to make it more efficient and comprehensive. By combining ML and automation, in vitro
continuous protein evolution could greatly expand researchers’ ability to evolve and improve
proteins. Even though most of the applications of ML in directed protein evolution are focused
on using supervised learning to predict variant properties, the past few years have seen an
increased use of unsupervised learning to intelligently design variant libraries and explore
fitness landscapes. More importantly, the addition of automation can further unleash ML to its
full potential by delivering high-quality data acquisition and rapid, reproducible iterative cycles of
the experiment. While ML for protein engineering and automation in biotechnology have
received early attention, the seamless combination of the two strategies can continuously
advance and push the boundaries of directed protein evolution.
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Figure 1. An overview of the steps involved in in vitro continuous protein evolution. An informed
variant library is first designed by zero-shot predictors. The library is then constructed,
expressed, and screened by a fully automated robotic platform. The acquired fitness data is
then used to train an ML model tasked to predict the fitness landscape. Based on the predicted
landscape, subsequent rounds of variant libraries are proposed. Such steps are performed
iteratively until the optimal variant is identified.

Figure 2. Role of machine learning in in vitro continuous protein evolution. (A) Using global or
local evolutionary context, an informed variant library can be designed using two types of zero-
shot variant effect predictors. While the global model is trained on amino acid sequences from
all protein families, the local model calculates the probability based on residue dependencies
inferred from multiple sequence alignment. (B) Variant sequences are represented using
sequence embeddings obtained from pre-trained global language models. The representation
can be further fine-tuned by homologous sequences to be more task-specific. The obtained
variant-fitness data can then be used to train a regression model such as a neural network or a
simple linear regressor. (C) The protein sequence space can be navigated by incorporating
deep generative models, masked language models, or an in silico directed evolution platform.
While the last two approaches can navigate the local landscape efficiently, deep generative
models can create diverse/highly mutated functional variants to aid in exploration of the global
protein landscape. (D) The process of Bayesian optimization with upper confidence bound
(UCB) acquisition function. UCB acquisition function not only considers the predicted fitness
(mean prediction) but also includes an estimated uncertainty (95% confidence interval used in
the figure) to encourage the model to explore a broader region of the protein landscape.

Figure 3. The biofoundry can serve as an ideal platform for in vitro continuous protein evolution.
(A) A framework for continuous MLDE, all experiments can be automated over a biofoundry and
combined with machine learning to create a closed-loop protein evolution platform; (B) Layout of
an automated biofoundry with various core and peripheral instruments, connected via a central
robotic arm and controlled through scheduling software.
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Box 1. Glossary
A glossary of common technical terms used throughout this manuscript.

Zero-shot:
Zero-shot learning refers to the extension of prediction to a new set of classes which are not
observed during model training.

Masking:
Masking is a method used in ML to skip and exclude certain residues from the input amino acid
sequences.

Representations:
Representations are a numerical form of the input amino acid sequences which represents their
features.

One-hot encoding:

One-hot encoding is one simplest way to represent amino acids sequences. The method
represents an amino acid sequence of length L with a matrix whose dimension is L by 20. The
matrix is filled with either ones or zeros. Ones are filled in the matrix where the certain position
of the amino acid sequence is the certain amino acid at the row, and zeros otherwise.

Natural language processing (NLP):

NLP is a branch of ML studies aiming to let machine understand and makes sense of human
languages. Common tasks include spell checking, language translation, topic detection and
sentence completion.

Latent vector/features:
Meaningful representation of the input in a vector space obtained generally from an encoder-
decoder architecture.

Disentanglement:
Creating latent features independent of one another.
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