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A TRANSFERENCE PRINCIPLE FOR SYSTEMS OF LINEAR
EQUATIONS, AND APPLICATIONS TO ALMOST TWIN PRIMES

PIERRE-YVES BIENVENU, XUANCHENG SHAO, AND JONI TERAVAINEN

ABSTRACT. The transference principle of Green and Tao enabled various authors to transfer
Szemerédi’s theorem on long arithmetic progressions in dense sets to various sparse sets of
integers, mostly sparse sets of primes. In this paper, we provide a transference principle
which applies to general affine-linear configurations of finite complexity.

We illustrate the broad applicability of our transference principle with the case of almost
twin primes, by which we mean either Chen primes or “bounded gap primes”, as well as
with the case of primes of the form 2 + y? 4+ 1. Thus, we show that in these sets of primes
the existence of solutions to finite complexity systems of linear equations is determined by
natural local conditions. These applications rely on a recent work of the last two authors
on Bombieri-Vinogradov type estimates for nilsequences.

1. INTRODUCTION

1.1. The problem and its background. Green and Tao famously proved [10] that the
primes contain arbitrarily long arithmetic progressions. Their proof introduced an influential
transference principle, stating that if a set of integers is dense inside a pseudorandom set, then
it contains arbitrarily long arithmetic progressions. This is called a transference principle,
since it transfers Szemerédi’s theorem, which states that any dense subset of Z contains
arbitrarily long arithmetic progressions, to a sparse setting. In fact, the proof of Green and
Tao relied on Szemerédi’s theorem as a black box.

More generally, given any admissibleﬂ affine-linear map V¥ : Z¢ — Z!, and a subset P of
the primes, one may ask whether P! contains a tuple of the form ¥(n) with n € Z?. Since the
image of an affine-linear map may always be realised as the kernel of another affine-linear map
and vice-versa, this may be formulated as the problem of determining which linear systems
of equations can be solved inside P.

Since the Green—Tao theorem, a lot of research has been devoted to this question. Note
that k-term arithmetic progressions correspond to the map ¥(n,d) = (n,n+d,...,n+ (k —
1)d), so this case is handled by the Green—Tao theorem, which actually holds for dense
subsets of the primes (or even not too sparse subsets, see [27]). Further, since Szemerédi’s
theorem holds for any given translation-invariant linear configuration in place of arithmetic
progressions (that is, for homogeneous linear maps ¥ such that (1,...,1) € W(Z%), the
Green—Tao theorem also holds for these linear configurations.

Regarding general linear configurations, under the mere assumption that ¥ = (¢1, ..., 1)
has finite complexity, (that is, no two of the forms 1); are affinely related), Green and Tao [12]
provided a complete answer in the case where P is the full set P of primes, in fact giving an
asymptotic formula for the number of n € [N]?¢ for which ¥(n) € P! as N — oc.

Regarding subsets of the primes, it is known that a number of interesting sparse subsets of
the primes contain arbitrarily long arithmetic progressions (or again, any given translation-
invariant linear configuration). Indeed, the Chen primes

Pchen ::{pEP: p+2€P2}7

IWe say that W = (41, ..., %) is admissible if (1i(n))yeza has no fixed prime divisor for each ¢ € [t].
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where P; is the set of integers which have at most two prime factors (counted with multiplic-
ity), have this property by [33|, and the bounded gap primes

Podd,g :={ne€P: |n,n+ H NPl > 2}

for large H have this property by [2526]. Primes of the form 2 + y? + 1 by [30] have this
property as well and for any k, there exists ¢, > 1 such that for any ¢ € [1,¢x) the set
PN {|n°| : n € N} of Piatetski-Shapiro primes contains progressions of length &k by [22]

However, very little is known when W is not translation-invariant and simultaneously P is
not the full set of the primes. When P C P is the (dense) set of the shifted squarefree primes
(i.e. primes p such that p — 1 is squarefree), for any finite complexity ¥, an asymptotic for
the number of n € [N]¢ for which ¥(n) € P was proven by the first author [1]. When it
comes to non-translation-invariant configurations in subsets of the primes, previous research
has concentrated on the ternary Goldbach system, that is, the affine-linear map ¥y (n,m) =
(n,m, N —n —m). The subsets of the primes where it was studied include subsets of relative
density above a certain threshold [21,28], the set of primes of the form z2 412+ 1 [32], the set
of primes in a given Chebotarev class [20], the set of Fouvry-Iwaniec primes x? + p? with p
prime [17], and the set of primes admitting a given primitive root [§8]. More relevantly for the
present study, Matoméki and the second author [23] showed that any sufficiently large odd
integer (resp. integer congruent to three modulo six) is a sum of three bounded gap primes
(resp. three Chen primes). Both of these types of primes have properties akin to those of
twin primes, and are therefore referred to as almost twin primes.

We mention that all of the papers [8}17,120,23,28,[32] rely on classical Fourier analysis,
which is considerably simpler than higher order Fourier analysis, and hence the proofs do
not adapt to any systems ¥ of complexity at least 2. The papers [22}25,[26}30,33], in turn,
all use the Green—Tao transference principle, and hence the proofs do not adapt to any non-
translation-invariant configurations ¥. Our main result handles the case of arbitrary finite
complexity systems W when P is the set of almost twin primes.

1.2. Results on linear equations. Now we state our results on linear equations in almost
twin primes precisely. Let H = {hi,...,h,} be an admissible m-tuple: for every prime p,
there exists n € N such that [ [,/ (n+ hi) # 0 (modp). Let Py :={n e€N: |(n+H)NP| >
2}. Note that Py is actually not a subset of the primes; in fact Ppgq, g = PN UHC[O, H] P
Define the weighted indicator functions of the Chen primes and Py by

01 (n) = (log n)21730hen (n)1p|n(n+2) — p>nl/10, 92(71) = (log n)mlpH (”ﬂpIH?;l(n-&-hi) = p>nP>

where m = |H| > 2 and p € (0,1).

Then we know by Chen’s theorem [3] and Maynard’s theorem [24], upon assuming that
m is large enough and p is small enough, that ) _, 0;(n) > N for i € {1,2} (and we have
upper bounds of the same order of magnitude by Selberg’s sieve). Throughout this paper,
we fix such m, p, and we also fix an admissible m-tuple H in the definition of 6,.

Theorem 1.1 (Arbitrary linear configurations weighted by almost twin primes). Let i €
{1,2}. Letn > 0, N,d,t,L > 1, and let ¥ = (¢1,...,4¢) : Z% — Z' be a system of
affine-linear forms of finite complexity whose homogeneous parts have coefficients bounded in
modulus by L.

Then there exists a constant C;(¥) > 0 such that the following holds. Let K C [~N, N]?
be a convex body satisfying Vol(K) > nN® and U(K) C [1, N]t. Then, for N > No(L,n,d,t),
we have

(1.1) > T 6iwi(n) > 140 Ci(T)VOI(K).

ncKNZa jE(t]
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Further C;(V) > 0 wunless there is an obstruction modulo some prime p. More precisely,
C1(¥) > 0 as soon as for every prime p there exists n € Z such that [Ticiy ¥i(m)(¢i(n) +

2) # 0 (modp) and C2(¥) > 0 as soon as for every prime p there evists n € Z¢ such that
[Licpy Ijepmy(#i(m) + hy) # 0 (mod p).

Note that the hypotheses imply that the non-homogeneous coefficients of ¥ are bounded
in modulus by (dL 4+ 1)N. It turns out that C;(V) >4, 1; 1 whenever C;(¥) > 0; therefore
the right-hand side of the estimate is g 1.; Vol(K) whenever it is not 0.

We can also obtain an analogous result for primes of the form z? + y? + 1. Let

(12) 93(”) = (log(2n))3/21P(n)1n:$2+y2+1,x,y62

be the weighted indicator function of primes of the form 22 +y%+1. By a result of Iwaniec [18],
we have >y 03(n) > N (and we have an upper bound of the same order of magnitude
from Selberg’s sieve).

Theorem 1.2 (Arbitrary linear configurations weighted by primes of the form z2 + 2 + 1).
Theorem continues to hold with 05 in place of 0;. Moreover, C5(¥) > 0 as soon as for
every prime p there exists n € Z< such that [Ticiy ¥i(m)(¥i(n) + a(p)) # 0(modp), where
a(p) = =1 if p=—1(mod4) and a(p) = 0 otherwise.

Theorem has an immediate corollary to linear systems of equations within the Chen
or bounded gap primes.

Corollary 1.3 (Linear equations in almost twin primes). Let L1, ..., L; : Z% — Z be linear
forms. Consider the linear system of equations

(1.3) Li(n)=0 Viel,...,t.
Suppose that the system has a solution in the positive real numbers. Then

(i) The system (1.3)) has a solution in nghem provided that it has a solution in Ag for
every prime p, where A, = {x € Z/pZ : x(x + 2) # 0 (mod p)}.

(ii) The system (1.3) has a solution in 73%, provided that 0 € H and it has a solution in
B4 for every prime p, where B, = {x € L/pZ : [Tjepm)(@ + hj) # 0 (mod p)}.

Proof. We may assume that each L; is primitive (i.e. its coefficients have no common prime
factor) and that the linear forms are linearly independent (so ¢ < d and the system has full
rank t). Since our system is homogeneous, we may assume that the span of the linear forms
L; does not contain a linear form which has exactly two or one nonzero coefficients; indeed,
otherwise there exists (i,7) € [d]? and coefficients (a;,a;) € Z*\ {0,0} such that i # j and
for any solution (n1,...,nq) € Z¢ of the system we have a;n; — a;n; = 0. If a;a; = 0 then
n;n; = 0 and so the system has no solution in Ag nor in Bg (because 0 € H). So we may
assume that both a; and a; are nonzero and coprime. But then either a; = a; = 1 and we
may eliminate a variable to obtain an equivalent system with fewer variables, or there is a
prime p dividing a; but not a; (or vice versa). We infer n;n; = 0 (mod p), so the system has
no solution in Ag nor in Bg.

Therefore, the lattice of integer solutions of the system has a multiplicity-free parametriza-
tion of the form W(Z%*), where ¥ : Z4~t — Z% is a system of linear forms. The system ¥
has finite complexity, since no two forms of ¥ are linearly dependent, owing to the assump-
tion about the span of the L;’s not containing linear forms with exactly one or two nonzero
coefficients.

Further, the local conditions (i) and (ii) imply that C;(¥) > 0 and C2(¥) > 0 respectively.
We can then apply Theorem [1.1] to the convex body K = {x € Rt : ¥(x) € [1, N]¢} with
N — oo, which satisfies Vol(K) > N~ since the original system of equations has a solution
in the positive real numbers, to conclude the proof. O
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As we will see, our method works more generally for Py :={n € N: |(n+H)NP| > k}
instead of Py whenever the admissible tuple H is sufficiently large in terms of k.

1.3. Transference principles. Given a finite complexity affine-linear map ¥ : Z¢ — 7!
(often referred to as a system of finite complexity), a function f : [N] — R>¢ (typically a
weighted indicator function of a set of arithmetic interest) and a convex body K C R?, the
W-count of f in K is given by

To(f,K) = Y ][ i)

ne KNZai€(t]
Thus Theorem is about lower-bounding Ty (6;, K) for i € {1,2}. Assume that

Zf ) >N

née[N]

for some § > 0 and infinitely many integers N. If f takes its values in [0, 1] and if additionally
¥ is a homogeneous translation-invariant linear system, a functional version of Szemerédi’s
theorem (see |31, Theorem 11.1]) allows one to prove that Ty (f, K) >5 Vol(K). Now, if f
is instead unbounded (for example, the von Mangoldt function), the Green—Tao transference
principle consists in approximating f (assuming that f < v for some “pseudorandom mea-
sure” v), by a bounded function f : [N] — [0,1] (called a dense model of f) in such a way
that Ty (f, K) ~ Ty (f, K), and invoking Szemerédi’s theorem.

In our case, however, as we are interested in non-translation-invariant systems, we will
need a different dense model and hence a different transference principle. To see the need for
a different transference principle, consider the set A = {n € N: {v/2n?} € [1/3,1/3+1/100]}
where {-} denotes the fractional part of a real number; any translation-invariant configuration
can be found inside this set since it is dense by Weyl’s criterion, but note that the configuration
(x, z+y, z+2y, y) does not occur in A due to the relationship (z42y)?—2(z+y)2+22—2y> = 0.

In the case of the ternary Goldbach system ¥ = ¥y : (n,m) — (n,m,N —n — m),
the Matoméki—Shao transference principle [23] provides, under a Fourier-type condition, an
approximating function f to f satisfying again To(f,K) ~ Ty( f,K ), which is lower bounded
pointwise: f (n) >5 1; however, this does not generalize to the higher complexity case, as the
set A above (which is Fourier uniform) demonstrates.

The proof of our main theorem produces more generally a lower bounded dense model
for any system of finite complexity. This results in a transference principle (Theorem of
independent interest, which allows us to lower bound Ty (f, K) as desired for any function
f which is bounded by a pseudorandom measure and dense in every “higher order Bohr
set” (to be defined precisely later). We then check these two conditions for our weighted
indicator functions of almost twin primes, i.e. functions 6; and 6. This will follow by working
out a reduction to the case of equidistributed higher order Bohr sets (Section [5)) and then
adapting a Bombieri-Vinogradov theorem for primes twisted by nilsequences [29], proven
by the last two authors. We also note that our transference principle is slightly stronger
than the Green—Tao transference principle even for translation-invariant systems in the sense
that our pseudorandomness requirement is weaker (we do not need the correlation condition
from [10]); we achieve this relaxation by applying work of Dodos and Kanellopoulos [6].
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ported by the NSF grant DMS-1802224. JT was supported by a Titchmarsh Research Fel-
lowship. We thank the anonymous referee for a thorough reading of the paper and many
insightful comments and suggestions.
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2. NOTATION AND PRELIMINARY DEFINITIONS

Throughout the paper, we will use bold face characters to denote vectors or tuples. The
set of nonnegative reals is denoted by R>g. The expectation notation E,cx shall mean, for a
finite set X, the averaging operator ﬁ > sex- Further we will use the Vinogradov notation

f < g or g > f whenever two functions f and g from N to R satisfy |f| < Cg for some
constant C' > 0; the parameters on which the implied constant C' depends may be indicated
as subscripts. The conjunction f < g and g < f will be denoted by f < g. For any assertion
A, the number 14 is 1 if A is true and 0 if it is false. The indicator function of a set X will
also be denoted by 1x, which should generate no ambiguity. As usual, we denote by A, ¢, di
the von Mangoldt, Euler, and k-fold divisor functions, respectively. The greatest common
divisor of two integers n and m will be denoted by (n,m). A vector or tuple of numbers
will usually be denoted in bold font and its components in regular font. Given an integer
N, we denote the interval of integers {1,..., N} by [N]. We will often identify the sets [N]
and Z/NZ, which we always implicitly do in the natural way (reduction modulo N). Thus
a function f defined on [N] may naturally be seen as a function on Z/NZ and vice versa.
When z is a positive real number, we define [z] = [N] where N = |z] is the integral part of
T.

2.1. Systems of linear forms. Let ¥ = (¢1,...,%;) : Z¢ — Z! be a system of affine-linear
forms. We first define a quantity that captures the local behaviour of ¥ modulo a prime p.

Definition 2.1 (Local factors). For each prime p, define the p-adic local factor of U as

p
Bo(¥) = Baczpzyt || == Losa)zo (modp)-
iein #®)

Observe that ¥ is admissible as defined in footnote [1|if and only if 3,(¥) # 0 for each p.

We need to control the asymptotic behaviour of 3, as p approaches infinity, whence the
following easy variant of [12, Lemma 1.3].

Lemma 2.2. Let U = (¢, ...,19) : Z¢ — Z! be an admissible system of affine-linear forms,
and let p be a prime. Suppose that there are t, linear forms among 11, -- ,1; modulo p such
that no two of them are linearly dependent over IF,,, and that t, is mazximal for this property.
Then

p \'7" —2
@D(\If):(m) (14 Ous(p2).

Proof. Without loss of generality, assume that no two of 41, -+ , 4, are proportional modulo
p, and let Wy, = (¢1,--- ,1y,). By maximality of ¢, 8,(¥) = (p/¢(p))" " B,(¥}p). Since no
two of v;,1; with 1 <4 < j < 1, can be linearly dependent modulo p, one can follow the
proof of [12, Lemma 1.3] to conclude that B,(¥,) =1+ Oq:(p~2). O

The next crucial condition on linear systems that we will require is the aforementioned
finite complexity condition, which we now quantify. For an affine-linear form 1, let ¢ be its
linear part.

Definition 2.3 (Complexity of a system). For A C [t], let V4 be the set of linear forms on Z¢
generated by {1; | i € A}. Let i € [t]. A system W of linear forms is said to be of complezity
at most k at 7 if there exists a partition of [¢]\ {7} into at most k -+ 1 parts such that 1; ¢ Vi
for each part A of the partition. It is said to be of complexity at most k if it is of complexity
at most k at any ¢ € [t]. The complexity is the minimum k such that the complexity is at
most k, if there is any such k£ € N, in which case £ < t — 2. Otherwise, it is said to be infinite.
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A convenient parametrization of a system of finite complexity is the normal form (cf. |12}
Definition 4.2]), which we now define; it facilitates multiple applications of the Cauchy—
Schwarz inequality, yielding the generalized von Neumann theorem [12, Proposition 7.1] which
we will use later. Let eq, ..., eq be the canonical basis of Z¢.

Definition 2.4 (Normal form of a system). The system V is in s-normal form at i € [t] if
there exists a set J; C [t]\ {7} of car@inality at most s+ 1 such that [],c ;. ¢i(ej) # 0 whereas
for all k € [t] \ {i}, we have [];.; ¥x(ej) = 0. The system ¥ is in s-normal form if it is in
s-normal form at each i € [t].

One may assume that s < ¢t — 2. Clearly, a system in s-normal form has complexity at
most s. Due to a simple linear-algebraic argument from [12, Theorem 4.5], we may assume
in Theorems [I.1] and [1.2] that the system W is in s-normal form for some s < t — 2. We
summarise thls reductlon in the following proposition.

Proposition 2.5. Let U : Z¢ — 7 be a system of complexity s and K C [~N,N]? be a
convex body such that W(K) € [1, N]'. Suppose that the homogeneous coefficients of ¥ are
bounded by L. Then there exist an integer d' = Og4(1), an integer N' = O(N), a real number

L' = O(L°W), a convex body K'  [-N',N'|* and a system V' : Z¢ — 7! of affine-linear
forms in s-normal form such that for any t functions g1,...,q; : Z — R, we have

1 /
i 2 Howo) =g X [Tawim)

nedeK 1€[t] neZd NK' €[]

Further, we have Vol(K')/N'¢ > Vol(K)/N¢.
In this form, this proposition is essentially [2, Proposition 2.5].
2.2. Gowers norms.

Definition 2.6 (Gowers norms over abelian groups). Let Z be a finite abelian group. Let
g:Z — C be a function and k > 1 an integer. The Gowers U* norm of g is the expression

2—k
l9llonz) = (BaczBrezn I] C¥loletw-h)
we{0,1}F

where C is the conjugation operator and |w| =3y wi

For k > 2, this does define a norm, whereas || f|y1(z) = [Ezezf(z)|. For every k > 1, we
have || g2y < gl (z)-

Definition 2.7 (Gowers norms over intervals). Given a function f : Z — C and an integer
N, we define its Gowers norm || f||yx[y) over the interval [N] as

1f - Ynillosz/nez)

1f ety =

I

Hl[N ok (z/nvz)
where N’ > 2N (say N’ = 2N + 1 for concreteness) and f - 1;y] and 1y} are extended to
Z/N'Z in the natural way. By [7, Lemma A.2], this definition is independent of the choice of
N'.

Observe that if N and N’ are two integers satisfying aN’ < N < N’ for some o > 0 and
a function f : [N] — C is extended to Z/N'Z by setting f(n) = 0 for n € Z/N'Z \ [N], then
I fllorsiv) <aus 1 flrs(z/nrzy (see [12, Lemma B.5]). Another norm that we will need is the L?
norm on [N] equipped with the uniform probability measure, thus

1oy == (Baen £ @)[F) 7,
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for p > 1 a real number. Finally, we define the dual Gowers norm over an interval by

[flloenge = sup [Byepnyf(2)g(@)]-

”gHUk[N]:l
2.3. Nilsequences.

Definition 2.8 (Nilsequences). Let G be a connected, simply-connected nilpotent Lie group,
and let I' < G be alattice. A filtration G4 = (G;):2, on G is an infinite sequence of subgroups
of G (which are also connected, simply-connected nilpotent Lie groups) satisfying

G:GOZGlDGQD"',

and such that the commutators satisfy [G;, G;] C Gjj, and with the additional conditions
that T'; :=T' N G, is a lattice in G; for i > 0 and G541 = {id} for some s.
The least such s is called the degree of G4 and the manifold G/T is called a nilmanifold.
A polynomial sequence on G (adapted to the filtration G,) is a sequence g : Z — G
satisfying the derivative condition

ahl .. -ahkg(n) S Gk

forall k > 0,n € Z and hy, ..., hy € Z, where d,g(n) := g(n+ h)g(n)~! denotes the discrete
derivative with shift h.

Now fix a nilmanifold G/T", a filtration G4 of degree s and a polynomial sequence g :
Z — G. Further, assume that the nilmanifold is equipped with a Mal’cev basis X' (see |14}
Definition 2.1, Definition 2.4]; note that the Mal’cev basis depends on the fixed filtration,
not only on the manifold). A Mal’cev basis induces a right-invariant metric on G (see |14}
Definition 2.2]), which descends to a right-invariant metric on G/T" and will usually be denoted
by dx(-,-). If F: G/T' — C is Lipschitz with respect to the metric on G/T" induced by X, it
is bounded by compacity so we let

|F(x) — F(y)|
1Flipe) = [Pl + sup 202 = 20
z,yeG/T X(x> y)
7Y
and we call a sequence of the form n — F(g(n)T") a nilsequence. The degree of the nilsequence
is then s, and it is said to be of complexity at most M if each of the degree s, the dimension
of G/T', the rationality of X and the Lipschitz constant of F' is at most M.

We now introduce a class of nilsequences of bounded degree and controlled complexity.

Definition 2.9. Let s > 1 and A, K > 2. Define Z5(A, K) to be the collection of all
nilsequences ¢ : Z — C of the form &(n) = F(g(n)T'), where

(1) G/T is a nilmanifold of dimension at most A, equipped with a filtration G of degree
< s and a K-rational Mal’cev basis X ;

(2) g:7Z — G is a polynomial sequence adapted to Ga;

(3) F: G/T — Cis a Lipschitz function satisfying ||F||pipx) < 1.

Definition 2.10 (Equidistributed nilsequences). For n € (0,1) and x > 2, define Z¢(A, K;n, x)
to be the collection of those nilsequences & € Z5(A, K) of the form £(n) = F(g(n)I') that
fulfill the additional condition that the sequence (g(n)I')1<n<10s is totally n-equidistributed
in G/I" (defined in [14, Definition 1.2]).

We will loosely call such nilsequences n-equidistributed. We caution that this notation is
slightly different from [29], in that we do not require fG T F = 0 (where the integral is taken

with respect to the unique Haar measure on G/T'). We shall use Z2(A, K;n,z) to denote
the set of n-equidistributed nilsequences in Z4(A, K;n, x) satisfying the additional condition
that [ F" =0.
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3. A TRANSFERENCE PRINCIPLE FOR ARBITRARY SYSTEMS OF LINEAR EQUATIONS

A fundamental notion related to transference principles is that of pseudorandom measures,
the basic philosophy being that if a function is bounded by such a measure, it behaves as if
it was bounded by 1.

Definition 3.1. A function v : Z/NZ — R is said to satisfy the (do, to, Lo, €)-linear forms
conditions if it satisfies the following. Let 1 < d < dp and 1 < t < t3. For every finite
complexity system of affine-linear forms W = (21, ...,4;) : Z¢ — Z! with linear coefficients
bounded by Ly in modulus, the following estimate holds :

(3.1) Ene@z/nz)yd H v(Yi(n)) — 1| <e.

iE(t]
If it satisfies the (M, M, M, e)-linear forms conditions, it is said to be (M, )-pseudorandom.

Observe that [|v — 1{|ykz/nz) = O(al/zk) as soon as v satisfies the (k + 1,2 1, ¢)-linear
forms conditions, and that the constant coefficients of ¥ are unrestricted. Note that our
definition is less restrictive than that of Green and Tao [12], since we do not require the
so-called correlation condition.

The aim of this section is to prove the following theorem.

Theorem 3.2 (Transference principle for linear systems). Let t,d, L,s > 1 be integers, and
let 9,m > 0 be real numbers. Then there exist constants M > 1 depending on d,t,L and
Y,e > 0 depending on d,t,L,0 such that the following holds. Let ¥ = (1,..., 1) : 74 — 7t
be a system of affine-linear forms of complexity s whose homogeneous parts have coefficients
bounded by L. Let N be a large enough prime and o be small enough (both in terms of
t,d,L,n). Let K C [~N, N]? be a convex body satisfying Vol(K) > nN? and ¥(K) C [1, N]*.
Lastly, for each i € [t], let A : [N] = R>q be a function. Assume that the following additional
hypotheses hold.

(i) There exists an (M, «)-pseudorandom measure v : Z/NZ — R>q such that
Ai(n) <wv(n) for each i € [t] and n € [N]

where we identify [N] and Z/NZ in the natural way.
(ii) Each function \; is dense in higher order Bohr sets in the sense that

EnevAi(n)€(n) > SE,en€(n)

for every nilsequence & : Z — [0,1] of degree < s and of complexity at most Y that
satisfies En<né(n) > e.

Then we have

(3-2) Enexrzad (¥1(m)A2(¥2(n)) - A(¥r(n)) > 0.994".

We now present the tools which will enable us to prove this. We need a notion of higher
order Bohr sets, which are roughly speaking sets that are approximated by level sets of
nilsequences to any given accuracy. The following definitions of s-measurable sets and s-
factors are from [15, Section 2.

Definition 3.3 (s-measurable sets). Let s > 1 and let ® : R — R be a growth function. A
subset E C [N] is called s-measurable with growth function ® if, for any M > 1, there exists
a degree < s nilsequence { : Z — [0, 1] of complexity at most ®(M) such that ||1g—§||p2(n) <
1/M.



A TRANSFERENCE PRINCIPLE FOR LINEAR EQUATIONS 9

Definition 3.4. If B is a partition of [N], we call its parts E € B atoms. The conditional
expectation of a function f : [N] — R with respect to B is the function E[f|B] which is
constant on each atom, equal to the average of f on the atom.

Definition 3.5 (s-factors). Let s > 1 and let ® : R — R be a function. A partition B of [N]
is called an s-factor of complexity at most M and growth function @ if B contains at most
M atoms and each atom is s-measurable of growth function ®.

The following two propositions will be important in our proof of Theorem |3.2] The first
one is the weak regularity lemmaﬂ proved in |11 Corollary 2.6].

Proposition 3.6 (Weak regularity lemma). Let s > 1 and ¢ > 0. Let f : [N] - R
be a function with |f(n)] < 1 pointwise. There exists a function ® : R — R depend-
ing only on s,e and an s-factor B of complezity Os.(1) and growth function ® such that

1f = E(f1B)llys+1z/nz) < €.

In the just cited the reference, the Gowers norms are interval Gowers norms, but this
makes no difference since the Us*1(Z/NZ) and UST![N] norms are equivalent on bounded
functions (see [7, Lemma A.4] for instance). We also state the dense model theorem from the
work of Dodos and Kanellopoulos [6, Corollary 4.4].

Proposition 3.7 (Dense model theorem). Let s > 1 and let Z be a finite abelian group. Let
0 <n < 1. Suppose that v : Z — Rxq satisfies ||v — 1||y2s(z) <, and that f : Z — R is
a function such that |f(n)| < v(n) pointwise. Then we may decompose f = f1 + fa, where

sup,ez [f1(n)| <1 and || fallys(z) = on—0s(1)-
Further, if f is nonnegative, so is fi.

We note that this version of the dense model theorem has weaker hypotheses than the one
in |12 (it does not require the so-called correlation condition), a fact that will be important
for us. A dense model for arithmetic progressions was also achieved without correlation
conditions by Conlon, Fox and Zhao [4,5], but their dense model is not as strong as we need
since it is not close in the Gowers norms topology to the function to be modeled.

Finally, we state a version of the generalised von Neumann theorem [12, Proposition 7.1].

Proposition 3.8 (Generalised von Neumann theorem). Let t,d, L, s be positive integer pa-
rameters. Let d,e be in (0,1) and N > 1. Then there is a positive constant D, depending
on t,d and L such that the following holds. Let v : Z/NZ — R>q be a (M,e)-pseudorandom
measure, and suppose that fi,...,fr : Z/NZ — R are functions with |fi(z)| < v(zx) for all
i € [t] and x € Z/NZ. Suppose that ¥ = (¢1,...,¢) is a system of affine-linear forms in
s-normal form whose linear coefficients are bounded by L. Let K' C (Z/NZ)® be identified
with K NZ% where K C [-N/4, N/4] is a convex set. Finally, suppose that

(3.3) i i los g < 6

Then we have
Ene@nzyalicr(m) [T fiwhi(n) = 05-50(1) + 0n—s006(1) + 0c—s0(1)
1€(t]
where the o(1) terms may also depend on d,t, L.
In the cited reference, the parameter ¢ is itself oy (1) but we make it independent here,

whence the slightly different statement.
We are now ready to state and prove a crucial lemma.

21t was discovered recently that the reference [11] contains a slight error. See the arXiv version [15] for
details and a correction. Nevertheless, the regularity lemma part of that reference is unaltered, only the
counting lemma (and what depends on it) was not entirely correct.
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Proposition 3.9 (Decomposition into a uniformly lower bounded and Gowers uniform com-
ponents). Let s > 1 and let N > 1 be an integer. Let 0,¢,p be real constants in the interval
(0,1). Then there exist quantities v € (0,1),Y > 0,17 € (0,1) depending only on s,e, p,d such
that the following holds. Suppose that v : [N] — Rxq satisfies ||v — 1{|y2st2(z/nz) < 1, where
we naturally identify [N] with Z/NZ. Let f : [N] = Rx>q be a function such that f(n) < v(n)
pointwise. Further, suppose that

for every nilsequence § : Z — [0,1] of degree < s and of complexity at most Y that satisfies
Enng(n) > LN

Then there exists a decomposition f = f3 + f1 where f3 > (1 — p)d pointwise and
| fallys+1z/nzy < €.

Proof. Without loss of generality, we may assume that € is small enough in terms of é and p.
Let ¢’ < £/3 be a sufficiently small constant, to be determined later. Applying Proposition
we may write f = fi + fa where fi takes its values in [0,1] and [ fallys+1(z/nz) < €’. Then
using Proposition [3.6/on fi, we decompose fi = h+ g where h = E[f1|B] and B is an s-factor
of complexity Os (1) and growth function ®, and ||g|7s+1(z/nz) < /3. The growth function
® of B depends only on ¢ and s.

Note that h = ) pcgceple where cp = ﬁ > nein f1(n)1g(n) for any atom E of B. Fix

c=(/3)>"/|B|,s0 ¢! = Os(1). We effect the splitting

h = Z(CE + 61pj<en)lE — Z olp.
EeB EeB
|E|<cN
We denote by h; the first sum and hy the second one.
Since ¢ € [0,1], we see that [he|[fin) < c|B| = (¢/3)"". Crudely estimating by the
triangle inequality, this implies that ||hal/yst1(z/nz)y < €/3. Now write f3 = hy and fq =
g+ fo + hs. By the triangle inequality for Gowers norms, we have

| fallps+1@z/nzy < 3-€/3=¢.
Our aim is then to show that
(3.4) cg > (1 —p)o, whenever |E|>cN,

after which f3 = h; > (1 — p)d pointwise follows.

Fix a large enough constant M > 0 in terms of ¢,d,p (explicitly, we may take M =
4/(cop)) and an atom E € B satisfying |E| > ¢N. By definition of an s-factor, we may write
1 = &+ gsmi where [|gsmillz2(n) < 1/M and § (depending on E) is a nilsequence of degree at
most s whose complexity is bounded by Y := ®(M) = O, ,5(1). By the Cauchy-Schwarz
inequality, we have |3, ¢y f1 (n)gsml(n)| < N/M. Therefore,

cE__| > An)é(n) —1/(cM).

nE [N]
We now recall that f = f; + fo, so that (3.4) follows once we show that
35 Y fn) Mwuqmwamjzh kmmm
ne[N] ne[N]

upon setting M = 4/(cdp). First we bound the correlation of fo and £. Since fo has small
U**! norm, it would be convenient to replace ¢ by a function of bounded dual U**! norm.
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To achieve this, we invokeﬂ [12, Proposition 11.2], which yields for any x > 0 a splitting
§ =& + & where [[&1|lgst1z/nz) < K for some K = O, y(1), while [[& 00 < k. We infer
that

(3.6) ’ Z fa(n ’ < fellvs+1@nzylléillusiz/nzy- N < €'KN.
né€([N]

Further, since |f2| < v + 1 pointwise,

BT |2 pmem)|<lgle S @) +1) £ @+ Ewm @) - DDI& =N

ne[N] ne[N]
Recall that |E,cnj(v(n) —1)]) = [v =1y z/nz) < IV —1p2s+2z/nz) < 1 < 1. We conclude

that \Znem fg(n)fg(n)‘ < 3kN.

Now, if we choose k = ¢pd/12 and ¢’ = pdc/(4K) (thus ()71 = O,5.(1)), we have
e'K + 3k < ¢pd /2, so by combining and with the fact that N < ¢! |E|, we obtain
the required bound for fo.

It remains to be shown that the correlation of f and & obeys the lower bound in ([3.5)).
By the definition of £, we have

D &) =Bl = ) gsm(n) > |E[(1—1/(cM)) > |E|/2 > eN/2,
née([N] n

so recalling the “denseness in higher order Bohr sets” hypothesis of Proposition (letting
t = ¢/2 there) and the fact that the complexity of £ is at most Y, the desired estimate (3.5))
follows. This was enough to complete the proof. O

Now we may prove Theorem

Proof of Theorem[3.9. In view of Proposition we may assume that the system W is in
s-normal form. Also, upon replacing N by 4N (and therefore 1 by 4~%), we may assume
that K C [-N/4,N/4]. Fix k > 0 small enough (to be determined later). Let p be small
enough in terms of ¢ (say p = 1/(10000¢)). By hypothesis (i), if N is large enough, we may
apply Proposition thus obtaining a decomposition \; = /\1(1) + )\7(;2) for each ¢ € [t] where
)\El) > (1 — p)d pointwise and ||)\§2)”U5+1(Z/NZ) < k. Inserting this decomposition in the

left-hand side of (3.2), we obtain a splitting of the average into 2! terms:

t t
Encrrze [[M#m) = Y Epcxrge [[ A (05 m)).

j=1 a1,a2,...,at€{1,2} Jj=1

)

One of the 2! terms involves only the functions )\2(1); since \;
(1 — p)d, this term is at least

is pointwise lower bounded by

(1— p)té* > 0.9996°,

since p = 1/(10000¢). Any other term involves at least one copy of a uniform function )\1(2)‘
Let a € {1,2}'\ {(1,...,1)}. Since K C [-N/4, N/4]% and ¥(K) C [1, N]*, one may identify
K with a subset of (Z/NZ)?, which we also denote by K, and write

t
(3.8) Enernza H Aﬁ-““(wj(n)) =Encz/nzyili(n H A ( (¢j(n

i=1

3In the cited reference, written at a time where the theory of nilsequences was just emerging, the result is
stated for linear nilsequences. However, nowadays we know that any polynomial nilsequence may be realized
as a linear one, see [16, Appendix C]. Also the result is stated in terms of interval Gowers norms, but the
proof naturally yields ||&1]|ys+1(z/nz)~ < K first as it moves from intervals to cyclic groups.
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According to Proposition (for which we need M to be sufficiently large in terms of d, t, L
and the fact that ¥ is in s-normal form), the right-hand side of equation is bounded
by 0N —00k(1) + 0a—0:x(1) + 0x—0(1). Therefore, choosing first £ appropriately, and then N
sufficiently large and « sufficiently small, we conclude the proof. O

The rest of the paper is devoted to establishing the hypotheses (i) and (ii) of Theorem [3.2]
for the functions 6 and 6, (and 63 in Section [J); we start with hypothesis (i).

4. W-TRICK AND PSEUDORANDOM MAJORANTS

4.1. W-trick. We wish to apply Theorem [3.2]to prove our main theorem, but an initial prob-
lem is that the indicator functions of almost twin primes are not bounded by a pseudorandom
majorant, as they are biased modulo small primes. We will first have to remove these biases
modulo small primes to obtain a pseudorandomly majorized function.

We introduce the general framework we will work with in this section. Let w be an integer
and W = W(w) =[[,<,,p. Let p € (0,1), r > 1, and let H = {h1,...,h,} C N be aset of r
pairwise distinct integers and let § = 63, : N — R>( be any function supported on the set

{neN: p|n+h; = p>wforall jer|}
and satisfying the upper bound
O(n) <log"(n+2)
for all n > 0. Observe that the functions 67 and 65 our main theorem deals with have these

properties (with » = 2 in the case of #; and r = m in the case of #2). Given integers ¢ > 0
and b, let

(4.1) Ogp(n) == <¢EJQ)>T O(gn +b).

Proposition 4.1 (Reduction to W-tricked sums). Let the notation be as above. Also let
n>0,v>0, NLdt>1. Let W = (a1,...,1) : Z¢ = Z be a finite complexity system of
affine-linear forms. Suppose that W3, = (i + hj)icy) jer) 15 admissible and that the linear
coefficients of U as well as the elements of H are bounded by L. Let K C [N, N]¢ be a
conver body satisfying Vol(K) > nN® and V(K) C [1, N]'. Suppose that 0 satisfies

t
(4.2) > T 0w @im) = yW=Vol(K),
nezd  i=1
Wn+aeK

for each a € A, where
A=Ayy={ac Wi, j) e[t x[r] (di(a)+h;, W) =1}

and for each i € [t], the integer c;(a) € W] and the form v : Z¢ — 7 are uniquely defined by
the relation ;(Wn + a) = Wi (n) + ¢;(a). Then, provided that w is large enough in terms
of d,t, L, we have

(4.3) > TTowim) = 2T 8, - Vel(x),

neKNzdi=1
where the local factors B, = B,(Yy) are as defined in Definition .

Proof. We write
Z'nK = | (2'n(WKa+a)),
ac[w)d
where
Koa:={xecRY: Wx+acK}
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is again a convex body. Putting

0(p;(n))

t
J=1

we can write the left-hand side of (4.3)) as

(4.4) > F Z > F(Wn+a).

neZinNK ac[Wld neZINKaq

We note that if ¢;(a) + h; is not coprime to p for some i € [t], some j € [r] and some
prime p < w, then for each n € K, NZ? we have F(Wn + a) = 0: indeed, in that case, the
integer ¢;(Wn+a) + h; has a prime factor p < w, hence does not belong to the support of 6.
Thus, the residues a which bring a nonzero contribution to the right-hand side of are
all mapped by ¥ to tuples (b1, ..., b) for which b; + h; is coprime to W for all ¢ € [t], j € [r].

Recalling the definitions of A = Ay y, the integers ¢;(a), the forms ¢; and Oy, we can
then rewrite equation as

(45) > ro = (s ) S S o).

nezZinkK aCAneZinNK, i=1

By our assumption (4.2)), we have

(4.6) > Hewqa n)) > yW = Vol(K) = yVol(K,)

nezZiNK, i=1

for each a € A, so to obtain the conclusion (4.3 it suffices to prove that

(4.7) (@(WW)) |Ag 3| > ;Wdl;lﬁp.

Note that by the Chinese remainder theorem we have

(SO(WW))t Awgdd = W T B

p<w

Lemma [2.2| implies that 8, = 1+ Og4 1 (p~2) whenever |H (mod p)| = r (which is the case
whenever w > H), and (8, > 0 for any p since ¥y, is an admissible system. Therefore Hp Bp is
convergent and if w > H we have [, Bp = (1+Oayz,r(1/w)) [, Bp- Taking w large enough
in terms of d, ¢, L, this concludes the proof of Proposition [4.1} O

In fact Lemma implies that 8, = 1+ O(p~!) and B, = 1 + O(p™2) except when
D | HZ j(hi — hj;). Combining this with the fact that, for any integer ¢ having z prime factors,
we have
[Ta+ow ™)< JI a+0@(™") =0(oglogq/logw),
w<p w<p<w+z
plg
we infer Hp>w Bp < O(loglog H/logw) so the weaker hypothesis H < exp(w®M) could
suffice instead of w > H at the cost of replacing 1/2 by a worse constant.
Also we note that the system ¥’ introduced above differs from ¥ only in the constant
term, and so it is of finite complexity whenever W is.
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4.2. Pseudorandom majorants. In order to prove Theorem it remains to establish
the lower bound when 6 is either #; or 65, which we will do by invoking Theorem In
order to appeal to this theorem, we need to supply a pseudorandom majorant for the function
Owp where b is coprime to W. The only properties of 6 that we need for this construction
are that it is supported on the set

{neN: p|n+h; = p>nfforallje|r]}

and satisfies 0 < 0(n) < log"(n + 2) (and these are satisfied for 61, 8y with r = 2,m, respec-
tively). Let

(4.8) By ={beN:VYjer] (b+h;,W)=1}
The next proposition provides us with a pseudorandom majorant.

Proposition 4.2 (Pseudorandom majorants). Let M > 1 and s be integers. Let € > 0.

Assume that N and w are large enough in terms of (M,e) and satisfy w < loglog N. Let

b = (b1,...,bs) be in B, satisfy |b; —bj| < M for any (i,7) € [s]*. Suppose also that 0 is

as above. Then there is an (M, e)-pseudorandom measure vy, : Z/NZ — R>o and a constant
€ (0,1) depending on M only such that

Ow b, (n)+---+ mes (n) < vp(n)
for alln € [N¢,N] C Z/NZ.

The fact that the bound does not necessarily hold on the full interval [N] is not a serious
restriction, as we may impose € to be supported in [N¢ N| without changing the left-hand
side of and by more than O(N“1og®M) N) = o(N%). Zhou [33] and Pintz [25|
already constructed pseudorandom majorants for Chen and bounded gap primes respectively.
We provide here a similar construction. Let R = N7 for some small v > 0 to be chosen
appropriately. Relying on Green and Tao’s “smoothed” approach [12], we define

log ¢ 2
(4.9) Ayr(n) :=log R(%ﬂ:u(ﬁ)x <loggR> ) :

where x : R — [0,1] is a smooth, even function supported on [—2,2] satisfying x(0) = 1 =
f02 IX'|?. Finally let Ay #(n) == [Thep Axy(n + h). Note that this function is periodic (of
period [ [, pe ¢ for instance), so we extend it on Z as a periodic function. Once W-tricked,
this will be a pseudorandom measure. Ultimately, this is a consequence of the following
proposition.

Proposition 4.3 (Correlations of sieve weights). Let d,t > 1 be integers. Let D,n > 0. Let
U = (Y1,...,%) be a finite complezity system of affine-linear forms in d variables. Suppose
that v > 0 is sufficiently small in terms of d,t. Suppose that the linear coefficients, as well as
the integers hq,..., h., are bounded in magnitude by D. Assume that w is sufficiently large
in terms of d,t,D. Let K C [~N, N]?% satisfy Vol(K) > nN®. Suppose b, ...,b; are in By
(with By as in ([4.8)). Then

Z H Ay 1 (Wihi(n) + b;) = Vol(K) <

neKNZ4a i€[t]

(W)
where the error terms above may depend on d,t, D,n only.

Proof. The left-hand side equals
(4.10) S I Ar(Wwi(n) +bi + hy).

neKNZai€lt],j€[r]

)H (1 + 0umsoc(1) + O™/ 10g"/2° )
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We then apply [12) Theorem D.3] to the system £ = (W1); + b + hj)icjy,jelr], Whereby we
assume that v is small enough in terms of d, ¢.
Recalling that f02 IX'|?> = 1, [12, Theorem D.3] gives for (4.10)) an estimate

(4.11) Vol(K Hﬁp ) + O(N%eX /(log R)Y/?0),

where X = EpEP p~ Y2 and P is the set of exceptional primes of L, i.e. those primes p
such that modulo p some two of the forms of £ are proportional. In view of the hypotheses
of |12, Theorem D.3] (bounded homogeneous coefficients), one may fear that the implied
constant in the big oh term depends on the size of the homogeneous coefficients of L, so
ultimately on w, but in fact it does not at all as it quickly appears in the proof, since
only the behaviour of £ modulo each prime p plays a role in the proof. This is made clear
in |2, Proposition 2.13]; in fact already in [12| equation (D.24)] the bound was applied
to a system £ with unbounded coeflicients.

Note that the primes in P are either < w, or Og4(D). Assuming w is large enough
in terms of d,t, D, we can assume that they are all < w, and therefore X < /w/logw,
so the error term in becomes Ot p.,(Vol(K)eV? /logt/?’ N)). Moreover, we have
By = Bp(L) = (p/(p—1))" for p<wand B, =1+ Ogs p(p~2) as p tends to infinity thanks
to Lemma whence [], 8, = (W/p(W)) (1 + 0yy—00(1)). This concludes the proof. O

Now we are ready to prove Proposition [4.2]

Proof of Proposition[{.2. In this proof, for any n € Zy or any n € Z, we will denote by 7n
the unique element of [N] such that 7 = n (mod N).

For b € N we define v}, : Z/NZ — R>¢ to be the function n — (%)T Ay 1 (Wn 4+ b)

where v € (0,p/2). This definition naturally gives rise to a function denoted again by v
on Z. Further we set vp(n) :== 137 | 1, (n). Note that whenever N2//# < n < N satisfies
6(n) > 0, we have 6(n) < log"(n+2) < log" R = A, 4 3(n). Hence, whenever b = (b, ..., bs)
is in B, we have Oy, (n) <y Ay (Wn +b;) < vp(n) for each i € [s] and n € [N?/?, N].

Let us verify that 1, is a (M, €)-pseudorandom measure. Hence, let d < M and ¢ < M and
U : 74 — 7! be a finite complexity system of affine-linear forms whose linear coefficients are
bounded by M. We work in the regime where w and N tend to infinity while w < loglog N.
It suffices to verify that in this regime

(4.12) Eneznzyt || Ve ($i(m)) = 1+ oar(1)
i€[t]

for any fixed ¢ € {b1,...,bs}'. We cannot apply Proposition to prove equation at
this stage, since this equation effectively concerns a linear system over Z/NZ and not over Z.
In other words, there are wrap-around issues. To be able to apply Proposition we first
rewrite the left-hand side of as

(4.13) Enc@vzyt | [ Ve (i) = Enepvpe [ | v (ti(n)
iclt] i€[t]

Observe that the map n — ;(n) is not an affine-linear map, so that we still cannot invoke
Prop081t10n However, it is piecewise affine-linear. To exploit this property, we decompose
[N]¢ in boxes of the form

oo fpcit e ([ 2] et
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where u ranges over [Q]?, and Q is some function of N, to be determined later, that tends
slowly to infinity with V. Assuming that N/Q tends to infinity, we have

/-\/

(4.14) ne[N]d H Ve, (¥i( [Q]dEneBu H Ve, (¥i(m)) +o(1),
i€t] i€t]

where the o(1) accounts for the fact that all boxes are not exactly of the same size; they are
all of size (N/Q + O(1))? = (N/Q)%(1 + o(1)) though. Call u and the corresponding box By
nice if for every i € [t] the number [1;(n)/N] is constant as n ranges in By; that is, there
exists k = kju € Z such that ¢;(n) € (kN,(k + 1)N] for every n € B,. When u is nice,

Yi(n) = ¢i(n) — kj uN € [N] for every ¢ € [t| and n € By. Therefore,
Enen, H Ve; 1/’% = Enesn, H Ve, (Wi,u(m))
i€[t] i€(t]

where the affine-linear map ¥, : Z¢ — Z! is defined by setting Yiw:n = Yi(n) — ko N. It
is clear that this map, having the same homogeneous part as ¥, is still of finite complexity
and has bounded homogeneous coefficients.

Thus, we may now apply Proposition to conclude that

Enesy | ] Ve, (Win(n) = 1+ 0wsooins (1) + on—ociar (1).
i€[t]

It remains to handle the other boxes. Suppose that u is not nice. Thus, there exists i € [t]
and two vectors x,y in By such that k := [¢;(x)/N] < [¢i(y)/N]. However, we have
[i(x) —i(y)| < 2dM(N/Q+1) < N, if Q > 3dM. Therefore,
Yi(x)/N <k <9i(y)/N < ¢i(x)/N + Om(1/Q)
and
Vi(x)/N > 9i(y)/N — On(1/Q) > k — Opm(1/Q).
The last two displayed lines show that both v;(x) and ¢;(y) are kN + O(N/Q); thus ¢;(n) =
Om(N/Q) (mod N) for all n € By,. Further, there exists an integer k = k; y such that for all
n € By and i € [t] either ¢;(n) — kN € [N] or ¥;(n) — (k + 1)N € [N]; consequently,
Ve, (Yi(n)) = ve; (¥i(n) — ki aN) Ly, (m)—k; uNe[N] T Ve (¥i(0) = (ki + D)N) Ly, (m)— (ks u+1)NE[N]
< Ve, (¥i(n) = kiuN) + ve, (¥i(n) — (ki + 1)N).
Whence the bound
(4.15) Enep, [[ ve(¥i(n)) < Enep, [ (e, (i(n) = kiuaN) + ve,(1i(n) = (ks + 1)N)).
1€[t] i€t]
Expanding the product makes the right-hand side of inequality (4.15]) the sum of 2¢ averages,
each of which equals 1+ o(1) by Proposition So the left-hand side of inequality is
O(1). It remains to prove that non-nice boxes are rare. Suppose that u is not nice. As pointed
out above, if @ is large enough, there exists i € [t] such that 1;(n) = Op(N/Q) (mod N) for
all n € By. On the other hand,
Yi(n) = ¥i([Nu/QJ) + Om(N/Q)
=¢i(Nu/Q + O(1)) + Om(N/Q)
= Nvyi(u)/Q + ¥4(0) + On(N/Q).
Dividing by N/Q yields

(4.16) $i(w) + Q¥i(0)/N = O(1) (mod Q).
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Now 1/1Z # 0 and when @ is large enough 1/1Z # 0 (mod Q) as well, so the number of solutions
u € [Q]? to the estimate is O(Q41). Multiplying by ¢, the proportion of bad boxes
among all boxes is therefore O(Q~!) = o(1), the implied constant depending on M only. This
concludes the proof of the estimate . O

5. ALMOST TWIN PRIMES IN GENERALIZED BOHR SETS

Now we want to prove hypothesis (ii) in Theorem for the W-tricked functions #; and
f>. Thus we need to find almost twin primes in s-measurable sets. We start with bounded
gap primes. The next proposition establishes hypothesis (ii) in Theorem for a function
of the form 6y, from Section [4, upon letting b; = b + h;.

Proposition 5.1 (Bounded gap primes with nilsequences). Fiz positive integers m,d, A, and
some e > 0, K > 2. Also let w > 1 be sufficiently large in terms of m,d, A,e, K and let
W = [l,<wp- There exist p = p(m) > 0, and a positive integer k = k(m), such that the
following statement holds for sufficiently large x > xo(m,d, A, e, K, w).

Let £ € E4(A, K) be a nilsequence taking values in [0,1]. Let by,--- , by be distinct integers
satisfying (bi;, W) =1 and |b;| < logx for each i € [k]. Then

> ) >m (H@) (og )P Zg —ex |,

n<zx
{Wn+b1,...,.Wn+b }NP|>m

pIITi=, (Wntbi) = p>af
where By = By(L) is the local factor defined as in Deﬁm’tionfor the system of affine-linear
forms L ={Lx,..., Ly} with Li(n) = Wn + b;.

We remark that if p < w then 3, = (p/¢(p))*, and if p > w then, writing a, for the
number of distinct residue classes among by, . .., by (mod p),

o =) (-5)- () Teoe)

In particular, if w > |b; — bj| for all 7, j, we infer that ], 8, > (W/p(W))k.
We now turn to the corresponding statement for Chen primes.

Proposition 5.2 (Chen primes with nilsequences). Fix positive integers d, A and some e > 0,
K > 2. Also let w > 1 be sufficiently large in terms of d,A,e, K and W = Hpgwp. The
following statement holds for sufficiently large x > xo(d, A, e, K, w).

Let € € 24(A, K) be a nilsequence taking values in [0,1]. Then for some absolute constant
do >0 and any 1 < b < W with (b,W) = (b+2,W) =1 we have

2 501)2(9@(2[’/[/))2 logrc Zg ) —ex

n<x
Wn+beP
Wn+b+2€ P
p|Wn+b+2 = p>z!/10

We will prove Propositions [5.1] and [5.2] by reducing to the case when the underlying poly-
nomial sequence is equidistributed, Propositions and using a factorization theorem
for nilsequences.

Proposition 5.3 (Bounded gap primes weighted by equidistributed nilsequences). Fix pos-
itive integers m,d, A, and some ¢ > 0, A > 2. There exist p = p(m) > 0, a positive integer
k =k(m), and C = C(m,d,A) > 0, such that the following statement holds for sufficiently
large x > xo(m,d, A, e, A).
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Let K > 2 and n € (0,1/2) be parameters satisfying the conditions
n< K %(loga) ", K < (logz).

Let £ € Z4(A, K;n,z) be a nilsequence taking values in [0,1]. Let £L = {L1,...,Li} be an
admissible k-tuple of linear functions with L;i(n) = a;n + b; and 1 < a; < (logz)4, |b;] < .
Then

(5.2) > §(n) >m logaz Zg )—ex |,

n<x
{L1(n),....Lx(n)}NP|>m
pITTIZ; Li(n) = p>aF

where the singular series is given by &(L) := [, Bp(L), i.e

B W\ {n€Z/pZ: Li(n)- - Lg(n) =0 (modp)}|
(5.3) S(L) = 1;[ (1 p) (1 g ) > 0.

Proposition 5.4 (Chen primes weighted by equidistributed nilsequences). Fiz positive in-
tegers d, A and some € > 0, A > 2. There ezists C = C(d,A) > 0, such that the following
statement holds for sufficiently large x > xo(d, A, e, A).

Let K > 2 and n € (0,1/2) be parameters satisfying the conditions

n< K “logz) ", K < (logx)”.
Let £ € Z4(A,K;n,x) be a nilsequence taking values in [0,1]. Let £L = {Li,La} be an

admissible set of two linear functions with Li(n) = an + b and La(n) = an + b+ 2, where
1 <a<logz, |b| <x. Then for some absolute constant 9 > 0 we have

; §n) = loga: Zf —er |,
Li(n)eP
LQ(?’L)GPQ

plLa(n) => p>z1/10

where the singular series is given by (5.3)).

The purpose of this section is to deduce Propositions [5.1] and [5.2] from the equidistributed
case, Propositions and [5.4. We will collect some sieve lemmas in Section [6] and some

analytic inputs of Bombieri-Vinogradov type in Section [7] before proving Propositions [5.3]
and [5.4] in Section [l

5.1. Dealing with the periodic case. In the deduction process, we need to deal with a
local (modulo ) version of Propositions and where the requirement that all of the
Wn + b;’s are almost primes is replaced by the local conditions that (Wn + b;, q) = 1.

Lemma 5.5. Fiz positive integers k,d, A, and some ¢ > 0, K > 2. Also let w > 1 be
sufficiently large in terms of k,d,A,e, K and W =[] .., p. Then the following statement
holds for sufficiently large x > xo(k,d, A, e, K, w).

Let € € Z4(A, K). Let {by,...,by} satisfy (bi; W) =1 for every i € [k]. Let ¢ < 2% be a
positive integer with (¢, W) = 1. Then

(L) T -S| <e

n<lx nlx
(ITi (Wnetbi),0)=1

where B = Hp‘q Bp, and B, is defined as in Proposition .

p<w
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Proof. Let X be the set of n < x such that (Wn + b;,q) = 1 for each 1 < i < k. Consider
the function

fin) = 61 <@(qq)>k Lx(n) — 1.

Let us prove first that
||f||Ud+1[m] = Ox—>oo;k,d(1) + Ow—>oo;k,d(1)'

Expanding out || f||ya+1p, and letting g : 74+2 5 703 16 the Gowers norm system
(z,h) = (z + w - h),eq0,13a+1, We are left with the task of proving that

(5.4) > I @) = ormscal@™™) + 0umsoiala®),

neDNZ4+2 we{0,1}d+1
where D = {y € R¥™2: g,(y) € [1,7], Vw € {0,1}4+1}. Expanding further, the left-hand
side of (5.4)) equals

k
(5.5) PR D DN | ( )1X<gw<n>>= > (-1 s,

Qc{o,1}d+1 neDNZA+2 weQ Qc{0,1}d+1

where, after a change of variables, we have

k
(5.6) YIS ( )1X<gw<qn+a>>.

a€(q)dt+2 nezdt? wen
gn+acD

Now the summand of the inner sum actually does not depend on n since 1x(go,(¢gn + a)) =
Ix(g9w(a)). Let Do = {n € R¥2 : gn + a € D}, which is a convex body of volume
¢~ “2AVol(D). Since D, C [1,2/q]%"? and Vol(D) >4 z%t2, the number of integral points
n € D, NZ4H2 is

Vol(Da) + 04 ((2/9)*') = ¢~ HVol(D) (1 + Oula/x)) .
It follows that

k
Sa = (1 + 04(g/x)) Vol(D) - B71UE ¢ ae T <q> 1x (go(a)).
oin \¥(9)
By multiplicativity and the definition of the singular series (Definition , the average over
a above can be written as

I1 ( ac@/pzyt || H Low g, (a)+bi,p)= ) 11560,

plg weN i= 1? plg

where Gq is the system of affine-linear forms Gq consisting of a — W, (a)+b; for w € Q and
1 <14 < k. If there are a), distinct residue classes among by, - - - , by (mod p), then Go consists
of a,|Q| distinct affine-linear forms modulo p, no two of which are linearly dependent (over
[F,). Hence, Lemma [2.2| implies that

D (k—ap)[Q )
Bp(Ga) = <> 1+ Ora(p™?)).

p( ) 90(p> ( k d(p ))
Since p | ¢ = p > w, we have [ | (1 + Oga(p~2)) = 1+ O q(w™!). Putting things together,

we have

p\q(

(k—ap)|Q|
So = (1+ Oala/a) + Opa(w™)) Vol(D Q'H( )
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From (5.1)) we deduce that
Sa = (1 + Oka(qz™" +w™")) Vol(D)

for each Q  {0,1}9*!, and this establishes (5.4).
By [12, Proposition 11.2] (see also footnote [3]), the nilsequence £ can be decomposed as

=&+ &,

where [|§1(|ga+1ps = Od,a k(1) and [[&2] 00 < €/4. Hence,

| > s )| < 2l fllgan - Illpen - < 5o,

n<x

provided that w and x are large enough in terms of k,d, A, K, e, and

|3 e < el 3 170 < 5o

n<x n<x

Combining the two inequalities above gives

| > )| < e,

n<x

as desired. O

5.2. Reducing to the equidistributed case. We now complete the proof of Propositions
and assuming Propositions and Let f : N — C be any function satisfying
|f(n)] < 1 for any n € N; we will specialize later to the case where f is the indicator
functions of the sets over which the summations in these propositions run. Let £ : N — [0, 1]
be a nilsequence in Z4(A, K). We want to estimate ) . f(n)&(n). By Definition there
exists a nilmanifold G/I" of dimension at most A, equipped with a filtration G4 of degree < d
and a K-rational Mal’cev basis X', a polynomial sequence g : Z — G adapted to G, and a
Lipschitz function I : G/T" — C satisfying || F'||pipx) < 1, such that §(n) = F(g(n)T).

Let
pi= o S e,

n<x

We may assume that p > ¢, as otherwise there is nothing to prove.

Let B = B(m,d,A) > 0 be sufficiently large. To reduce Propositions and to
the case when ¢ is equidistributed, we apply the factorization theorem [14, Theorem 1.19]
to obtain some parameter M € [logz, (log x)oBvd»A(l)] and a decomposition g = €g’y into
polynomial sequences ¢, ¢’,v : Z — G with the following properties:

(1) €is (M, x)-smooth, i.e. d(e(n),idg) < M and d(e(n),e(n —1)) < M/x for all n € [z],
with d = dy the metric used on G.

(2) ¢ takes values in a rational subgroup G’ C G, equipped with a Mal’cev basis X’ in
which each element is an M-rational combination of the elements of X', and moreover
{g'(n)}n<z is totally M~B equidistributed in G'/T' N G".

(3) 7 is M-rational (so that «(n)I is an M-rational point for every n € Z), and moreover
{7(n)T'} ez is periodic with period some g < M.

In the case of Proposition we may make the following additional assumption on g by
enlarging ¢ and M if necessary: If b; = b; (modp) for some i # j and some prime p, then p
divides ¢. By (5.1]), this implies that if p { W, then 8, = 1 + Ok (p~2).
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Let Q be a collection of arithmetic progressions of step ¢ and length =< (x/qM)(log x) =1
such that [r] = Upco P. For each P € Q, let vp be the (constant) value of v on P and
consider

(5.7) > fm)Em) =Y fn )g'(n)ypT).

nepP neP

We shall first dispose of the smooth part €(n). Pick an arbitrary np € P, and let ep = e¢(np).
If n € P, then |n —np| < (x/M)(logx) 1%, Since the Lipschitz norm of F is bounded by 1
we have

|[F(e(n)g'(n)ypl) — F(epg' (n)ypD)| < dx(e(n)g'(n)yp, e(np)g'(n)vp)
= dx(e(n),e(np))

M
< ?]n —np| < (logz)~'%

where we used the right-invariance of the metric d. Hence (5.7 equals

> f()F(epg' (n)ypT) + O(|P|(log ) ~'%).
nepP

Let Hp be the conjugate Hp = ’y;lG”yp, let T'p=HpNT,let Fp: Hp — [0,1] be the I'p-
automorphic function defined by Fp(x) = F(epypx), and let gp : Z — Hp be the polynomial
sequence defined by gp(n) = ’y;lg’(n)’yp. Thus

F(epg' (n)ypT) = Fp(gp(n)Tp).

Some routine arguments (see the Claim at the end of Section 2 in |13]) produce the following
properties:

(1) The sub-nilmanifold Hp/I'p is equipped with a Mal’cev basis Xp in which each ele-
ment is an M94.4(1_rational combination of the elements of X'

(2) {gp(n)}n<s is totally M—“B-equidistributed for some constant ¢ = c(d,A) > 0. By
choosing B large enough we may ensure that ¢cB > C, the constant from Proposi-
tion [5.3] or Proposition [5.4}

(3) [1FpLip < MO,

Let y = |P| > (z/qM)(log z)~1% > 2/2 and write P = {gn+t : n < y} for some t € Z. Let
gp : Z — Hp be the polynomial sequence defined by ¢g5»(n) = gp(gn+1t), so that {gp(n)}n<y
is still totally M ~¢B-equidistributed (after possibly reducing the constant ¢). Then

(5.8) > f(m)F(epg (n)ypl) =Y flqn +t)Fp(gp(n)Tp).

neP n<y

Case of Proposition Now we specialize to the function f relevant for Proposition
Write Lij(n) = Wn+b;, and let L' = L, = {L,--- , L)}, where L/ is the linear function
defined by L.(n) = Li(qgn +t). Let f be the indicator function of the set of integers n such
that #({L1(n),...,Lg(n)} NP) >m and p | Li(n)--- Ly(n) = p > 2. Thus

> flan+t)Fp(gp(n)Tp) = > Fp(gp(n)Lp).
n<y n<y

#{ L) (n),...,L} (n)}NP) >m
p|Lf(n)--L; (n) = p>z*
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If £’ remains admissible, then by Proposition the right-hand side above is

logm <ZF (epg' (n)ypl') —e/4 - ]P|>

> 6<£'L (Z Fle(n)g (n)7pT) — ¢/2- |P|> ,

(osa)* \ 2

ZFP n)p)—e/d-y

where the last inequality follows once again from the smoothness of €. By the definition of
S(L'), we see that £ is admissible if any only if (Wt + b;,q) = 1 for each 1 <4 < k, and in
this case we have

eI (-) IED 6D ()

plgW plgW
Putting everything together, under the assumption that £’ is admissible, we have proven that
k
i4 1
)3 () >>m( ) N GORE
= p(gW)) (logz)*

{Wn-+b1,...,Wn+bg }NP|>m
PITTEZ (Wntb;) = p>ar

Summing this estimate over all P € Q, we get

Z £(n) > a1 Z (E(n) - %)
n<w " m o(@W)) (logz)k o n)—3
{Wntby,...,.Wntby, }NP|>m (15, (Wn+b;),q)=1
pITTE, (Wntb;) = p>ar =
q k
4 (¢.W)
pr— b 5 n _ g
< (W)(log ) w((q’%v))> ,; (&(n) = 3)

( §:1(Wn+bi)aﬁ):1

Finally, applying Lemma to the summation on the right-hand side, with ¢ replaced by
q/(g,W)) and ¢ replaced by £ — £/2, we get that the right-hand side above is at least

W k
<g0(VV)(loga:)> H Pr Z §n) —ex | = H B 10g1: Zﬁ e

plg/(g,W)=1 n<w plgW

The conclusion of Propositionfollows, since 3, = 1+O0(p~2) for p { ¢gW by our assumption
on q.

Case of Proposition Finally, we address Proposition Thus we return to
equation and now specialize to the case where f is the indicator function of the set
of integers n such that Li(n) € P and La(n) € Py and p | La(n) = p > /19 where
Li(n) =Wn+band Ly(n) = Wn+b+2. Let L' = L}, = {L}, Ly} where for i € {1,2}, the
linear function L} is defined by L}(n) = L;(gn + t). Then we have

Z flan+t)Fp(gp(n)Tp) = Z Fp(gp(n)Tp).
ny n<y

L) (n)eP

L’2(TL)€P2

p|Lh(n) = p>z!/10

If £’ remains admissible (which happens precisely when (Wt +0b,q) = (Wt +b+2,q) = 1),
then Proposition and the same argument as above prove that the right-hand side above
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is at least

5o (WY Z /2).
0 o(gW) 10gac2 —

This time the summation over all P € Q yields, after applying Lemma

w
Z £(n) = do H Bp (apW)) (log 2)? Z{ —ex

n<z rla/ (g, W) n<x
L1 (’rL)E]P>

Lo (n)EPQ
plL2(n) = p>a!/10

The conclusion of Proposition follows, since 8, = 1 + Ok(p~2) for p > w by (5.1).

6. THREE SIEVE LEMMAS

In the proof of Theorems [1.1] and we will need weighted versions of Maynard’s sieve
for bounded gap primes, Chen’s sieve for almost twin primes, and Iwaniec’s sieve for primes
of the form x? + y? + 1.

Proposition 6.1 (Maynard’s sieve). For any 6 € (0,1), k € N, there exist constants C' =
C(0), p=p(0,k) such that the following holds.

Let (wn)n<z be any nonnegative sequence, and let L = (Li,...,Ly) be an admissible k-
tuple of linear fuctions with L;(n) = a;n+ b; and 1 < a;,b; < x. Suppose that (wy,) obeys the
following hypotheses.

(i) (Prime number theorem) For each 1 <1i <k and some § > 0, we have

p(ai) g

v n<x
Li(n)ElP’

(ii) (Well-distribution in arithmetic progressions) For some Cy > 0 we have

DRETEED JI o~

101k2 "
n<x n<x (1Og .73)
n=c (modr)

(iii) (Bombieri-Vinogradov) For each 1 < i < k we have

< Cy

max
¢ (modr)

r<zf

Zn<x Wn

p(ai)
max ’ Wy, — nl < Cp—m—r—
= (Li(on)=1 ; p(air) ,; " (log ) 1017
a n=c (mod ) Li(n)eP
Li(n)E]P’

(iv) (Brun-Titchmarsh) We have

max Z wy < % an,

¢ (modr) i i
n=c (modr) B
uniformly for r < z.
Then, for x > x¢(0, k,Cy), we have

Z Wn>>k96 Z

n<x n<x
{L1(n),..,Li(n)}NP|>C~ 15 log k
pITIE, Li(n) = p>a*

where the singular series &(L) is given by (5.3)).
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Proof. This is [23, Theorem 6.2] (with oo = 1 there), which adds weights to the corresponding
statement in [24]. O

In the next sieve lemma for Chen primes, we need the notion of well-factorable weights.

Definition 6.2. We say that a sequence A : [N] — R is well-factorable of level D > 1, if for
any R, S > 1 satisfying D = RS, we can write A = A\ * A2 for some sequences |A;], [A2| < 1
supported on [1, R] and [1, S], respectively, with % denoting Dirichlet convolution.

Proposition 6.3 (Chen’s sieve). Let e > 0 be a small enough absolute constant. Let (wn)n<z
be any nonnegative sequence, let L = {Ly, Lo} with Li(n) = an+b;, 1 <a; <logz, |b;| < z.
Suppose that (wy,) satisfies the following hypotheses:

(i) (Bombieri-Vinogradov with well-factorable weights) We have

a W, > n<e Wn
| 2> o 2 “”‘sowllr)élogmm))‘«w

,’,,S$1/27s n<x
(r,a2(a1ba—a2b1))=1 L2(n)=0 (mod )
Li(n)eP

for any well-factorable sequence A of level /7%, and also for \ = Lyep,pr) * N

with X' any well-factorable sequence of level x'/?>~¢/P with P' € [P,2P] and P €
[£1/10, 1/3=].

(ii) (Bombieri—Vinogradov for almost primes with well-factorable weights) For j € {1,2}

we have
(,0(&2) Zn<an
)\(T) wn_ Wn << N Y
3 0l X e fl X oe)le
(r,a1(a1ba—asby ))=1 L1(n)=0 (modr) La(n)eB;

Ly(n)eB;
where X(r) is as above and
By = {pipops : /10 < py <237, 213 <py < (2a/p1)'?, py > 210},
By = {pipaps : «'/*7F < p1 <pa < (22/p1)"/?, ps >z},
(iii) (Upper bound on almost primes): For j € {1,2} we have

B N1, La(x)]]
Z wp < (1+¢)- 2 Haz) an.

n<x n<x
Lo (TL)GB]'

Then, for x > xg, we have

Z wp, > 0o (6(£§2 an — O(azo'9 mgan),
n<x

n<x IOg r
Li(n)eP
La(n)eP;
plLa(n)=>p>x'/10

for some absolute constant §g > 0, where the singular series S(L) is given by (5.3)).

Proof. This is [23, Theorem 6.4] (which adds weights to Chen’s sieve), with the slight mod-
ification that |b;| may be as large as = (as opposed to z°(1)). However, this restriction on
|b;| was not used in the proof. Also, in [23, Theorem 6.4] A\(r) was replaced with u(r)2\(r),
but since in the proof the sequence A\(r) is always a sieve coefficient supported on squarefree
numbers, this makes no difference. ]

For stating the weighted sieve for primes of the form 22+ y? + 1, we need a notion slightly
different from admissibility, which we call amenability, following [32, Definition 3.1].
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Definition 6.4. We say that a linear function L(n) = Kn + b with K > 1 and b € Z is
amenable if
(i) 6° | K
(ii)) (b,K) = (b—1,s(K)) =1, where s(n) := Hp|n,p5—1 (mod 4) p3 P
(iii) b— 1 = 273%(4h + 1) for some h € Z with 3{4h + 1, and j,¢t > 0 with 277232+ | K.

Here condition (ii) guarantees that there are no local obstructions to L(n) being a prime
of the form 2% + y? 4+ 1. Conditions (i) and (iii) are introduced for technical reasons to do
with sieves in [32], but they are not very restrictive.

Proposition 6.5 (Weighted sieve for primes of the form x? + y? + 1). There exists some
small € > 0 such that the following holds. Let (wn)n<z be any nonnegative sequence, and
let L(n) = Kn + b be amenable with 1 < K < logx. Suppose that (wy) obeys the following
hypotheses:

(i) For any sequence (g(£))e supported on [1,2°9) and of the form g = a * B with «
supported on [z 3+e) 21=1/G+)] and |a(n)], |B(n)| < 1, we have

6.1)
1 K w Z <z Wn
/\j-,LIN g(ﬁ) Wy — n ‘<< n<z ’
|2 0l e g R )| < e
(r,K)=1 (4,K)=5 p<z

(¢r)=1 L(n)=tp+1
L(n)=0 (modr)
where § := (b—1,K) and MOMN e the upper bound linear sieve coefficients of level
21272 and sifting parameter 5.

(ii) We have

- Wn, Don<aWn
62 | 3 (X %wbwfi%mgmﬂkw’

r<g3/7—¢ n<x
(r,K)=1 L(n)€eP
L(n)=1(modr)

EM 3/7—¢

_S . . .
where A\’ are the lower bound semilinear sieve coefficients of level x and

sifting parameter xt/(3+)
Then for some absolute constant dg > 0 we have

S(L) 1/2
L(n)eP a

p|L(n)—1 = p#—1(mod 4)

where the singular series &(L) is given by

swm [ (1o [reEpE e Z0orimodnlly ( 2y

p=—1(mod 4) p p
(6.4) p#3 )
{n € Z/pZ : L(n) =0 (modp)}| 1\~
I p )(1-3)

pZ—1(mod 4)

Proof. This follows from [32, Theorem 6.5], taking p1 = 1/2 —¢, po = 3/7 — ¢ and 0 =
3+ ¢ there and using the fact that hypothesis H(p1, p2,0) there holds with these parameters
(the n summation in [32, Theorem 6.5] is over a dyadic interval, but this clearly makes no
difference). O



26 PIERRE-YVES BIENVENU, XUANCHENG SHAO, AND JONI TERAVAINEN

7. BOMBIERI-VINOGRADOV AND TYPE I/II ESTIMATES FOR NILSEQUENCES

In this section, we collect Bombieri—Vinogradov type estimates for nilsequences from |29

that we shall need. Theorems and below are slight generalizations of |29, Theorem
4.3] and [29, Theorem 4.4], respectively.

Theorem 7.1. Let an integer s > 1, a large real number A > 2, and a small real number
e € (0,1/3) be giwen. Let L(n) = an + b for some 1 < a < /% and |b| < z with (a,b) = 1.
There exists a constant k = k(s, A, ) > 0, such that for any x > 2, n > 0 and any nilsequence
¢ € Z%A, 7" n, x) we have

> m [ A@m)Em)| < rar(os)®

a<pra—e HD=1 <

- n=c (mod d)
Theorem 7.2. Let integers s > 1, ¢ # 0, a large real number A > 2, and a small real number
e € (0,1/2) be given. Let L(n) = an + b for some 1 < a < 25/? and |b| < z with (a,b) = 1.
There exists a constant k = k(s, A, &) > 0, such that for any well-factorable sequence (\g) of
12=¢ with z > 2 and any nilsequence & € ZY(A,n7F;n, z) with n > 0, we have

Z Ad Z A(L(n))ﬁ(n)’ < " az(logx)*.

d<gl/2—e n<x

(d,c)=1 L(n)=c(mod d)

level x

Proofs of Theorem [7.1] and[7.3. We deduce Theorem [7.1] from (29, Theorem 4.3]; the deduc-
tion of Theorem from [29, Theorem 4.4] is completely similar.

Write £(n) = F(g(n)T'). One can find a polynomial sequence ¢’ such that ¢'(L(n)) = g(n),
for example, by examining the Taylor coefficients of g in coordinates (see |14, Lemma 6.7]).

We claim that {¢'(n)}n<qs is totally n°equidistributed for some small constant ¢ =
c(s,A) > 0. Suppose that this is not the case. Then by the quantitative Kronecker the-
orem for nilsequences (see [14, Theorem 2.9]), there is a nontrivial horizontal character y
with [|x|| < n~%2() such that

HX © g/HC‘X’(ax) < niOS’A(C)‘

Since ¢’ is a polynomial sequence, we can write
xog'(n)=ap+amn+---+asn’.
Then there is a positive integer ¢ <5 1 such that the coeflicients satisfy
lgeil] <5 (az) =iy~ Csa)

for each 1 <7 < s. Now

S

xog(n)=xog'(an+b) = Zai(arm- b)e.
i=0

If we write f; for the coefficient of n/ in 7 0 g, then one can establish that
lgB;| <5 x7in=Osa()

for each 1 < j < s. Hence

qu o g”c’oo(x) < n_os,A(C)'

It now follows (from [29, Lemma 3.6]) that {g(n)}n<, is not totally n~9=2(¢)_equidistributed,
which is a contradiction if ¢ is chosen small enough.
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Let ¢'(n) = F(g'(n)T). Then ¢ € Z9(A,n~%;n¢ ax). After a change of variables, we can

write
S oACmEm = Y AmwEm),
n<z L(0)<n<L(z)
n=c (mod d) n=L(c) (mod ad)

It follows that

> |3 A@eem[< 3w |3 AmEw)
d<gl/3—¢ (Lie)d)= n<w d'<azl/3-¢ ()= L(0)<n<L(x)

n=c (mod d) n=c’ (modd’)
By [29, Theorem 4.3], the right-hand side above is < n*ax(logz)? for some constant x =
k(s,A,e) > 0. The conclusion follows. O

We will also need a few type I and type II estimates appearing in [29].

Lemma 7.3 (Type I Bombieri-Vinogradov estimate). Let © > 2 and ¢ > 0. Let 1 < M <
22 and 1< D <242 ¢ Lets>1, A>2 and 0 < < 1/2. Let L(n) = an + b for some
1<a<2? and |b| <z with (a,b) = 1. Let £ € Z9(A, 671,69, ) for some sufficiently large
constant C = C(s,A,e). Then

2 ¢ (mod d) 2. ‘ > §(L_1(mn))‘<<5:v-

D<d<2D M<m<2M  mn<L()
(m,ad)=1  mn=c (mod d)
mn=b (mod a)
Proof. The case L(n) = n is [29, Proposition 5.5]. We shall quickly reduce the general case
to this case.
From the arguments in the proof of Theorems and there exists a nilsequence
¢ € BY(A, 6716, ax) for some large constant C" = C’(s, A, ), such that & (n) = £(L™1(n))
if n = b(moda). Then use the identity

1 R

Linn=b (moda) — M X(ﬂ% ) X(m)X(n)X(b)

to reduce matters to

om0 | )] <o

D<d<2D M<m<2M  mn<L(z)
(m,ad)=1  mn=c(mod d)
for characters x (mod a). Splitting mn into residue classes (moda), it suffices to show for
all u coprime to a that

Somax > | Y )| <
¢ (mod d)
D<d<2D M<m<2M  mn<L(z)

(m,ad)=1  mn=c(mod d)

mn=u (mod a)
Now, applying the Chinese remainder theorem to combine the congruences on mn, and
making the change of variables d’ = [d,a] < 2aD, the conclusion then follows from the case
L(n) = n that was already established. O

Lemma 7.4 (Well-factorable type II Bombieri—Vinogradov estimate). Let € > 0 be a small
constant. Let x > 2 and M € [x1/4,x3/4] be large and let ¢ # 0,k be fized integers. Suppose
that either
(i) X is well-factorable of level z'/>~¢, or
(ii) A = lperppry * ', where X' is well-factorable of level x'/?7¢/P and 2P > P' > P €
[£1/10, 1/3-¢],
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Let s > 1, A >2,0<6 < 1/2. Let L(n) = an+b for some 1 < a < 25/? and |b| <
with (a,b) = 1. Let £ € ZY(A, 571,89, x) for some sufficiently large constant C = C(s, A, ¢).
Then

YoM Y am)Bm)E(L (mn))| < dax(logz) Y,
d<x1/278 L(:E)SmnSL(Qx)
(d,ac)=1 M<m<2M
mn=c (mod d)
mn=b (mod a)

uniformly for sequences {a(n)} and {B(n)} satisfying |a(n)l,|B(n)| < dk(n).
This is a consequence of the following somewhat more general statement.

Lemma 7.5. Let € > 0 be a small constant. Let x > 2 and M € [zV/*,2%/4] be large and let
¢ # 0,k be fized integers. Let Ri,Rs > 1 be such that Ry < xle/M, Ri{Ry < 227 and
RiR} < Mx¢. Lets>1, A>2,0<6§<1/2. Let L(n) = an+ b for some 1 < a < xc/2
and |b| < x with (a,b) = 1. Let £ € ZY(A,67Y6% x) for some sufficiently large constant
C=C(s,A,e). Then

ol X am)BmEr )| < dar(ogz)-,
R1<r1<2R; L(z)<mn<L(2z)
Ro<re<2R» M<m<2M
(r1ir2,a¢)=1 mn=c(modrirs)
mn=b (mod a)

uniformly for sequences {a(n)} and {B(n)} satisfying |a(n)l,|B(n)| < dk(n).

To see that Lemma[7.4] follows from Lemmal7.5] it suffices to show that the well-factorable
sequence A can be decomposed into convolutions of the form %6, where the sequences v and 6
are 1-bounded sequences supported on [1,2R;] and [1,2Rs], respectively, with Ry = z'=¢ /M
and Ry = Mz~'/2. This is evidently true in case (i) of Lemma since \ is well-factorable.
In case (ii), since P < Ry, we can write A = A\; * A2 for some sequences A1, Ay supported on
[1, R1/P] and [1, Ry, respectively. Then we can take v = 1,¢(p pr) * A1 and 0 = Xs.

Proof of Lemma[7.5 By switching the roles of m and n if necessary, we may assume that
M € [z'/2, 23/4] The case L(n) = n follows from [29, Proposition 6.6]. The reduction of the
general case to this case is very similar to the corresponding reduction in the proof of Lemma

O
In the special case when A\g = 14=1, Lemma [7.4] implies that
(7.1) ‘ Z a(m)ﬁ(n)ﬁ(L—l(mn))‘ < dax(log I)Ok(1)'
mn<L(x)

M<m<2M

mn=b (mod a)
In the case L(n) = n, this is also the type II information required in Green and Tao’s
proof |13 Section 3] that the Mdbius function is orthogonal to nilsequences.

8. DEALING WITH THE EQUIDISTRIBUTED CASE

The goal of this section is to prove Propositions and We shall apply the sieve
lemmas in Section [6] to reduce matters to certain Bombieri-Vinogradov type equidistribution
results about primes weighted by nilsequences in arithmetic progressions, which follow from
results in Section [7l



A TRANSFERENCE PRINCIPLE FOR LINEAR EQUATIONS 29

8.1. Proof of Proposition We may assume that € > 0 is fixed, since z is large enough
in terms of €. In what follows, let B be a large enough constant depending on m, d, A. We may
assume that C' is large enough in terms of B. Recall Definition [2.10] and the notation from
that definition, thus {(n) = F'(¢g(n)I'), where G/I" is a nilmanifold equipped with a filtration
of degree at most d, etc. Let = [ jr 7, so that the 7-equidistribution of {9(n) }n<z implies

(8.1) ‘ EE ‘ < x/(logz)E.
n<z
We may assume that p > £/2, since otherwise is trivial.

We will apply Maynard’s sieve method in the form of Proposition We need to verify
hypotheses (i)—(iv) there for the sequence w,, = {(n) (with 6 = 1/2 and § = 1/10, say), and
then the claim follows.

Hypothesis (i) (with § =1 / 2 in its statement) asserts that

Z £ logx Zﬁ

n<x
L;i(n)eP

Note that ¢ := & — p is an equidistributed nilsequence lying in Eg(A, K;n,z). By partial
summation, we have

/
(8.2) ‘ ; ¢'(n) <<231y15x10gL ‘ZA )|+ o172,

Li(n)GIP’
we may apply (the d = 1 case of) Theorem to bound the right-hand side of by
< nfx(logx)A*10 for some constant x = k(d, A) > 0, which can be made < z(logz)~? by
our assumption on 7. Hypothesis (i) now follows from the prime number theorem and .
We turn to hypothesis (ii), which (taking § = 1/10 there) states that

(8.3) Z c(rrrnlgécr) Z - = Zé ‘ < z/(logz)B.

r<g1/10 n<lz n<x
n=c (modr)

We may clearly replace &(n) by &'(n) = &(n) — p here; the new nilsequence & lies in
E9(A, K;n,z). Recalling (8.1)), our task is to show that

> max | Y §(n)| < x/(log)".

r<gl/10 n<z
n=c (modr)

But this follows from Lemma [7.3| with M =1 and L(n) =
Next we consider hypothesis (iii), which (with § = 1/10) states that

s0 X me | Y -0 S e < ofoga)®.

r<gl/10 n<x (’O(air) n<lz
- n=c(modr) L;(n)eP
L; (n)e]P

Applying the Bombieri-Vinogradov theorem, we may replace £(n) by &'(n) = £(n) — u on the
left-hand side of (8.4). By the argument we used to verify hypothesis (i), we have

(8.5) ‘ Z f'(n)‘<< z/(log )BT,
L:ET?)IEIF’
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Hence, by partial summation, (8.4) reduces to

8.6 max ‘ A(L ’n‘<<:v log z:)?
(8.6) Z(L Z (Li(n))€ (n) /(log z)

r<gl/10 i(e)r)=1
- n= c(mod T)
for y € [x(logx) 198 z]. This last claim follows from Theorem
Finally, hypothesis (iv) states that

1
max &n) <« - &(n
¢ (modr) r;: ( ) T % ( )
n=c (modr) -
However, this is trivial, since the left-hand side is O(z/r) and the right-hand side is > ex/r
by the consideration at the beginning of the proof and the fact that ¢ > 0 is fixed.
This concludes the proof of Proposition

8.2. Proof of Proposition We now turn to Chen primes. Let p = fG/F F. Similarly
as in the proof of Proposition we may assume that p > /2, and we have .

We apply a weighted version of Chen’s sieve from Proposition We see from it that
the claim follows once we verify hypotheses (i)—(iii) there.

Hypothesis (i) states that

(8.7) ( S )\(r)( S arzlong >‘<<x/(logm)10

r<gl/2—¢ n<lz
(r,2a)=1 L2(n)=0 (modr)
Ll(n)E]P’

for some small enough constant &’ > 0, with \(r) either well-factorable of level !/ =" or a

convolution of the shape 1,cppry * A, with " a well-factorable function of level g2/ p
and 2P > P' > P € [zV/10 z1/ 3*5/]. Note first that by the Bombieri-Vinogradov theorem we
may replace & with & = £ — i on the left-hand side of (8.7) up to negligible error. Note also
that

)Zlong ‘ < x/(log )P

by (8.1) and partial summation. Applying partial summation to replace 1p(Li(n)) with the
von Mangoldt function, we are left with showing

’ Z Ar) Z A(Ll(n))ﬁl(n)’ < z/(log z)'%°
r<zl/2=¢ nly
(r,2a)=1 L2(n)=0 (modr)

for all y € [x/(logz)!® 2]. Since Lo(n) = Li(n) + 2, the condition Ly(n) = 0(modr) is

equivalent to L1(n) = —2 (modr). So this follows from Theorem
The statement of hypothesis (ii) is that, for j € {1,2}, we have

88 | X A X €= > )| < w/loga)®

r<x1/2*5, n<wx ~
(2a)=1 L1(n)=0(modr) La(n)eB;
LQ(N)EBJ'

where A(r) is as in hypothesis (i) and
By = {pipaps : &/10 <py <23 23 < py < (22/p1)V?, ps > 2110},
By = {pipaps : @'/ <p1 <p2 < (22/p))'/?, ps > 210,
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First note that 1,ep; splits into a sum of (log 2)'0 type II convolutions a * 3(n), where
la(n)],|B(n)] < 1 and « is supported on an interval [M,2M] C [z'/3¢" 2!/2]. Now, we
decompose £(n) = &(n) + p and note that the contribution of the p term to is <
z/(logz)? by a type II Bombieri-Vinogradov estimate [19, Theorem 17.4] and the previous
observation about 1,¢p; being a sum of type II convolutions. Now we shall prove that

(8.9) Y )| < a/loga)”
n<z
LQ(H)GB]'
Again by the fact that 17, ,)e B; 1s of type II, it suffices to prove after a change of variables
that

3 a(m)ﬁ(n)g(Lgl(mn))) < /(log z)2P
mn<Lay(x)
mn=L2(0) (mod a)
for any |a(n)|,|8(n)| < 1, where «(n) is supported on an interval [M,2M] C [2'/37¢" £1/2],
But this estimate follows from ([7.1)) as a special case of Lemma Now we have reduced

to proving
(8.10) Y Y €m)| < a/(oga)

T(ST,?QZ)Z;; L (n)gogérmod r)
La(n)eB;
The condition Li(n) = 0(modr) above is equivalent to La(n) = 2 (modr). Once again
recalling the type II nature of 17,(,)ep, and using the well-factorable type II estimate of
Lemma we obtain (8.10)).
We are left with hypothesis (iii), which states that

(8.11) Yoo o)<+ )|B m(p[g)Lz |Z§

n<x n<x

Lo (n)GBj
for j € {1,2} and for ¢’ > 0 a small enough constant. This claim follows simply by decom-
posing &(n) = &'(n) + p and using (8.1)), , and the prime number theorem in arithmetic
progressions.
All the hypotheses have now been verified, so the proposition follows.

9. PROOF OF THE MAIN THEOREM

We now present the proof of our main theorem by combining the work in the previous
sections.

Proof of Theorem [I.1. We seek to apply Proposition to the functions 8 = 6; (in which
case H = Hi = {0,2},r = 2) and 6 = 05 (in which case H = Hs is the tuple fixed when we
defined 0 and r = m). To apply this theorem, we need to establish .

Thus let ¥ : Z¢ — 7! be a system of finite complexity whose linear coefficients are bounded
in modulus by some constant L. Recall that by an easy linear algebraic argument, we may
assume that ¥ is in s-normal form for some s. Also suppose that H C [0, L]. Let > 1 and
K C [~z,7]? be a convex body such that W(K) C [1,z]" and Vol(K) > nz? for some constant
n > 0. Let w > 1 be chosen later (sufficiently large in terms of d,¢, L) and let W =[] ., p.

Let (b1,...,b:) € BY,. It suffices to prove that

(9.1) S T b (Wi(n)) >4, VOI(K)

neZinK i€(t]
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for j € {1,2}, where, recalling (4 , 0wy is defined as GWb for ¢ = 6;. We will prove
. by appealing to Theorem [3.2] . Let M = M(d,t,L) be the constant produced by this
theorem, and suppose that x is large enough and a small enough as in this theorem. Without
loss of generality (upon using Bertrand’s postulate, dilating = by a factor of at most 8 and
shrinking 1 by a factor at most 8?), we may assume that x is prime and K C [~z /4, z/4]¢. By
Proposition there exists ¢ € (0,1) and C' > 0 depending only on d, ¢, L, M (and therefore
ultimately on (d,¢, L) only) and an (M, «)-pseudorandom measure vy, : Z/xZ — R>q such
that 6, wp, (n) < Cv(n) whenever ¢ € [t] and n € [ z]. Define then X\; : Z/2Z — R by
Ai = 05w, Ljge z)/C where as usual we identify [z] and Z/27Z in the natural way. Therefore
we have \; < v on Z/xZ by construction, so hypothesis (i) of Theorem is satisfied.

We now turn to hypothesis (ii). Let 6; = 0¢/(3C) where dp is the absolute constant
of Proposition and do be the implied constant of Proposition for our choice of m,
divided by 3C. Therefore §; depends at most on d, ¢, L for each j € [t]. Let Yj,e; be the
corresponding constants given by Theorem which are functions of d, ¢, L, d; for j € {1,2}.
Fix i € [t]. For j € {1,2}, denote by f; the function \; constructed above from the function
6 = 0;. We intend to show that

(9.2) D fin)Em) > 6> €(n)

n<lz n<z

whenever ¢ : Z — [0, 1] is a nilsequence of complexity at most Y satisfying > <& &(n) > gja.

Since Y, < Owp(n) < 2700 it suffices to show that 3, . Owp(n)é(n) > 2C4; > <z &(N).
But this follows from Propositions [5.2] and assuming « is large enough, and the diameter
of Hs is smaller than w.

Therefore, the hypotheses of Theorem are met, and applying this theorem yields
equation and we are done.

Thus we obtain Theorem [I.1) with C;(¥) =[], By(¥3,)- O

9.1. The case of primes of the form 224424 1. We now turn to the proof of Theorem
We shall be brief with the arguments at places, since for the most part they closely resemble
those used to prove Theorem

Let 03(n) be the weighted indicator of primes of the form 22 4 52 + 1 given by . Also
denote the set of sums of two squares by

S:={n>1: n=a*+y>* for some z,y € Z}.

We follow the proof strategy of Theorem Let W := 63 Hsgpgw p. Define 63 yp(n) =

(W/o(W)320(Wn +b).
We first claim that Theorem |_L_2| follows if

(9.3) Z H 3, Wi (a (n)) > W~ dVOl( ),

neZd i=1
Wn+aeK

for any convex body K satisfying W(K) C [1,z]%, Vol(K) > z? and for each a € A, where
= {a € (Z/WZ)? : Vi € [t} Wn + 1;(a) amenable}. The proof of this implication is

essentially the same as for Proposition i.e., we choose K = K, as there and sum

over all a € A and note that [A] > [], B,W% by the Chinese remainder theorem, where

By = Eaczppzye [T = 1451/0) ™ Ly a4, (mod)
i€[t]

and A, = {0,1} for p = —1(mod4) and A, = {0} otherwise.
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Thus, by applying Theorem [3.2] it suffices to prove that the following hold for all fixed w
and 1 < b; < W such that Wn + b; is amenable.

(1) For any M > 1, > 0, t > 1, there exist 0 < ¢ < 1 and an (M, «)-pseudorandom
measure vy : Z/xZ — Rxq such that Oy, (n) <are v(n) whenever i € [t] and
n € [z¢ z].

(2) There exists an absolute constant o > 0 such that, for any ¥ > 1, ¢ > 0 and
x > zo(Y, e) large enough, we have

Z 03w, (n)€(n) > do Z £(n)

n<x n<x

whenever £ : Z — [0, 1] is a nilsequence of complexity at most Y satisfying > . &(n) >
Ex.
Proof of (1). This follows from the work of Sun and Pan [30] (Section 2 and in particular
Proposition 2.1 there).
Proof of (2). Let Y and ¢ be fixed in the statement of (2). For the proof of (2), it
suffices to prove the following result, which is a direct analogue of Proposition [5.1]in the case
of bounded gap integers or of Proposition [5.2 in the case of Chen primes.

Proposition 9.1 (Primes of the form x? + 3? + 1 with nilsequences). Fiz positive integers
d, A and some e >0, K > 2. Also let w > 1 be sufficiently large in terms of d, A, e, K and
W =63 H3<p<wp. The following statement holds for sufficiently large x > xo(d, A, e, K, w).

Let £ € Z4(A, K) be a nilsequence taking values in [0,1]. Then for some absolute constant
00 >0 and any 1 < b < W such that Wn + b is amenable, we have

w2 s
> f(TOZ(MW)) (1ogx0)3/2 Y é(n) —ex

n<lx n<lx
Wn+beP
Wn+b—1eS

By arguments similar to those in Section [5| (with Lemma slightly adjusted to handle
the local problem in our setting), we can reduce this to the equidistributed case.

Proposition 9.2 (Primes of the form 22+ y? + 1 weighted by equidistributed nilsequences).
Fiz positive integers d, A and some ¢ > 0, A > 2. There ezists C = C(d,A) > 0, such that
the following statement holds for sufficiently large x > zo(d, A, e, A).

Let K > 2 and n € (0,1/2) be parameters satisfying the conditions

n< K %(loga) ", K < (logz).

Let & € E4(A,K;n,x) be a nilsequence taking values in [0,1]. Let L(n) = an + b be an
amenable linear function, where 1 < a < logx, |b| < x. Then for some absolute constant
do > 0 we have

S(L)

(9.4) T;E £(n) > 50W 725(”) —ex |,
L(n)eP h
L(n)—1€S

where the singular series is given by (6.4)).
The remaining task is then to prove this proposition.

Proof of Proposition[9.9. We may assume that ¢ > 0 is fixed, since z is large enough in terms
of .

We apply Proposition Thus, in order to obtain (9.4)), it suffices to verify hypotheses
(i)—(ii) of Proposition [6.5|for w,, = &(n) in order to obtain the claim. Since ) _ wy, > ez >

n<x
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z, it in fact suffices to verify versions of hypotheses (i)-(ii) where (3, ., wn)/(logz)'% is
replaced with z/(log )%’ on the right-hand side of the inequalities , (6.2)).

Write &(n) = &'(n) + p, where p = fG/F F. Observing that hypotheses (i)—(ii) hold for
constant sequences (in the case of (i) by a bilinear Bombieri—Vinogradov type estimate [19,
Theorem 17.4] and in the case of (ii) by the classical Bombieri-Vinogradov theorem), it
suffices to verify hypothesis (i)—(ii) (with z/(log)'% on the right-hand side of (6.1)), (6.2))
for ¢'(n), which belongs to Z)(A, K;n,z) with n < (logz)~““ for a large constant C.

Verifying hypothesis (i). Let w, = &(n). First note that by partial summation and
the fact that & € EJ(A, K;n,z), we have

¢(n) x
(9:5) ‘ ; log(yn) ‘ < (log 2)300°

say, uniformly for 799 < ¢ < x. Hence, recalling the definition of g(¢) in hypothesis (i),
and denoting u = (b — 1, a), our task is to show that

IS 3 apE)( X Em)|< g

,,,.Szl/z—E ml/(3+5)§€1§xl/(3+5) n;x
(r,a)=1 00 <20-9—1/(3+¢) p<lx
2_(5142161):“ L(n):€1E2p+l

(£1£2,r)=1 L(n)=0 (modr)

uniformly for |a(n)|,|8(n)] < 1. Merging the variables ¢5 and p as m = fap, it suffices to
show that

o AN )1 =101, @)=u D7) L )= ()= ( > §’(n))’

r<gl/2-e el n<z
(_7‘,(1):1 L(n)=tim+1
L(n)=0 (modr)
<« —T
(log z)100
uniformly for 1 < wuj,us < w and |a(n)|, |b(n)| < da(n), where for brevity we have denoted
I := [z'/(3+e) z1-1/(3+)] We make a linear change of variables in the inner sum over n to
reduce to
Z | Ajuw Z a(gl)1(m):17(m):ulb(m)1(mm>:1,(m7a):u2( Z él(w))‘
r<gl/2—e liel £im<L(x)
(r,a)=1 £1m=1 (mod r)
£im=b—1 (mod a)
< x
(log z) 101"

We can replace the sequence A\ LN above with a well-factorable sequence using [9, Corol-

lary 12.17], which splits the linear sieve coefficients into a linear combination of boundedly
many well-factorable sequences. Now the claimed estimate follows directly from the well-
factorable type II estimate given by Lemma

Verifying hypothesis (ii). Let w, = ¢’(n). Again applying (9.5]), we reduce to

X X o)< g

T§I3/775 n<x
(r,a)=1 L(n)eP
L(n)=1(modr)
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Making the change of variables n’ = L(n), this is equivalent to

X (X deT )| < g

r<g3/7—¢ n<L(z)
(r,a)zl nep
n=1 (modr)
n=b (mod a)

Applying partial summation, it suffices to show

X (X A )| < g

r<g3/7—¢ n<y
(r,a)=1 n=1(modr)
n=b (mod a)
uniformly for 1 <y < L(z). By Vaughan’s identity, we can write the von Mangoldt function
as a sum of < (log z)'? convolutions a*b(n), where |a(n)|,|b(n)| < (logn)da(n) and supp(a) C
[M,2M] and one of the following holds:

(1) M < z'/3 and b(n) = 1 or b(n) = logn (type I case);
(2) 2?2 < M < x?/3 (type II case).

Thus, we reduce to proving that

]K;”AT’SEM( mn;:(m) a(m)b(n)g’(rl(mn)))\<< m

(r,a)=1 mn=1 (modr)
mn=b (mod a)

In the type I case, we can in fact assume that b(n) = 1 by applying partial summation. Now,
to handle the type I sums, we can apply the bound |\, ’SEM\ < 1, followed by Cauchy—Schwarz
to dispose of the a(m) coefficients (this loses a factor of (logx)!°, say, so for the resulting
sum we need a bound of z/(log z)'?°). To the resulting sum we can then apply Lemma
to obtain the desired conclusion.

We then turn to the type II sums. If M < z%7, we can directly apply Lemma with
Ry = a:3/7*€, Ry =1, since then R < a;le/M, RlR% < Mz~¢. Hence, we may assume for
now on that x%/7 <MK x2/3.

We now apply a partial factorization of the lower bound semilinear sieve weights from |32}
Lemma 9.2, formulas (10.3), (10.4)] (taking # = /2 and replacing ¢ with £/10 in those
formulas). Since z/37¢ <« 2'7¢/M < 2%/~ we conclude that

9.6 ASEM| < (log 2)? ma 1,
(9.6) A < (log @) max ;2
r1€[R1,2R1]

T’QG[RQ,QRQ}

where the maximum is over those (Ry, Rg) € R221 satisfying

(9.7) Ry <z'™°/M, RiR2< Mz~ RiRy<az7¢/2
Hence, applying , the remaining task is to show that
/7 —1 T
ol X atmhmg T )| <

Ri1<r<2R; mn<L(x)
R2<r2<2R2 mn=1 (modrira)
mn=b (mod a)
under the constraints (9.7]). Since the constraints on R;, Ry are precisely as in Lemma we
may appeal to that lemma to conclude. This completes the verification of hypothesis (i)—(ii),
and hence the proof of Theorem O
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