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Logarithmic resolution via multi-weighted blow-ups

Dan Abramovich and Ming Hao Quek

Abstract. We first introduce and study the notion of multi-weighted blow-ups, which is later used
to systematically construct an explicit yet efficient algorithm for functorial logarithmic resolution in
characteristic zero, in the sense of Hironaka.

Specifically, for a singular, reduced closed subscheme X of a smooth scheme Y over a field of
characteristic zero, we resolve the singularities of X by taking proper transforms Xi → Yi along
a sequence of multi-weighted blow-ups YN ↑ YN↓1↑ · · ·↑ Y0 = Y which satisfies the following
properties:
(i) The Yi are smooth Artin stacks with simple normal crossing exceptional loci.
(ii) At each step we always blow up the worst singular locus of Xi , and witness on Xi+1 an

immediate improvement in singularities.
(iii) Finally, the singular locus of X is transformed into a simple normal crossing divisor on XN .
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1. Introduction

Throughout this paper, we work over a field k of characteristic zero.

1.1. Recent techniques for resolution of singularities in characteristic zero

We revisit the celebrated theorem of Hironaka, see [Hir64], that one can resolve the singularities of a
reduced, closed, singular subscheme X of a smooth scheme Y over k, in a way that is functorial with
respect to smooth morphisms of such pairs (X → Y ). Over the years, the proof of this theorem has seen
simplifications, for example by Bierstone–Milman, see [BM97], by Encinas–Villamayor, see [EV03], and by
W!odarczyk, see [W!o05]. Most recently, it was shown independently by Abramovich–Temkin–W!odarczyk,
see [ATW24], and by McQuillan, see [McQ20], that one can do this by repeatedly blowing up the “worst
singular locus”, although one has to instead work with stack-theoretic weighted blow-ups and admit smooth
Deligne–Mumford stacks as ambient spaces.

In addition, one typically requires, for the sake of applications, that the singular locus of X is transformed
under the resolution into a simple normal crossing (snc) divisor. This was a feature of Hironaka’s theorem in
[Hir64], although it was only recently in a different paper of Abramovich–Temkin–W!odarczyk [ATW20a]
that logarithmic geometry was first accessed as a tool to account for this requirement, and one does so by
encoding exceptional divisors as logarithmic structures.

We remark, however, that the resolution algorithm in [ATW24] does not address the aforementioned
requirement. It is thus natural to ask for an amalgamation of the two aforementioned techniques, as depicted
below:

logarithmic geometry in
the service of resolution

?

resolution in the sense of
Hironaka [Hir64],

Bierstone–Milman [BM97],
Encinas–Villamayor [EV03]

stack-theoretic
weighted blow-ups

in the service
of resolution

[ATW20a]

[ATW24, McQ20]
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This goal was recently realized by Quek in [Que20], where weighted blow-ups in [ATW24] are replaced
by their logarithmic counterpart – weighted toroidal blow-ups. However, even if one takes a pair (X → Y )
from before as input for the algorithm in [Que20], one is inevitably led to admit toroidal Deligne–Mumford
stacks as ambient spaces; i.e. these are logarithmically smooth over k but not necessarily smooth over k. As
a consequence, one cannot expect to resolve the singularities of X solely via weighted toroidal blow-ups,
and the best one can hope for at the end is toroidal singularities, where the singular locus of X is now
transformed into a divisor with toroidal support. Nonetheless, this is not a concern since one can then apply
resolution of toroidal singularities; see [KKM+73, Theorem 11*].

In this paper, we propose a different candidate for ? above: namely, we use a construction of Satriano
in [Sat13, Section 3] to refine the weighted toroidal blow-ups in [Que20] to multi-weighted blow-ups. This
is carried out in Section 3, where certain multi-weighted blow-ups are realized as canonical Artin stacks
over weighted toroidal blow-ups. The reader can also find, in Section 2, an account of local aspects of
multi-weighted blow-ups. The key advantage of using multi-weighted blow-ups over weighted toroidal
blow-ups is that we remain in the ideal realm of smooth ambient spaces, and hence we can do without
resolution of toroidal singularities at the end. However, the trade-off is that one has to work more broadly
with Artin stacks as ambient spaces.

1.1.1. Ambient spaces. The ambient spaces in the resolution algorithm of this paper are smooth, toroidal
Artin stacks over k.

For the definition of a toroidal k-scheme (resp. more generally, a toroidal Artin stack over k), we refer the
reader to [Que20, Appendix B] (resp. [ATW20b, Section 3.3]) and the references therein. In brief, “toroidal”
is a synonym for “logarithmically regular” or, equivalently in characteristic zero, “logarithmically smooth
over k”.

With the exception of Section 4.1, this paper mostly deals with toroidal Artin stacks over k that are also
smooth – these are simply pairs of the form (Y,E), where Y is a smooth Artin stack over k and E → Y is
either ↔ or a normal crossings (nc) divisor. Indeed, for such a pair (Y,E), set U := Y ⊋E, j : U ω↑ Y , and
the logarithmic structure on Y to be that dictated by E, i.e. εY : (MY := j↗(O↗U )↘OY ) ω↑ OY . Then the
logarithmic Artin stack (Y,MY ) is logarithmically smooth over k. If E is a snc divisor, we say (Y,MY ) or
(Y,E) is smooth, strict toroidal.(1)

Any smooth, toroidal Artin stack Y over k admits a smooth cover by a smooth k-scheme which, when
endowed by the logarithmic structure given by the pull-back of MY , is a smooth, strict toroidal k-scheme.
It is important for the reader to be aware that, since the discussions in this paper turn out to be local in
the strict smooth topology, it suffices to study the case where Y is a smooth, strict toroidal k-scheme; see
Remark 4.12.

1.2. Main objectives

Consider a reduced, closed substack X in a smooth, toroidal Artin stack Y over k. We always regard X
as a logarithmic Artin stack over k by pulling the logarithmic structure of Y back to X . Such pairs (X → Y )
form the objects of a category, where a morphism between pairs (X̃ → Ỹ )↑ (X → Y ) is a Cartesian square of
stacks

X̃ = X ≃Y Ỹ Ỹ

X Y

f

(1)Here “strict” refers to “strict normal crossings divisor”, a synonym for “snc divisor”.
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for a strict, smooth, and surjective morphism f : Ỹ ↑ Y .(2) We refer to such a morphism as a strict, smooth,
surjective morphism of pairs. At times we might drop surjectivity as a condition, in which case we say f is a
strict, smooth morphism of pairs.

For such a pair X → Y , let X log↓sm denote the toroidal (i.e. logarithmically smooth) locus of X , and we
typically require X to be generically toroidal; i.e. X log↓sm is dense in X . Since Y is smooth and toroidal,
X log↓sm is contained in the smooth locus Xsm of X . The primary goal of this paper is the following.

Theorem A (Logarithmic embedded resolution). Given a reduced, generically toroidal, closed substack X of
a smooth, toroidal Artin stack Y over k, there exists a canonical sequence of multi-weighted blow-ups ω : YN
ϑN↓↓↑ YN↓1

ϑN↓1↓↓↓↓↑ · · · ϑ1↓↓↑ Y0 = Y , together with proper transforms Xi → Yi of X , such that:

(i) XN is a smooth, toroidal Artin stack over k, and so is each Yi ;
(ii) ω is an isomorphism over X log↓sm → X ;
(iii) ω↓1(X ⊋X log↓sm

) is a snc divisor on XN ;
(iv) each ϑi is birational, surjective, universally closed, and factors as Yi ↑ Yi ↑ Yi↓1, where Yi ↑ Yi is a

good moduli space of Yi relative to Yi↓1, Yi is normal, and Yi ↑ Yi↓1 is a schematic blow-up (whence
birational and projective).

This procedure (X → Y ) ⇐↑ (XN → YN ) is functorial with respect to strict, smooth morphisms of such pairs X → Y
(whether or not surjective). Moreover, if Y is strict toroidal, then so is XN .

If Y is smooth with the trivial logarithmic structure, then X log↓sm
= Xsm, so in particular we recover

logarithmic embedded resolution in the classical sense. We remark too that the logarithmic structure on
each Yi is defined by combining “the new exceptional divisors on Yi” with the logarithmic structure on Yi↓1.

In Section 4.3 we will prove Theorem A, as well as the other theorems in this introduction. As anticipated
in Section 1.1, the theorems in this introduction are deduced from the analogous theorems in [Que20] because
the multi-weighted blow-ups in this paper are obtainable from the weighted toroidal blow-ups in [Que20] via
Satriano’s construction in [Sat13, Section 3]. For example, Theorems A and B are deduced(3) in this way from
[Que20, Theorem 1.1].

Concretely, one obtains Theorem A by taking at the (i +1)
th step the multi-weighted blow-up of Yi along

the “worst singular locus of Xi”. We give a formal statement of this procedure in Theorem B below. To give
the reader a sense of what the “worst singular locus of Xi” is, we recall the following notion from [Que20,
Section 6.1].

For a point p ⇒ |Y |, one can associate an invariant of X → Y at p (see Section 4.1.10), denoted by
invp(X → Y ), which is, simply put, a non-decreasing finite sequence of non-negative rational numbers,
whose last entry could be ⇑. We can well-order the set of all such invariants of pairs at points in Y by the
lexicographic order <, but with a caveat: our lexicographic order considers the truncation (from the end) of
a sequence to be strictly larger than the sequence itself (see Section 4.1.9).

Let I be the underlying ideal of X → Y . To give the reader a sense of our invariant, let us mention some
of its properties:

(a) If X = Y , then invp(X → Y ) = () for every p ⇒ |Y |.
(a⇓) Otherwise, for every p ⇒ |Y |, invp(X → Y ) = (0) if and only if p ! |X |. If p ⇒ |X |, invp(X → Y ) is

greater than or equal to the sequence (1, . . . ,1) of length equal to codimp(X → Y ) (:= height of Ip),
and equality holds if and only if X is smooth and toroidal at p; see Remark 4.2(iv).

(b) The first entry of invp(X → Y ) is the logarithmic order of I at p. In particular, it is either a
non-negative integer or ⇑.

(2)We note that this Cartesian square of stacks is also Cartesian in the category of logarithmic stacks since f is strict.
(3)More precisely, in this way, one can only deduce Theorems A and B under the additional hypothesis that X → Y is of pure

codimension. We supply an additional argument in Section 4.3 that does away with that hypothesis. The same argument also works
to prove [Que20, Theorem 1.1] without that hypothesis.
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(c) inv is upper semi-continuous on Y ; see Remark 4.2(ii).
(d) inv is functorial for logarithmically smooth morphisms of pairs X → Y ; see Remark 4.2(iii).

We set maxinv(X → Y ) := maxp⇒|X | invp(X → Y ), which is functorial with respect to logarithmically
smooth, surjective morphisms of pairs X → Y ; see Remark 4.2(iii). Then property (a⇓) above suggests that the
“worst singular locus of X” can be loosely interpreted as the closed substack of X consisting of points p ⇒ |X |
such that invp(X → Y ) = maxinv(X → Y ). For a precise definition of this notion of “worst singular locus of
X”, see Section 4.1.15, as well as the proof of Theorem A.

We can now state our next theorem, which when suitably iterated, gives Theorem A.

Theorem B. Given a reduced, logarithmically singular, closed substack X of a smooth, toroidal Artin stack Y over
k, there exists a canonical multi-weighted blow-up ϑ : Y ⇓ ↑ Y , with proper transform X ⇓ → Y ⇓ of X , such that:

(i) Y ⇓ is a smooth, toroidal Artin stack over k;
(ii) maxinv(X ⇓ → Y ⇓) <maxinv(X → Y );
(iii) ϑ is an isomorphism away from the closed substack of X consisting of points p ⇒ |X | such that invp(X →

Y ) = maxinv(X → Y );
(iv) ϑ is birational, surjective, universally closed, and factors as Y ⇓ ↑ Y⇓ ↑ Y , where Y ⇓ ↑ Y⇓ is a good

moduli space relative to Y , Y⇓ is normal, and Y⇓ ↑ Y is a schematic blow-up (whence birational and
projective).

This procedure Fler : (X → Y ) ⇐↑ (X ⇓ → Y ⇓) is functorial with respect to strict, smooth, surjective morphisms of
such pairs X → Y .

One should interpret part (iii) as saying that ϑ is a multi-weighted blow-up along the “worst singular locus
of X” and part (ii) as saying that there is an immediate improvement of singularities after the multi-weighted
blow-up. As mentioned before, we emphasize that the logarithmic structure on Y ⇓ is defined by combining
“the new exceptional divisors on Y ⇓” with the logarithmic structure on Y .

In addition, these multi-weighted blow-ups in our algorithm are independent of further embeddings, in
the following sense.

Theorem C (Re-embedding principle). Let X be reduced, logarithmically singular, closed substack of a smooth,
toroidal Artin stack Y over k. Let Y1 = Y ≃A1, where A1

:= Spec(k[x0]) is given the trivial logarithmic
structure. We embed X → Y = V (x0) → Y1. Then:

(i) For every p ⇒ |X |, we have invp(X → Y1) = (1, invp(X → Y )).
(ii) Let Fler(X → Y ) =: (X ⇓ → Y ⇓) and Fler(X → Y1) =: (X

⇓
1
→ Y ⇓

1
) as in Theorem B. Then Y ⇓ is canonically

identified with the proper transform of Y → Y1 in Y ⇓
1
, under which X ⇓ = X ⇓

1
.

We remark that part (ii) can be checked directly, albeit in a tedious fashion. We instead deduce part (ii)
from [Que20, Lemma 1.3(ii)] – the analogous statement for the weighted toroidal blow-ups in [Que20].

Lastly, Theorem C enables us to prove Theorem D below by embedding X , locally in the smooth topology,
in a smooth k-scheme Y (with the trivial logarithmic structure) in pure codimension, before applying
Theorem A and patching these local resolutions.

Theorem D (Logarithmic resolution). Given a reduced, pure-dimensional Artin stack X of finite type over k,
there exists a birational, surjective, and universally closed morphism ω : X ⇓ ↑ X such that:

(i) X ⇓ is a smooth Artin stack over k;
(ii) ω is an isomorphism over the smooth locus Xsm of X ;
(iii) ω↓1(X ⊋Xsm

) is a snc divisor on X ⇓ ;
(iv) X ⇓ admits a good moduli space X⇓ relative to X , and X⇓ ↑ X is birational and projective.

This procedure Flr : X ⇐↑ X ⇓ is functorial with respect to smooth morphisms.
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As a final note, while the steps in Theorem A are more explicit and efficient than previous resolution
algorithms, we emphasize that if X in Theorem D is a scheme, then X ⇓ is usually not a scheme, and its good
moduli space relative to X is not necessarily smooth over k.

Nevertheless, we expect Theorem A to suffice for many computations in algebraic geometry that necessitate
logarithmic resolution. For example, a motivic change of variables formula for Artin stacks, that is applicable
to the context of Theorem D, was very recently developed by Satriano–Usatine; see [SU21].

If one still insists on returning to the world of schemes, one can apply “canonical reduction of stabilizers”
due to Edidin–Rydh, see [ER21], followed by “destackification” due to Bergh–Rydh, see [BR19], to the output
X ⇓ in Theorem D and its snc divisor ω↓1(X ⊋Xsm

). In this way one recovers [Hir64, Main Theorem I]. For
concrete statements, we refer the reader to Section 5.2.
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2. Multi-weighted blow-ups: Local aspects

2.1. Multi-weighted blow-ups on affine spaces

We first review the notion of fantastacks in [GS15]. In the process, we will also fix some notation.

Definition 2.1 (Fantastacks). Given a lattice N with dual lattice N⇔ = HomZ(N,Z), let ε be a fan in N
and ϖ : Zϱ↑N be a homomorphism with finite cokernel, satisfying the following conditions:

(a) Every ray (i.e. 1-dimensional cone) of ε contains some ϖ(ei ).
(b) Every ϖ(ei ) lies in the support of ε.

For a cone ς ⇒ ε, set ς̂ to be the cone in Zϱ spanned by those ei such that ϖ(ei ) ⇒ ς . Let ε̂ denote the fan
in Zϱ generated by {ς̂ : ς ⇒ ε}. The fantastack associated to (ε,ϖ) is

Fε,ϖ :=

[
Xε̂ / Gϖ

]
, where Gϖ := Ker

(
Gϱ

m = TZϱ

Tϖ↓↓↑ TN

)
.

In the above expression:

(i) Xε̂ is the toric variety associated to the fan ε̂ on Zϱ;
(ii) TN = HomGrp↓Sch(N⇔,Gm) (resp. TZϱ ) is the torus of N (resp. Zϱ);
(iii) Tϖ is the homomorphism of tori induced by ϖ;
(iv) Gϖ acts on Xε̂ as a subgroup of Gϱ

m = TZϱ .
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Remark 2.2. By [CLS11, Section 5.1], we have

Xε̂ =Aϱ ⊋V (Jε) = Spec(k[x1, . . . ,xϱ])⊋V (Jε) =
⋃

ς⇒ε
maximal cone

Uς ,

where Jε =

(
xς :=

∏
ϖ(ei )!ς xi : ς ⇒ ε maximal cone

)
is the irrelevant ideal andUς := Spec(k[x1, . . . ,xϱ][x↓1ς ])

for each maximal cone ς ⇒ ε. Thus, Fε,ϖ admits a covering by principal open substacks D+(ς) := [Uς / Gϖ],
as ς varies over all maximal cones of ς . We call D+(ς) the xς -chart of Fε,ϖ and sometimes denote it by
D+(xς ).

Note that
(
ε̂,ϖ

)
is a stacky fan, see [GS15, Definition 2.4], and Fε,ϖ is the toric stack associated to

(
ε̂,ϖ

)
.

However, more is true for fantastacks.

Remark 2.3. By definition, ε̂ is a smooth fan, and the torus of Fε,ϖ is Gϱ
m/Gϖ , which is isomorphic to TN

via Tϖ . In other words, fantastacks are smooth toric Artin stacks with trivial generic stabilizer.

Remark 2.4. By definition, the morphism ϖ is compatible with the fans ε̂ and ε, and therefore induces
a toric morphism Xε̂↑ Xε, which descends to the good moduli space morphism Fε,ϖ ↑ Xε; see [GS15,
Example 6.24].

A multi-weighted blow-up on an affine space is usually carried out along the vanishing locus of a
monomial ideal. It is a fantastack Fε,ϖ , where (ε,ϖ) is associated to the monomial ideal and ϖ : Zϱ↑N is
in particular surjective, with kernel having a general simple description. Before giving the definition, we fix
the following conventions for this paper.

2.1.1. Conventions. Let N =Zn, with standard basis vectors ei . Let M =N⇔ be the dual lattice, with
standard dual basis vectors e⇔i . For any fan ε on N , let ε(1) denote the rays in ε, and for a ray ϕ of ε, let
uϕ = (uϕ,i )

n
i=1 denote the first lattice point on ϕ.

Let ςstd be the cone on N =Zn spanned by the standard basis vectors ei , which generates the standard
fan εstd in N , and whose associated affine toric variety is the affine space An

:= Spec(k[x1, . . . ,xn]). In
addition, for a set S , we usually write AS for Spec(k[xs : s ⇒ S]) or Spec(k[x⇓s : s ⇒ S]).

In this paper, a denotes a monomial ideal of k[x1, . . . ,xn]. Associated to a are the following notions:

(i) the submonoid ωa = {a ⇒M : xxxa := xa1
1
· · ·xann ⇒ a} of M ,

(ii) the Newton polyhedron Pa of a given by the convex hull of ωa in Rn
↖0 →M ↙Z R =:MR,

(iii) and the normal fan εa of Pa, which is a subdivision of εstd in N , and hence induces a toric, proper,
birational morphism Xεa

↑An.

For every integer 0 ∝ k ∝ n, there is an inclusion-reversing correspondence between k-dimensional cones ς
of εa and (n↓ k)-dimensional faces ↼ of Pa. Therefore, we introduce the following notation:

(a) Hϕ is the facet of Pa corresponding to a ray ϕ ⇒ εa(1). We also let Nϕ(a) be the natural number such
that the affine span of Hϕ has equation

∑n
i=1uϕ,i · ei=Nϕ(a).

(b) vς = (vς ,i )
n
i=1 is the vertex of Pa corresponding to a maximal cone ς of εa.

Finally, we identify the subset εstd(1) → εa(1) with [1,n] := {1, . . . ,n} and denote its complement by

E(a) := εa(1)⊋εstd(1) = εa(1)⊋ [1,n].

We call the rays in [1,n] the standard rays and call the rays in E(a) the exceptional rays. We also set
E+

(a) := {ϕ ⇒ εa(1) : Nϕ(a) > 0} ′ E(a).
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Definition 2.5 (Multi-weighted blow-ups on affine spaces). Let b = (bϕ)ϕ⇒E(a) ⇒NE(a)
>0 . Then b yields a

surjective homomorphism ϖ : Zεa(1)↑N =Zn as follows:

eϕ ⇐↓↑

uϕ = ei if ϕ = i ⇒ εstd(1) = [1,n],

bϕ ·uϕ if ϕ ⇒ E(a).
Therefore, the data (εa,ϖ) yields the fantastack Bla,bAn

:= Fεa,ϖ , as described in Definition 2.1. Moreover,
the homomorphism ϖ induces, as explained in Remark 2.3 and Section 2.1.1(iii), a toric morphism

ϑa,b : Bla,bA
n good moduli space↓↓↓↓↓↓↓↓↓↓↓↓↓↓↓↑ Xεa

↓↑An.

We call this composition the multi-weighted blow-up of An along a and b. When b is the unit vector
(1,1, . . . ,1) in NE(a)

>0 , we instead write the above expression as ϑa : BlaAn ↑ An. This should not be
confused with the schematic blow-up of An along a, which we denote by BlaAn in this paper. (In fact, the
normalization of BlaAn is precisely Xεa

; see Remark 3.11.)

One anticipates that BlaAn is the “most canonical” multi-weighted blow-up of An associated to a. We
will make this canonicity precise in Section 3.1, where, more generally, we also define, with the same goal of
canonicity in mind, the multi-weighted blow-up Bla•A

n of An along a monomial Rees algebra a•.

2.1.2. Alternative notation. To uniformize forthcoming notation, we also set bi := 1 for every i ⇒ [1,n] →
εa(1), and we interpret b as a vector (bϕ)ϕ⇒εa(1)

in Nεa(1)

>0 . Then ϖ in Definition 2.5 is simply eϕ ⇐↑ bϕ ·uϕ

for ϕ ⇒ εa(1).

Remark 2.6. The multi-weighted blow-up ϑa,b is birational, as explained in Remark 2.3. By [Alp13,
Theorem 4.16], the good moduli space morphism Bla,bAn ↑ Xεa

is universally closed and surjective.
Therefore, so is ϑa,b.

Remark 2.7. It is important to highlight that we have fixed coordinates x1, . . . ,xn on An in which a is

monomial; i.e. we fixed a toroidal Zariski logarithmic structure, with chart Nn ei ⇐↑xi↓↓↓↓↓↑ k[x1, . . . ,xn], in which
a is a monomial ideal in the general sense of Section 4.1.6 below.

Then the Newton polyhedron Pa is well defined under the lens of logarithmic geometry; i.e. Pa is
independent, up to symmetry, of any change in local coordinates at 0 ⇒An which respects the aforementioned
toroidal logarithmic structure. Explicitly, any such coordinate change corresponds to a monoid automorphism
of Nn ∞O

↗
An,0, which must map each (ei ,1) to (ej ,µ) for some j ⇒ [1,n] and µ ⇒ O

↗
An,0.

Remark 2.8. Two monomial ideals can possess the same normal fan, and thus yield the same multi-weighted
blow-up. For example:

(i) Pa = Pa, where a = {xxxa : a ⇒ Pa} is the integral closure of a.
(ii) If f1, . . . , fr are monomials generating a, then for any ↽ ⇒ N>0, the integral closures of a↽ and

(f ↽
1
, . . . , f ↽

r ) coincide, so by (i), a↽ and (f ↽
1
, . . . , f ↽

r ) have the same Newton polyhedra.
(iii) For any a ⇒Nn, εxxxa·a = εa. However, while the multi-weighted blow-up along xxxa · a is the same as

that along a, there is a subtle difference in their “exceptional” divisors (see Remark 2.16).
(iv) Lastly, as ↽ varies, although the Newton polyhedron of a↽ varies, the normal fan of a↽ remains the

same, and so does the multi-weighted blow-up of a↽ .

2.1.3. Explicating multi-weighted blow-ups. With the notation in Definition 2.5, the homomorphism
ϖ : Zεa(1)↑N =Zn induced by b fits into the short exact sequence

0 ↓↑ZE(a)
ε =


B
↓Ik



↓↓↓↓↓↓↓↓↑Zεa(1)
ϖ =

[
Ik B

]

↓↓↓↓↓↓↓↓↓↓↑Zn ↓↑ 0,
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where k := #E(a) and B = (Bi,ϕ)1∝i∝n, ϕ⇒E(a) is the matrix whose columns are bϕ · uϕ for each ϕ ⇒ E(a).
Unravelling the definitions, let us highlight three details:

(i) We have the following commutative diagram:

Xε̂a
=Aεa(1) ⊋V (Jεa

) Aεa(1) An,

Bla,bAn
=


Xε̂a

/ GE(a)
m



open

stack-theoretic quotient

ϑa,b

where we follow the convention in Section 2.1.1 that

(2.1) Aεa(1) = Spec

(
k[x⇓

1
, . . . ,x⇓n]

[
x⇓ϕ : ϕ ⇒ E(a)

])

so that the above morphism Aεa(1) ↑ An of affine spaces corresponds to the homomorphism
k[x1, . . . ,xn]↑ k[x⇓

1
, . . . ,x⇓n][x

⇓
ϕ : ϕ ⇒ E(a)] defined by

xi ⇐↓↑



x⇓i ·



ϕ⇒E(a)

(
x⇓ϕ
)Bi,ϕ



=



x⇓i ·



ϕ⇒E(a)

(
x⇓ϕ
)bϕ ·uϕ,i




for every 1 ∝ i ∝ n. For ϕ ⇒ E(a), the corresponding coordinate x⇓ϕ of AE(a) will be written as uϕ
during examples (e.g. Sections 2.2 and 5.1).

(ii) The action of GE(a)
m on Xε̂a

→Aεa(1) = Spec(k[x⇓
1
, . . . ,x⇓n][x

⇓
ϕ : ϕ ⇒ E(a)]) can be interpreted from the

matrix ε =


B
↓Ik


as follows:

(a) For every 1 ∝ i ∝ n, x⇓i has Z
E(a)-grading (Bi,ϕ)ϕ⇒E(a) = (bϕ ·uϕ,i )ϕ⇒E(a).

(b) For every ϕ ⇒ E(a), x⇓ϕ has ZE(a)-grading ↓eϕ = (↓⇀ϕ,ϕ̃)ϕ̃⇒E(a).
(iii) By Definition 2.1(a), Bla,bAn admits an open cover by x⇓ς -charts D+(ς) = D+(x⇓ς ) :=


Uς / GE(a)

m


,

where ς varies over all maximal cones ς of εa. In this setting, we have

Uς = Spec

(
k

x⇓
1
, . . . ,x⇓n

 [
x⇓ϕ : ϕ ⇒ E(a)

] [
(x⇓ς )

↓1]) ,

where
x⇓ς =



ϕ⇒εa(1)

ϕ"ς

x⇓ϕ =


ϕ⇒εa(1)

vς!Hϕ

x⇓ϕ =


ϕ⇒εa(1)

uϕ ·vς>Nϕ(a)

x⇓ϕ

(see Section 2.1.1(a), (b)).

Remark 2.9. Slightly more generally, one can also consider generalized multi-weighted blow-ups Bla,̃bA
n

of An along a and b̃ = (bϕ)ϕ⇒εa(1)
⇒Nεa(1)

>0 . Such a b̃ yields a homomorphism ϖ̃ : Zεa(1)↑N =Zn with
finite cokernel, which sends eϕ to bϕ ·uϕ for every ϕ ⇒ εa(1). The fantastack Fεa,ϖ̃

associated to (εa, ϖ̃) is
then denoted by Bla,̃bA

n. Likewise, there is a toric morphism ϑa,̃b : Bla,̃bA
n↑ Xε↑An, which is the

generalized multi-weighted blow-up morphism.
In the same way as in Section 2.1.3, one can partially explicate generalized multi-weighted blow-ups: we

have
Bla,̃bA

n
=

[(
Aεa(1) ⊋V

(
Jεa

))
/ D

(
Coker

(
ϖ̃⇔

))] ϑa,̃b↓↓↓↑An,

where ϑa,̃b is induced by k[x1, . . . ,xn]↑ k[x⇓
1
, . . . ,x⇓n]

[
x⇓ϕ : ϕ ⇒ E(a)

]
, which is defined by

xi ⇐↓↑



(
x⇓i
)bi ·



ϕ⇒E(a)

(
x⇓ϕ
)bϕ ·uϕ,i






10 D. Abramovich and M.H. Quek10 D. Abramovich and M.H. Quek

and where D(Coker(ϖ̃⇔)) acts via the morphism of diagonalizable groups obtained from (Zεa(1))
⇔ ↭

Coker(ϖ̃⇔) by applying D(↓) := HomGrp↓Sch(↓,Gm). This demonstrates that generalized multi-weighted
blow-ups can be seen as an amalgamation of the notion of multi-weighted blow-ups in Definition 2.5 and the
notion of root stacks (see [Cad07, Definition 2.2.1] or [AGV08, Appendix B] or [QR22, Example 2.2.4].)

Finally, Bla,̃bA
n likewise admits an open cover by x⇓ς -charts D+(ς) =

[
Uς / D

(
Coker

(
ϖ̃⇔

))]
, where Uς

has the same description in Section 2.1.3.

2.2. Two examples

We illustrate Section 2.1.3 via two examples. The first is classical and is a special case of multi-weighted
blow-ups.

Example 2.10 (Weighted blow-ups). For w1, . . . ,wn ⇒N>0, set ↽ := lcm(w1, . . . ,wn). The (stack-theoretic)
weighted blow-up of An

= Spec(k[x1, . . . ,xn]) along the center (x1/w1

1
, . . . ,x1/wn

n ), in the sense of [ATW24], is

simply the multi-weighted blow-up Bla,bAn, where a = (x↽/w1

1
, . . . ,x↽/wn

n ) and b = gcd(w1, . . . ,wn) ⇒N>0 =

NE(a)
>0 . We demonstrate this via an explicit example, which supplies no less information than the general

case.
Consider a = (x2, y3, z3) → k[x,y,z] and b = gcd(2,3,3) = 1. We draw the Newton polyhedron Pa, which

has four facets:

e⇔y

e⇔z

e⇔x

Taking a cross-section of the normal fan εa, we obtain

ex

ez

ey
u

z⇓z⇓z⇓

x⇓x⇓x⇓
y⇓y⇓y⇓

where u = (3,2,2) is the normal vector to the shaded facet of Pa above. The vertices (2,0,0), (0,3,0),
and (0,0,3) of Pa correspond, respectively, to the maximal cones of εa represented above by brown-,
magenta-, and cyan-coloured triangles, which also correspond, respectively, to the x⇓-, y⇓-, and z⇓-charts
on BlaA3

= [Xε̂a
/ Gm], where Xε̂a

=A4 ⊋V (Jεa
) =A4 ⊋V (x⇓ , y⇓ , z⇓). As explained in Section 2.1.3, the

morphism ϑa : BlaA3↑A3 can be read off the following matrix:

[
I3 u

]
=




1 0 0 3

0 1 0 2

0 0 1 2




↫



x = x⇓u3,

y = y⇓u2,

z = z⇓u2,
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and the Gm-action on Xε̂a
can be read off from the matrix


u
↓1


=




3

2

2

↓1




↫



x⇓ has Z-weight 3,

y⇓ has Z-weight 2,

z⇓ has Z-weight 2,

u has Z-weight ↓1.

This is precisely the description of the (stack-theoretic) weighted blow-up of A3 along (x1/3, y1/2, z1/2) in
[ATW24].

Example 2.11 (A new example). The Newton polyhedron Pa of the monomial ideal a = (x2, y2z,z3) →
k[x,y,z] has five facets:

e⇔y

e⇔z

e⇔x

We sketch a cross-section of the normal fan εa:

ex

ez

ey

u1

u2

y⇓z⇓y⇓z⇓y⇓z⇓

x⇓x⇓x⇓

z⇓u2z⇓u2z⇓u2

where u1 = (3,2,2) and u2 = (1,0,2) are the normal vectors to the shaded facets of Pa above. The vertices
(2,0,0), (0,2,1), and (0,0,3) of Pa correspond to the maximal cones of εa represented above by the
brown-, magenta-, and cyan-coloured regions, and these also correspond to the x⇓-, y⇓z⇓-, and z⇓u1-charts
on BlaA3

= [Xε̂a
/ G2

m], respectively, where Xε̂a
= A5 ⊋V (Jεa

) = A5 ⊋V (x⇓ , y⇓z⇓ , z⇓u2). The morphism

ϑa : BlaA3↑A3 can be determined from the following matrix:

[
I3 u1 u2

]
=




1 0 0 3 1

0 1 0 2 0

0 0 1 2 2




↫



x = x⇓u3

1
u2,

y = y⇓u2

1
,

z = z⇓u2

1
u2

2
,
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and the G2
m-action on Xε̂a

can be determined from the matrix




u1 u2

↓1 0

0 ↓1



=




3 1

2 0

2 2

↓1 0

0 ↓1




↫



x⇓ has Z2-weight (3,1),

y⇓ has Z2-weight (2,0),

z⇓ has Z2-weight (2,2),

u1 has Z2-weight (↓1,0),
u2 has Z2-weight (0,↓1).

2.3. Exceptional divisors and transforms

The presentation Bla,bAn
=


Xε̂a

/ GE(a)
m


induces an isomorphism

Pic

Bla,bA

n) ∈↓↓↑ Pic
GE(a)

m
(
Xε̂a

)
,

where the right-hand side denotes the GE(a)
m -equivariant Picard group of Xε̂a

. In particular, for each

d ⇒ ZE(a), there are tautological line bundles O(d) := OBla,bAn(d) on Bla,bAn which correspond to the

trivial line bundle OXε̂a
on Xε̂a

endowed with the GE(a)
m -linearization given by the “d-shift”; i.e.

ϑ↗a,bO(d) = OXε̂a
(d) :=

(
⫅̸

k
[
x⇓
1
, . . . ,x⇓n

] [
x⇓ϕ : ϕ ⇒ E(a)

])
(d)

∣∣∣∣
Xε̂a

,

where the ZE(a)-grading of x⇓i and x⇓ϕ on the right-hand side can be obtained by subtracting d from the
respective ZE(a)-gradings in Section 2.1.3(ii).

2.3.1. Exceptional divisors on a multi-weighted blow-up. For every ϕ ⇒ E(a), recall that x⇓ϕ has
ZE(a)-weight ↓eϕ (see Section 2.1.3(iib)), and hence there is an injection

O(eϕ) ω↓↓↑ O(0) = O

induced by multiplication by x⇓ϕ, which embeds O(eϕ) as an ideal sheaf of O cutting out the exceptional
divisor

Eϕ := V
(
x⇓ϕ
)
→Bla,bA

n.

This justifies calling the rays ϕ ⇒ E(a) exceptional rays in εa (see Section 2.1.1).

Remark 2.12. For i = 1,2, let bi = (bi,ϕ)ϕ⇒E(a) ⇒NE(a)
>0 be such that for each ϕ ⇒ E(a),

b2,ϕ = cϕ ·b1,ϕ for some cϕ ⇒N>0.

By the description in Section 2.1.3, observe that Bla,b2
An can be obtained from Bla,b1

An by iteratively
taking cϕth root stacks along each exceptional divisor Eϕ = V (x⇓ϕ) of Bla,b1

An.

The remainder of this section is devoted to the definition of transforms of ideals under a multi-weighted
blow-up. We first make the following definition, which is part of the subsequent proposition.

Definition 2.13. The monomial saturation of an ideal I → k[x1, . . . ,xn] is the monomial ideal aI generated by
monomials appearing (with non-zero coefficient) in the elements of I . We then define the Newton polyhedron
PI of I to simply be the Newton polyhedron of aI .

For u = (ui )
n
i=1 ⇒Nn and m ⇒N, we say that PI is bounded below by the hyperplane

∑n
i=1ui · ei =m if

for every g =
∑

a⇒Nn ca ·xxxa ⇒ I , we have u · a ↖m whenever ca # 0.

Proposition 2.14. Set O := OBla,bAn . With the notation of Equation (2.1), we have the following statements:
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(i) Let I be an ideal of k[x1, . . . ,xn]. For (nϕ)ϕ⇒εa(1)
⇒Nεa(1), the ideal sheaf underlying the total transform

V (I )≃An,ϑa,b
Bla,bAn satisfies the inclusion

ϑ↓1a,bI ·O →


ϕ⇒εa(1)

(
x⇓ϕ
)bϕ ·nϕ

if and only if for every ϕ ⇒ εa(1), the Newton polyhedron PI of I is bounded below by the hyperplane∑n
i=1uϕ,i · ei = nϕ .

(ii) Moreover, the ideal sheaf underlying the total transform V (a)≃An,ϑa,b
Bla,bAn →Bla,bAn satisfies the

equality

(2.2) ϑ↓1a,ba ·O =



ϕ⇒E+(a)

(
x⇓ϕ
)bϕ ·Nϕ(a)

;

see Section 2.1.1 for the definitions of E+
(a), Ni(a), and Nϕ(a).

Before giving the proof, let us illustrate it by revisiting Example 2.11.

Example 2.15. Let a = (x2, y2z,z3), and consider the multi-weighted blow-up ϑa : BlaA3↑A3. Using
the equations in Example 2.11, one computes the following:

(i) Let I = (x2 + y2 + z2) → k[x,y,z]. Its total transform ϑ↓1a I ·OBlaA3 is (x⇓2u6

1
u2

2
+ y⇓2u4

1
+ z⇓2u4

1
u4

2
),

which is contained in (u4

1
) but is contained neither in (ui

1
) for i ↖ 5, nor in (u

j
2
) for j ↖ 1. This

agrees with Proposition 2.14(i): the Newton polyhedron of I has vertices v1 = (2,0,0), v2 = (0,2,0),
and v3 = (0,0,2), and we have min1∝i∝3u1 · vi = 4 and min1∝i∝3u2 · vi = 0.

(ii) The total transform ϑ↓1a a ·OBlaA3 of a equals

(x⇓2u6

1
u2

2
, y⇓2z⇓u6

1
u2

2
, z⇓3u6

1
u6

2
) = (u6

1
u2

2
) · (x⇓2, y⇓2z⇓ , z⇓3).

The ideal (x⇓2, y⇓2z⇓ , z⇓3) is the unit ideal on each chart of BlaA3, so in fact, ϑ↓1a a ·OBlaA3 = (u6

1
u2

2
).

This agrees with Proposition 2.14(ii): note that Nei (a) = 0 for 1 ∝ i ∝ 3, Nu1
(a) = 6, and Nu2

(a) = 2.

Proof of Proposition 2.14. It suffices to compute on the smooth cover Xε̂a
of Bla,bAn. By replacing I in (i) by

its monomial saturation, we may assume I is monomial. Recall from Section 2.1.3(i) that for every monomial
xxxa ⇒ I , we have

(2.3) xxxa =
n

i=1

(
x⇓i
)ai ·



ϕ⇒E(a)

(
x⇓ϕ
)bϕ ·(uϕ ·a) in ϑ↓1a,bI ·O .

Then part (i) follows from (2.3) since it says that for every ϕ ⇒ E(a) (resp. i ⇒ [1,n]) and a ⇒ PI , we have
uϕ · a ↖ nϕ (resp. ai ↖ ni ) if and only if (x⇓ϕ)

bϕ ·nϕ divides xxxa (resp. (x⇓i )
ni divides xxxa).

The forward inclusion in (ii) follows from (i). For the reverse inclusion, it suffices to compute locally on the
open charts Uς → Xε̂a

as ς varies over all maximal cones of εa. Therefore, fix a maximal cone ς of εa, and,
as in Section 2.1.1(b), let vς = (vς ,i )

n
i=1 be the corresponding vertex of Pa. Setting a = vς in (2.3), we have

xxxvς =
n

i=1

(
x⇓i
)vς ,i ·



ϕ⇒E(a)

(
x⇓ϕ
)bϕ ·(uϕ ·vς ) in ϑ↓1a,ba ·O .

Recalling that x⇓ϕ is invertible on Uς for any ϕ ⇒ εa(1) such that ϕ " ς , we obtain

ϑ↓1a,ba ·O ′ (xxxvς ) =


i⇒[1,n]
R↖0·ei→ς

(
x⇓i
)vς ,i ·



ϕ⇒E(a)
ϕ→ς

(
x⇓ϕ
)bϕ ·(uϕ ·vς ) on Uς .

To complete the proof of (ii), it remains to note the following. For each ϕ ⇒ E(a) with ϕ → ς , we have vς ⇒Hϕ,
which implies uϕ · vς =Nϕ(a). Likewise, if ϕ = i ⇒ [1,n] with R↖0 · ei → ς , we have vς ,i =Ni(a). ↭
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Remark 2.16. In Proposition 2.14(ii), note that for every i ⇒ [1,n], Ni(a) > 0 if and only if a → (xi ),
i.e. V (a) ′ V (xi ). Analogously to how the schematic blow-up of An along a divisor D does nothing
except declare D to be “exceptional”, the multi-weighted blow-up ϑa,b similarly declares the divisor
V (x⇓i ) →Bla,bAn to be “exceptional” for every i ⇒ [1,n] with a → (xi ). In this sense, Proposition 2.14(ii)
expresses the total transform as a union of “exceptional” divisors V (x⇓ϕ) for ϕ ⇒ E+

(a) (see Section 2.1.1), with
multiplicities.

Next, we explicate two classical transforms for multi-weighted blow-ups.

Definition 2.17 (Proper transform). Set O := OBla,bAn . The proper (or strict ) transform of an ideal I →
k[x1, . . . ,xn] under the multi-weighted blow-up ϑa,b : Bla,bAn↑An is

⫅̸ϑ↓1a,bI ·O :=



ϑ↓1a,bI ·O :



ϕ⇒E+(a)

(
x⇓ϕ
)⇑



:=

⋃

(nϕ)⇒NE+(a)



ϑ↓1a,bI ·O :



ϕ⇒E+(a)

(
x⇓ϕ
)nϕ



.

Equivalently, by Proposition 2.14(ii), the proper transform of the closed subscheme V (I ) →An under ϑa,b is
the schematic closure of V (ϑ↓1a,bI ·O)⊋V (ϑ↓1a,ba ·O) in Bla,bAn.

Definition 2.18 (Weak transform). Set O := OBla,bAn . The weak (or birational, or controlled ) transform of an
ideal I → k[x1, . . . ,xn] under the multi-weighted blow-up ϑa,b : Bla,bAn↑An is


ϑa,b

)↓1
↗ I :=

(
ϑ↓1a,bI ·O

)
·


ϕ⇒E+(a)

(
x⇓ϕ
)↓bϕ ·Nϕ(I ),

where for each ϕ ⇒ E+
(a), Nϕ(I ) is the largest natural number nϕ such that:

(i) the fractional ideal (ϑ↓1a,bI ·O) · (x⇓ϕ)↓bϕ ·nϕ is an ideal on Bla,bAn;
(ii) or, equivalently by Proposition 2.14(i), the Newton polyhedron PI of I is bounded below by the

hyperplane
∑n

i=1uϕ,i · ei = nϕ .

Remark 2.19. By definition, we always have the inclusion

ϑa,b

)↓1
↗ I → ⫅̸ϑ↓1a,bI ·O

with equality if I is a principal ideal. Moreover, if I is radical, so is the proper transform ⫅̸ϑ↓1a,bI ·O . In other
words, if V (I ) →An is reduced, so is its proper transform in Bla,bAn.

It is usually a more intricate issue to identify generators of proper transforms, as opposed to generators
for weak transforms.

Example 2.20. Consider the non-principal ideal I = (x2 + y2, z ↓ y2) → k[x,y,z] under the multi-weighted
blow-up ϑa in Example 2.11.

(i) Its total transform ϑ↓1a I ·OBlaA3 is
(
x⇓2u6

1
u2

2
+ y⇓2u4

1
, z⇓u2

1
u2

2
↓ y⇓2u4

1

)
=

(
u2

1

)
·
(
x⇓2u4

1
u2

2
+ y⇓2u2

1
, z⇓u2

2
↓ y⇓2u2

1

)
.

Hence, the weak transform of I under ϑa is (x⇓2u4

1
u2

2
+ y⇓2u2

1
, z⇓u2

2
↓ y⇓2u2

1
).

(ii) On the other hand, while we have

x2 + y2 = u4

1
·
(
x⇓u2

1
u2

2
+ y⇓2

)
and z ↓ y2 = u2

1
·
(
z⇓u2

2
↓ y⇓2u2

1

)
,

the proper transform ⫅̸ϑ↓1a I ·OBlaA3 is not generated by the elements x⇓u2

1
u2

2
+ y⇓2 and z⇓u2

2
↓ y⇓2u2

1
.

Indeed, note that x2 + z = (x2 + y2) + (z ↓ y2) ⇒ I and

x2 + z = x⇓2u6

1
u2

2
+ z⇓u2

1
u2

2
= u2

1
u2

2
·
(
x⇓2u4

1
+ z⇓

)
.

Thus, x⇓2u4

1
+ z⇓ ⇒ ⫅̸ϑ↓1a I ·OBlaA3 , but x⇓2u4

1
+ z⇓ ! (x⇓u2

1
u2

2
+ y⇓2, z⇓u2

2
↓ y⇓2u2

1
).
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2.4. Multi-graded Rees algebras and idealistic exponents

In this section we reinterpret some of the earlier observations and definitions in terms of Rees algebras
and idealistic exponents.

2.4.1. Multi-graded Rees algebras. The discussion in Section 2.1.3 can be summarized by the compact,
but notation-heavy, statement that Bla,bAn equals

(2.4)



(
SpecAn(R)⊋V

(
Jεa

))
/ 

B
↓Ik

 GE(a)
m


 ,

where

(2.5) R = R(a,b) :=
OAn[x⇓

1
, . . . ,x⇓n]

[
x⇓ϕ : ϕ ⇒ E(a)

]

(
x⇓i ·

∏
ϕ⇒E(a)

(
x⇓ϕ
)bϕ ·uϕ,i ↓ xi : 1 ∝ i ∝ n

)

and the matrix

B
↓Ik


records the ZE(a)-grading of each x⇓i and each x⇓ϕ as in Section 2.1.3(ii) and hence

describes the GE(a)
m -action displayed above.

We provide a reinterpretation of the ZE(a)-graded OAn-algebra R = R(a,b) as a multi-graded Rees algebra
on An. Consider the homomorphism of ZE(a)-graded OAn-algebras R↑ OAn[t±ϕ : ϕ ⇒ E(a)] defined by

x⇓i ⇐↓↑



xi ·



ϕ⇒E(a)
t
bϕ ·uϕ,i
ϕ




for 1 ∝ i ∝ n,

x⇓ϕ ⇐↓↑
(
1 · t↓1ϕ

)
for ϕ ⇒ E(a).

(2.6)

This is an isomorphism of R onto its image

R• := OAn

[
t↓1ϕ : ϕ ⇒ E(a)

]

xi ·



ϕ⇒E(a)
t
bϕ ·uϕ,i
ϕ : 1 ∝ i ∝ n




→ OAn

[
t±ϕ : ϕ ⇒ E(a)

]
.

(2.7)

The image R• is a ZE(a)-graded Rees algebra on An; i.e. it is a finitely generated, quasi-coherent ZE(a)-graded
OAn-subalgebra

R• =
⊕

m⇒ZE(a)

Rm → OAn

[
t±ϕ : ϕ ⇒ E(a)

]

satisfying the following three conditions:

(i) R0 = OAn .
(ii) 1 · t↓1ϕ ⇒R• for all ϕ ⇒ E(a).
(iii) For every m ⇒ZE(a), we have Rm =

⋂
ϕ⇒E(a)Rmϕ ·eϕ .

Note that under (i), condition (ii) is equivalent to

(ii⇓) Rm+eϕ →Rm for every m ⇒ZE(a) and ϕ ⇒ E(a).
In particular, (ii) already implies the forward inclusion in (iii). Moreover, note that (iii) is redundant if
#E(a) = 1.

We usually make the identification R = R• and hence will not make any distinction between both sides of
(2.6). Occasionally, we neglect the negative degrees and only work with the NE(a)-graded part of R•, which
is an NE(a)-graded Rees algebra(4) on An.

(4)In other words, it is a finitely generated, quasi-coherent NE(a)-graded OAn -subalgebra
⊕

m⇒NE(a) Rm → OAn [tϕ : ϕ ⇒ E(a)]
satisfying (i), (ii⇓ ), and (iii), where the phrase “m ⇒ZE(a)” in the last two conditions is replaced by “m ⇒NE(a)”.
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Remark 2.21 (Alternative description of the proper transform). It is also under the interpretation in Sec-
tion 2.4.1 that the proper transform of a closed subscheme V (I ) →An under ϑa,b : Bla,bAn↑An has a
natural description. Namely, it is given by the similar-looking expression



(
SpecV (I )

(
R|V (I )

)
⊋V

(
Jεa

))
/ 

B
↓Ik

 GE(a)
m


 .

If one interprets this as the “multi-weighted blow-up of V (I ) along R|V (I )”, this description parallels that in
[Har77, Corollary II.7.15].

For Section 2.4.2 below only, let Y denote a k-variety; e.g. Y =An. In [Que20, Section 2.2] one defines
a one-to-one correspondence between non-zero, integrally closed, N-graded Rees algebras on Y and
idealistic exponents, see [Que20, Definition 2.7], over Y . This can be immediately promoted to a one-to-one
correspondence between non-zero, integrally closed, Nk-graded Rees algebras R• on Y and k-tuples
⇁ = (⇁ [ϕ]

: ϕ ⇒ [1, k]) of idealistic exponents over Y .

2.4.2. Tuples of idealistic exponents. Let ZR(Y ) denote the Zariski–Riemann space of Y , and let
ϑY : ZR(Y )↑ Y denote the morphism of locally ringed spaces which maps ν ⇒ ZR(Y ) to the center yν of ν
on Y ; see [Que20, Appendix A]. Then:

(a) Given a k-tuple ⇁ := (⇁ [ϕ]
: ϕ ⇒ [1, k]) of idealistic exponents over Y , let R

[ϕ]
• be the integrally closed,

N-graded Rees algebra on Y associated to each ⇁ [ϕ]. Then the integrally closed Nk-graded Rees

algebra R• :=
⊕

m⇒Nk Rm · tttm on Y associated to ⇁ is defined by Rm :=
⋂

ϕ⇒[1,k]R
[ϕ]
mϕ

for every
m ⇒Nk . In other words, for any open U → Y ,

Rm(U ) :=

g ⇒ OY (U ) :
ν(g) ↖mϕ ·

(
⇁ [ϕ]

)
ν
for every ν ⇒

ϑ↓1Y (U ) and ϕ ⇒ [1, k]

 .

(b) Conversely, to a non-zero, integrally closed, Nk-graded Rees algebra R• on Y , we associate a k-tuple
⇁ := (⇁ [ϕ]

: ϕ ⇒ [1, k]) of idealistic exponents over Y , where each ⇁ [ϕ] is the idealistic exponent over

Y associated to the non-zero, integrally closed, N-graded Rees algebra R
[ϕ]
• :=

⊕
m⇒NRm·eϕ · tm. In

other words, the stalk of ⇁ [ϕ] at each ν ⇒ ZR(Y ) is

(⇁ [ϕ]
)ν := min

{
1

mϕ
· ν(g) : 0 # g · tttm ⇒ (R•)yν with mϕ ↖ 1

}
.

Together, (a) and (b) give the desired one-to-one correspondence.

2.4.3. Under the above one-to-one correspondence, the NE(a)-graded part of R(a,b)• in (2.7) then

corresponds to the tuple ⇁(a,b) :=
(
⇁(a,b)[ϕ] : ϕ ⇒ E(a)

)
of #E(a) idealistic exponents over An, where each

⇁(a,b)[ϕ] is defined stalk-wise at each ν ⇒ ZR(An
) by

(2.8)
(
⇁(a,b)[ϕ]

)
ν
:= min

i⇒[1,n]
uϕ,i#0

(
1

bϕ ·uϕ,i
· ν(xi )

)
.

Following [Que20, Notation 2.12], we use the suggestive notation
(
x

1

bϕ ·uϕ,i
i : i ⇒ [1,n], uϕ,i # 0

)

to denote, for each ϕ ⇒ [1, k], the corresponding integrally closed, N-graded Rees algebra R(a,b)[ϕ].

Our next objective is to give a coordinate-free interpretation of the weak transform (see Definition 2.18) in
terms of the idealistic exponents in ⇁(a,b).
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2.4.4. Conventions. For the remainder of this section, fix a monomial ideal a on An and b ⇒NE(a)
>0 . Let

ϑ̃ := ϑ̃a,b denote the composition

Xε̂a

stack-theoretic↓↓↓↓↓↓↓↓↓↓↓↑
quotient

↑Bla,bA
n ϑa,b↓↓↓↑An.

For an ideal I on An (or Xε̂a
), let ⇁I denote the idealistic exponent over An (or Xε̂a

) associated to I ; see

[Que20, Sections 2.1–2.2]. Let ϑ̃↓1⇁ ·O denote the pull-back of ⇁ to Xε̂a
via ϑ̃. Unless otherwise mentioned,

set O := OXεa
, and set ⇁ [ϕ]

:= ⇁(a,b)[ϕ] for ϕ ⇒ E(a). For i ⇒ [1,n], also set ⇁ [i]
:= ⇁(xi ).

To reinterpret the weak transform, we begin with the following elementary lemma.

Lemma 2.22. For (kϕ)ϕ⇒εa(1)
⇒Nεa(1), the following statements are equivalent:

(i) ϑ̃↓1I ·O →∏
ϕ⇒εa(1)

(x⇓ϕ)
kϕ .

(ii) ϑ̃↓1⇁I ·O ↖
∑

ϕ⇒εa(1)
kϕ ·⇁(x⇓ϕ).

(i⇓) ϑ̃↓1I ·O → (x⇓ϕ)
kϕ for every ϕ ⇒ εa(1).

(ii⇓) ϑ̃↓1⇁I ·O ↖ kϕ ·⇁(x⇓ϕ) for every ϕ ⇒ εa(1).

Proof. The equivalence (i) ∋ (i⇓) is evident. The equivalences (i) ∋ (ii) and (i⇓) ∋ (ii⇓) follow from the
fact that if X is a normal variety, I is an ideal on X , and D is a divisor on X with underlying ideal ID ,
then ⇁D ∝ ⇁I if and only if ID ′ I . Indeed, by [Que20, Lemma A.1], both statements are equivalent to
I · I↓1D → OX . ↭

Our next goal is to provide a recharacterization of statement (ii⇓) in Lemma 2.22 in terms of idealistic
exponents over An. Before doing that, we need the following lemma.

Lemma 2.23. For each ϕ ⇒ εa(1), we have

ϑ̃↓1⇁ [ϕ] ·O ↖ ⇁(x⇓ϕ).

Proof. Let ν ⇒ ZR(Xε̂a
) be arbitrary. If ϕ = i ⇒ [1,n], then the lemma follows from

⇁(x⇓i ),ν = ν(x⇓i ) = ν(xi )↓
∑

ϕ⇒E(a)

(
bϕ ·uϕ,i

)
· ν

(
x⇓ϕ
)
∝ ν(xi ) =

(
ϑ̃↓1⇁ [i] ·O

)
ν
.

If instead ϕ ⇒ E(a), we have, for every 1 ∝ i ∝ n such that uϕ,i # 0,

⇁(x⇓ϕ),ν = ν
(
x⇓ϕ
)
=

1

bϕ ·uϕ,i
·



ν(xi )↓ ν(x⇓i )↓

∑

ϕ̃⇒E(a)⊋{ϕ}

(
bϕ̃ ·uϕ̃,i

)
· ν

(
x⇓ϕ̃
)



∝ 1

bϕ ·uϕ,i
· ν(xi ).

Taking the minimum over all such 1 ∝ i ∝ n, we obtain the lemma. ↭

2.4.5. More conventions. Let ZR(ϑ̃) : ZR(Xε̂a
)↑ ZR(An

) denote the morphism of Zariski–Riemann
spaces induced by ϑ̃; see [Que20, Appendix A.3]. For each ϕ ⇒ εa(1), let ν ⇓ϕ be the V (x⇓ϕ)-divisorial
valuation on Xε̂a

, and let νϕ = ZR(ϑ̃)(ν ⇓ϕ). By Section 2.1.3(i), νϕ(xi ) = bϕ · uϕ,i for every ϕ ⇒ εa(1) and
1 ∝ i ∝ n.

Proposition 2.24. For ϕ ⇒ εa(1) and k ⇒Q>0, the following statements are equivalent:

(i) ⇁I ↖ k ·⇁ [ϕ].
(ii) ϑ̃↓1⇁I ·O ↖ k ·⇁(x⇓ϕ).
(iii) ⇁I ,νϕ ↖ k

(
= k · (⇁ [ϕ]

)νϕ = k ·⇁(x⇓ϕ),ν ⇓ϕ
)
.
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Proof. The equivalence (i) △ (ii) follows from Lemma 2.23. For (ii) △ (iii), we localize the inequality in
(ii) at ν := ν ⇓ϕ to obtain ⇁I ,νϕ = (ϑ̃↓1⇁I ·O)ν ↖ k · ⇁Eϕ ,ν = k. For (iii) △ (i), note that (iii) says that for
f =

∑
a ca ·xxxa ⇒ I , we have

(2.9) min
ca#0



n∑

i=1

ai ·
(
bϕ ·uϕ,i

)
 = νϕ(f ) ↖ ⇁I ,νϕ ↖ k.

Then for arbitrary ν ⇒ ZR(An
) and f =

∑
a ca ·xxxa ⇒ I , we have

ν(f ) ↖min
ca#0



n∑

i=1

ai · ν(xi )
 ↖min

ca#0



n∑

i=1
uϕ,i#0

ai
(
bϕ ·uϕ,i

)( 1

bϕ ·uϕ,i
· ν(xi )

)


↖ (⇁ [ϕ]
)ν ·min

ca#0



n∑

i=1

ai
(
bϕ ·uϕ,i

)
 ↖ k · (⇁ [ϕ]

)ν ,

where the last inequality follows from (2.9). Therefore, ⇁I ,ν = min{ν(f ) : f ⇒ I } ↖ k · (⇁ [ϕ]
)ν . This proves

(i). ↭

Remark 2.25. The proof of Proposition 2.24 suggests that we should interpret ⇁I as the “Newton polyhedron
PI of I” and ⇁ [ϕ] as the “hyperplane

∑n
i=1 (bϕ ·uϕ,i ) · ei = k”. Then Proposition 2.24(i) translates to

the statement that “PI is bounded below by the hyperplane
∑n

i=1 (bϕ ·uϕ,i ) · ei = k” (see Definition 2.13).
Combining Lemma 2.22 and Proposition 2.24, we get a reinterpretation of Proposition 2.14(i) in terms of
idealistic exponents. This reinterpretation is justified by (2.9), which says that for every a ⇒ PI , we have
(bϕ ·uϕ) · a ↖ k.

Remark 2.26. Let us apply Proposition 2.24 to I = a. For every ϕ ⇒ εa(1), one can compute that ⇁a,νϕ =

bϕ ·Nϕ(a), so the proposition says ⇁a ↖ (bϕ ·Nϕ(a)) ·⇁ [ϕ]. In fact, sup{k ⇒Q>0 : ⇁a ↖ k ·⇁ [ϕ]} = bϕ ·Nϕ(a)

because whenever ⇁a ↖ k · ⇁ [ϕ], we have k ∝ ⇁a,νϕ = bϕ · Nϕ(a). By Lemma 2.22, we therefore have
ϑ̃↓1⇁a ·O ↖

∑
ϕ⇒E+(a) (bϕ ·Nϕ(a)) ·⇁(x⇓ϕ). In fact, Proposition 2.14(ii) says more: this inequality is an equality!

By the equivalences in Lemma 2.22 and Proposition 2.24, the following definition of the weak transform is
equivalent to Definition 2.18.

Definition 2.27 (Weak transform, revisited). Set O := OBla,bAn . The weak transform of an ideal I →
k[x1, . . . ,xn] under the multi-weighted blow-up ϑa,b : Bla,bAn↑An is

(ϑa,b)
↓1
↗ I :=

(
ϑ↓1a,bI ·O

)
·


ϕ⇒E+(a)

(
x⇓ϕ
)↓Kϕ(I ),

where for each ϕ ⇒ E+
(a), Kϕ(I ) is the largest natural number kϕ such that ⇁I ↖ kϕ · ⇁ [ϕ] (or equivalently,

⇁I ,νϕ ↖ kϕ).

3. Multi-weighted blow-ups: Canonical aspects

3.1. Canonicity of multi-weighted blow-ups, I

In this section we continue to follow the conventions in Section 2.1.1, and we endow An with the
logarithmic structure Nn ei ⇐↑xi↓↓↓↓↓↑ k[x1, . . . ,xn]. Let a• be an (N-graded) monomial Rees algebra on An, i.e. a
finitely generated, N-graded OAn-subalgebra a• =

⊕
m⇒N am · tm → OAn[t] such that a0 = OAn , am ′ am+1

for every m ⇒N and each am is a monomial ideal of k[x1, . . . ,xn].
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We give a definition of Bla•A
n, which generalizes the notion of BlaAn (see Definition 2.5) for a

monomial ideal a on An, before demonstrating that this notion is canonically associated to a•.

Definition 3.1 (Multi-weighted blow-ups along monomial Rees algebras). Fix a sufficiently large ↽ ⇒ N>0

such that the ↽th Veronese subalgebra a↽• of a• is generated in degree 1. The multi-weighted blow-up of An

along a• is then defined as

ϑa• : Bla•A
n
:= Bla↽ ,̃b

An
ϑa↽ ,̃b↓↓↓↓↑An,

where

b̃ :=




↽

gcd

(
↽,Nϕ(a↽)

) : ϕ ⇒ εa↽ (1)


 ⇒N

εa↽
(1)

>0

(see Remark 2.9). We endow Bla•A
n with the toroidal logarithmic structure “dictated by that of An

=

Spec(Nn ei ⇐↑xi↓↓↓↓↓↑ k[x1, . . . ,xn]) and its exceptional divisors”. Namely, it is obtained by descent from the
following toroidal logarithmic structure on Aεa(1) ⊋V (Jεa

):

Nεa(1)↑ k[x⇓
1
, . . . ,x⇓n]

[
x⇓ϕ : ϕ ⇒ E(a)

]
,

which sends eϕ to x⇓ϕ for every ϕ ⇒ εa(1).

Note that if a• is generated in degree 1, then Bla•A
n equals Bla1 A

n in Definition 2.5. It is also simple
but essential to verify the following.

Lemma 3.2. The definition of Bla•A
n does not depend on the choice of ↽ ⇒N>0 such that a↽• is generated in

degree 1.

Proof. Let ↽,L ⇒N>0 be such that both a↽• and aL• are generated in degree 1. By comparing a↽• and aL•
with a↽L•, we reduce to the case where L = r↽ for some r ⇒N>0. Then aL = (a↽)

r , and thus the normal fans
of a↽ and of aL are identical. In particular, εa↽ (1) = εaL(1). Lastly, note that Nϕ(aL) = r ·Nϕ(a↽) for every
ϕ ⇒ εa↽ (1) = εaL(1), so

↽
gcd(↽,Nϕ(a↽))

=
L

gcd(L,Nϕ(aL))
. ↭

Remark 3.3. Let a• denote the integral closure of a• in OAn[t]. By Remark 2.8, we then have Bla•A
n
=

Bla•A
n.

In particular, for any ↽ ⇒N>0 such that a↽• is generated in degree 1, let a1/↽↽ be the integral closure in
OAn[t] of the OAn-subalgebra generated by a↽ · t↽ := {xxxa : xxxa ⇒ a↽}; see [Que20, Notation 2.12]. Then

a1/↽↽ = a•

since they are both integrally closed and their ↽th Veronese subalgebras coincide. Hence, Bla•A
n
=

Bla1/↽↽
An.

In [Que20, Section 4] one also associates to a• the following blow-up.

Definition 3.4. The weighted toroidal blow-up of An along a• is the following stack-theoretic Proj (see [Ols16,
Section 10.2] or [QR22, Section 2]) over An:

Bla•A
n
:= Proj

An
(a•) :=


SpecAn(a•)⊋V (a+) / Gm

 -a•↓↓↓↑An,

where a+ is the ideal generated by the positive degrees of a• and the Gm-action is induced by the Z-grading
on a•. This is a Deligne–Mumford stack.
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3.1.1. Charts. Write a• = a1/↽ for a monomial ideal a on An and ↽ ⇒N>0 (see Remark 3.3). As v varies
over the vertices of Pa, the open substacks

D+

(
xxxv · t↽

)
:=


SpecAn

(
a•

(
xxxv · t↽

)↓1)
/ Gm



cover Bla•A
n; see (3.1) below. Here, D+(xxxv · t↽) is known as the (xxxv · t↽)-chart of Bla•A

n.
Note too that t↓↽ = xxxv · (xxxv · t↽)↓1 ⇒ a•[(xxxv · t↽)↓1]. Since a•[(xxxv · t↽)↓1] is integrally closed in OAn[t±],

we therefore have t↓1 ⇒ a•[(xxxv · t↽)↓1]. The exceptional divisor of Bla•A
n on D+(xxxw · tr ) is then given by

V (t↓1).

Remark 3.5. For various subtle reasons, we prefer to work instead with a “global” version of a•, namely the
extended Rees algebra aext• associated to a•. (In fact, such extended Rees algebras were simply referred to as
Rees rings or algebras; see [Ree58] or [Mat89, Section 15, Section 4].) The extended Rees algebra aext• is
defined as the Z-graded OAn-subalgebra

⊕
m⇒Z aextm · tm of OAn[t±] obtained by extending a• trivially in

negative degrees:

aextm =


am if m ↖ 0,

OAn if m < 0.

Since a•[(xxxv ·t↽)↓1] = aext• [(xxxv ·t↽)↓1] for every vertex v of Pa, Definition 3.12 continues to hold after replacing
a• with aext• :

Bla•A
n;r

:= Proj
An

(
aext•

)
:=

[
SpecAn

(
aext•

)
⊋V

(
aext+

)
/ Gm

]
.

In the above expression, the exceptional divisor of Bla•A
n;r can now be seen directly as the vanishing

locus of (t↓1) → aext• , without having to pass to charts; see Section 3.1.1. This is one way in which aext•
“globalizes” a•.

3.1.2. Logarithmic structure. The object Bla•A
n carries the toroidal logarithmic structure dictated

by that of An
= Spec(Nn ei ⇐↑xi↓↓↓↓↓↑ k[x1, . . . ,xn]) and the exceptional divisor, as demonstrated in [Que20,

Section 4].
To expound on this, write a• = a1/↽ for a monomial ideal a on An and ↽ ⇒N>0 (see Remark 3.3). Let

ω denote the saturation of the submonoid of Nn ∞Z generated by Nn+1 and (v,↓↽) for vertices v of Pa.
Recall from Remark 2.8(i) that

(3.1) a = (xxxv : v vertex of Pa) = (xxxvς : ς maximal cone of εa).

Therefore, the assignment

ei ⇐↑

xi for 1 ∝ i ∝ n,

t↓1 for i = n+1

defines the following isomorphisms:

(3.2)

k[Nn ∞Z] OAn[t±]

k[ω ] aext• .

∈

∈

The bottom row defines an isomorphism Spec(k[ω ])
∈↓↑ SpecAn(aext• ). The former has the toroidal loga-

rithmic structure ω ω↑ k[ω ] and hence defines a toroidal logarithmic structure on SpecAn(aext• )⊋V (aext+ ) →
SpecAn(aext• ). The toroidal logarithmic structure on Bla•A

n is then obtained by descent.
We can now state the main goal of this section.

Proposition 3.6. The object Bla•A
n is the canonical smooth, toroidal Artin stack over Bla•A

n.
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The canonicity asserted in Proposition 3.6 is in the sense of Satriano in [Sat13], which we will now recall
in detail.

3.1.3. Given a toroidal k-scheme Y , Satriano demonstrates in [Sat13, Section 3] that there is a smooth,
toroidal Artin stack Y over Y , which satisfies the following universal property. Any sliced resolution, see
[Sat13, Definition 2.6], from a fine and saturated (fs) logarithmic scheme (T ,MT ) to (Y,MY ) factors uniquely
as a strict morphism (T ,MT )↑ (Y ,MY ) followed by (Y ,MY )↑ (Y,MY ). We call Y ↑ Y the canonical
smooth, toroidal Artin stack over Y .

In [Sat13, Proposition 3.1] Satriano gives the following local description of Y ↑ Y . Let Y = Spec(ω ω↑
k[ω ]) for a sharp, toric monoid ω . Let C(ω ) denote the rational cone generated by ω in MR := ωgp ↙Z R,
and C(ω )⇔ be the dual cone in NR :=M⇔R . For an extremal ray ϕ of C(ω )⇔, we denote by uϕ the first lattice
point on ϕ.

Let F denote the free monoid on the set S of extremal rays ϕ of C(ω )⇔, and consider ▷ : ω ω↑ F defined by

(3.3) v ⇐↓↑ (uϕ · v)ϕ⇒S for v ⇒ ω → C(ω ).

Then ▷ is a minimal free resolution, in the sense of [Sat13, Definition 2.3]. Setting D(↓) := HomGrp↓Sch(↓,Gm),
▷ induces the morphism

[
Spec(F ω↓↓↑ k[F]) / D(Fgp/ωgp)

]
↓↑ Spec(ω ω↑ k[ω ]),

which is Y ↑ Y .

Remark 3.7. By descent, Satriano’s demonstration immediately generalizes for a toroidal Artin stack Y over k.
We may appeal to descent because Satriano’s construction commutes with strict, smooth morphisms. More
precisely, given a strict morphism f : Ỹ ↑ Y between toroidal Artin stacks, the canonical smooth, toroidal
Artin stack over Ỹ is the Cartesian product Ỹ ≃Y Y in the category of fs logarithmic Artin stacks, where
Y ↑ Y is the canonical smooth, toroidal Artin stack over Y . This can be seen using the universal property
in Section 3.1.3. Indeed, it suffices to note that given any sliced resolution g : T ↑ Ỹ , the composition
g ▽ f : T ↑ Y is still a sliced resolution because the induced morphism M Y,f (p)↑M Ỹ ,p is an isomorphism

for all geometric points p of Ỹ . Thus, g ▽f factors uniquely as T
strict↓↓↓↓↑ Y ↑ Y , and hence g factors uniquely

as T
strict↓↓↓↓↑ Y ≃Y Ỹ ↑ Ỹ .

In particular, Satriano’s construction can be explicated for a toric Artin stack Y arising from a stacky cone
(ς ,ϖ); see [GS15, Definition 2.4]. Here, ϖ is a homomorphism of lattices N ↑ L with finite cokernel, and
we assume ς is a strongly convex, rational cone in NR := N ↙Z R. The dual morphism ϖ⇔ : L⇔ ↑ N⇔ is
injective, and the dual cone ς⇔ in N⇔R yields the sharp, toric monoid ω := ς⇔ ↘N⇔ and hence gives rise
to the affine toric variety Spec(ω ω↑ k[ω ]). We then get the toric stack Y := [Spec(ω ω↑ k[ω ]) / G], where
G :=D(Coker(ϖ⇔)) acts as a subgroup of the torus TN :=D(N ) (with D(↓) := HomGrp↓Sch(↓,Gm)).

3.1.4. With the above notation, the canonical smooth, toroidal Artin stack Y over Y can be constructed
as follows. Let F denote the monoid on the set S of extremal rays ϕ of ς = C(ω )⇔, and set N⇔F := Fgp. The
same rule as in (3.3) defines an embedding of lattices ◁⇔ : N⇔ ω↑ N⇔F , which restricts to a minimal free
resolution ▷ : ω ω↑ F and fits in the commutative diagram

(3.4)

0 L⇔ N⇔F Coker

(
ϖ⇔F

)
0

0 L⇔ N⇔ Coker(ϖ⇔) 0.

ϖ⇔F

ϖ⇔
◁⇔

The stacky cone (ςstd,ϖF), where ςstd is the standard cone on NF and ϖF : NF ↑ L is the dual of ϖ⇔F , then
induces the corresponding smooth toric stack [Spec(F ω↑ k[F]) / GF], where GF :=D(Coker(ϖF)) acts as
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a subgroup of the torus TNF
:=D(NF) (with D(↓) := HomGrp↓Sch(↓,Gm)). Finally, the above commutative

diagram induces the toric morphism
[
Spec(F ω↓↓↑ k[F]) / GF

]
↓↑

[
Spec(ω ω↓↓↑ k[ω ]) / G

]
,

which is Y ↑ Y .

Proof of Proposition 3.6. Without loss of generality (see Remark 3.3), we may replace a• by a•. Write a• = a1/↽

for a monomial ideal a onAn and ↽ ⇒N>0. Our approach is to first carry out the construction in Section 3.1.4
for the toric Artin stack

M :=


SpecAn

(
ω ω↓↓↑ k[ω ]

∈↓↓↓↑
(3.2)

aext•

)
/ Gm



before doing the same for Bla•A
n, which is a strict, open substack of M.

3.1.5. Step 1. By definition, the toric Artin stack M arises from the stacky cone (ς ,ϖ), whose dual is
given by

ϖ⇔ = (1Zn ,0) : Zn ω↓↓↑Zn+1 and ς⇔ ↘Zn+1
= ω ;

i.e. ς := C(ω )⇔ → Rn+1, and ϖ : Zn+1↑Zn is the projection onto the first n factors. Next, the extremal rays
of ς are the normal rays to the facets of C(ω ), and so the set S of their first lattice points is the disjoint
union of

(i) {ei : 1 ∝ i ∝ n} and
(ii)

{
ũϕ :=

(
↽

gcd(↽,Nϕ(a))
·uϕ,

Nϕ(a)
gcd(↽,Nϕ(a))

)
: ϕ ⇒ εa(1) with Nϕ(a) > 0

}
.

Indeed, (i) is evident since the coordinate hyperplanes ei = 0 (1 ∝ i ∝ n) intersect C(ω ) in facets. For (ii),
note that the intersection of C(ω ) with the hyperplane en+1 = ↓↽ is canonically identified with Pa, and the
(non-empty) intersection of every other facet of C(ω ) with this hyperplane en+1 = ↓↽ corresponds to a unique
facet Hϕ of Pa satisfying Nϕ(a) > 0.

3.1.6. Step 2. Let us rewrite S as the disjoint union of the following sets:

(i) S1 := {ei : 1 ∝ i ∝ n with Ni(a) > 0} and
(ii) S2 :=

{
ũϕ :=

(
↽

gcd(↽,Nϕ(a))
·uϕ,

Nϕ(a)
gcd(↽,Nϕ(a))

)
: ϕ ⇒ εa(1)

}
.

We take the indexing set of S2 to be εa(1) and denote the indexing set of S1 by I := {1 ∝ i ∝ n : Ni(a) > 0}.
By Section 3.1.4, the canonical smooth, toroidal Artin stack M over M arises from the stacky cone

(ςstd,ϖF), where ςstd is the standard cone on ZI∞Zεa(1), and the dual of ϖF fits in the following commutative
diagram:

(3.5)
0 Zn ZI ∞Zεa(1) Coker

(
ϖ⇔F

)
0

0 Zn Zn+1 Z 0.

ϖ⇔F

ϖ⇔

◁⇔

Here the matrix of ◁⇔ has rows given by ei for i ⇒ I and ũϕ for ϕ ⇒ εa(1), and the matrix of ϖ⇔F is obtained
by deleting the last column of the matrix of ◁⇔. Recall that ◁⇔ restricts to a minimal free resolution
▷ : ω ω↑NI ∞Nεa(1). Explicitly,

M =

[
Spec

(
NI ∞Nεa(1) ω↓↓↑ k [0i : i ⇒ I ]

[
x⇓ϕ : ϕ ⇒ εa(1)

])
/ D

(
Coker

(
ϖ⇔F

))]

and M ↑M is induced by

(3.6) xi ⇐↓↑ 0i ·


ϕ⇒εa(1)

(
x⇓ϕ
) ↽
gcd(↽,Nϕ (a))

·uϕ,i and t↓1 ⇐↓↑


ϕ⇒εa(1)

(
x⇓ϕ
) Nϕ (a)
gcd(↽,Nϕ (a)) ,
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where 0i := 1 whenever i ⇒ [1,n]⊋ I .

3.1.7. Step 3. We show, in this step, the following strengthening of Proposition 3.6.

Proposition 3.8. Let a• = a1/↽ for some monomial ideal a on An and ↽ ⇒N>0. For every maximal cone ς of
εa, the chart D+(ς) →Bla•A

n is the canonical smooth, toroidal Artin stack over D+(xxxvς · t↽) →Bla•A
n.

Proof of Proposition 3.8. Since D+(xxxvς · t↽) is a strict, open substack of M, Remark 3.7 says that the canonical

smooth, toroidal Artin stack over D+(xxxvς · t↽) is Mς := D+(xxxvς · t↽)≃M M
strict, open
ω↓↓↓↓↓↓↓↑M . To explicate Mς ,

note that by (3.6), we have

xxxvς · t↽ ⇐↓↑


i⇒I
0
vς ,i

i ·


ϕ⇒εa(1)

(
x⇓ϕ
) ↽
gcd(↽,Nϕ (ς))

·(
∑n

i=1 vi ·uϕ,i↓Nϕ(a)),

where vς ,i ↖ Ni(a) > 0 for all i ⇒ I and
∑n

i=1 vi ·uϕ,i ↓Nϕ(a) > 0 if and only if vς ! Hϕ, i.e. ϕ " ς (see
Section 2.1.1). Therefore, Mς is equal to

[
Spec

(
NI ∞Nεa(1) ↓↑ k

[
0±i : i ⇒ I

] [
x⇓ϕ : ϕ ⇒ εa(1)

] [
(x⇓ς )

↓1]) / D
(
Coker

(
ϖ⇔F

))]
.

For every i ⇒ I , note that the image of ei in Coker(ϖ⇔F ) (= the weight of 0i under the Coker(ϖ⇔F )-grading)
has infinite order. Therefore, by Lemma A.1, we have

Mς =

[
Spec

(
Nεa(1) ↓↑ k

[
x⇓ϕ : ϕ ⇒ εa(1)

] [
(x⇓ς )

↓1]) / D
(
Coker

(
ϖ̃⇔

))]
,

where ϖ̃⇔ is the composition Zn
ϖ⇔F
ω↓↓↑ZI ∞Zεa(1)

projection↓↓↓↓↓↓↓↓↑↑Zεa(1) and D(Coker(ϖ̃⇔)) acts as a subgroup of
the torus D(Zεa(1)) = TZεa(1) .

Since the matrix of ϖ̃⇔ has rows given by ↽
gcd(↽,Nϕ(a))

· uϕ for ϕ ⇒ εa(1), it follows by definition that

Mς =D+(ς) →Bla•A
n (this also means that their logarithmic structures coincide). ↭

Finally, as ς varies over all maximal cones of εa, the charts D+(ς) coverBla•A
n and the charts D+(xxxvς ·t↽)

cover Bla•A
n. Since Satriano’s construction is canonical, this completes the proof of Proposition 3.6. ↭

Remark 3.9. Let a• = a1/↽ be as before. Then the morphism

Bla•A
n
=

[
Spec

(
k[x⇓

1
, . . . ,x⇓n]

[
x⇓ϕ : ϕ ⇒ E(a)

])
⊋V

(
Jεa

)
/ D

(
Coker

(
ϖ̃⇔

))]

Bla•A
n
=

[
Spec

(
aext•

)
⊋V

(
aext+

)
/ Gm

]

is induced by

xi ⇐↓↑ (x⇓i )
↽

gcd(↽,Nϕ (a)) ·


ϕ⇒E(a)
(x⇓ϕ)

↽
gcd(↽,Nϕ (a))

·uϕ,i for 1 ∝ i ∝ n,

t↓1 ⇐↓↑


ϕ⇒εa(1)

(
x⇓ϕ
) Nϕ (a)
gcd(↽,Nϕ (a)) .

(3.7)

Remark 3.10. The morphism Bla•A
n↑Bla•A

n is evidently toric (in particular, logarithmically smooth)
and birational. Since ϑa• : Bla•A

n↑An is universally closed (see Remark 2.6) and -a• : Bla•A
n↑An is

proper (since its coarse moduli space is proper over An), we deduce that Bla•A
n↑Bla•A

n is universally
closed. Therefore, it is also surjective since it is dominant and closed. Finally, as a birational morphism, it is
small; i.e. it has no exceptional divisors. This can be seen from Remark 3.9 or directly from the fact that
Bla•A

n is normal, whence smooth in codimension 1.
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Remark 3.11. If a• is generated in degree ↽, the coarse moduli space of Bla•A
n is the schematic blow-up

Bla↽ A
n of An along a↽ . We claim that this coincides with the good moduli space Xεa↽

of Bla•A
n. The

reader can check this computationally, but we propose a more direct approach. By [Alp13, Theorem 6.6],
there exists a unique morphism ▷ : Xεa↽

↑ Bla↽ A
n making the following diagram commute:

Bla•A
n Xεa↽

Bla•A
n Bla↽ A

n.

good moduli space

▷

coarse moduli space

It remains to note that ▷ is a birational and integral morphism between normal schemes and hence an
isomorphism; see [Sta24, 0AB1]. Indeed, ▷ is birational because Bla•A

n ↑ Bla•A
n is an isomorphism

above An ⊋V (a1) →An. To see that ▷ is integral, it suffices, by [Sta24, 01WM], to observe that:

(i) ▷ is affine; indeed, for every vertex v of Pa↽ , the preimage of the coarse space of D+(xxxv · t↽) →Bla•A
n

is the good moduli space of D+(v) →Bla•A
n (see Proposition 3.8), and they are both affine;

(ii) ▷ is universally closed since Bla•A
n ↑ Bla↽ A

n is universally closed by Remark 3.10 and [Ols16,
Theorem 11.1.2(ii)], and good moduli spaces remain surjective after any schematic base change; see
[Alp13, Propositions 4.7(i) and 4.16(i)].

3.2. Canonicity of multi-weighted blow-ups, II

We consider in this section a slightly more general setting than in Section 3.1. Given 0 ∝ r ∝ n, we instead
endow An with the following logarithmic structure:

An;r
:= Spec(Nr ↓↑ k[x1, . . . ,xn↓r ,xn↓r+1, . . . ,xn]),

ei ⇐↓↑ xn↓r+i

where we underline xi for i > n↓ r to emphasize that they are monomial coordinates on An;r (see Remark 4.1)
and differentiate them from the ordinary coordinates x1, . . . ,xn↓r . Note that the case r = n was considered in
Section 3.1.

3.2.1. Conventions. On An;r we consider an ideal of the form

j =
(
xa1
1
, . . . ,xakk ,a

)
,

where 0 ∝ k ∝ n ↓ r, ai ⇒N>0, and a is a monomial ideal on An;r in the sense of Section 4.1.6; i.e. a is
generated by monomials in xn↓r+1, . . . ,xn.

We set ↽ := lcm(a1, . . . , ak) (this is 1 if k = 0), set wi :=
↽
ai

for 1 ∝ i ∝ k, and set j• := j1/↽ :=

(x1/w1

1
, . . . ,x1/wk

k ,a1/↽); i.e. the integral closure in OAn[t] of the OAn-subalgebra generated by {xi · twi : 1 ∝
i ∝ k} and a · t↽ ; see [Que20, Notation 2.12]. Then j• is an integrally closed (N-graded) Rees algebra on An.
Analogously to Definition 3.4, we have the following.

Definition 3.12. The weighted toroidal blow-up of An;r along j• is the stack-theoretic Proj over An;r :

Blj•
An;r

:= Proj
An

(
j•
)
:=

[
SpecAn

(
j•
)
⊋V

(
j
+

)
/ Gm

] -j•↓↓↓↑An;r ,

where j
+
is the ideal generated by the positive degrees of j• and the Gm-action is induced by the Z-grading

on j•. Analogously to Section 3.1.2, this is a toroidal Deligne–Mumford stack under the logarithmic structure
dictated by that of An;r and the exceptional divisor; see Section 3.2.3 or [Que20, Section 4].

http://stacks.math.columbia.edu/tag/0AB1
http://stacks.math.columbia.edu/tag/01WM
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3.2.2. Charts of Blj•
An;r . By the same explanation as in Section 3.1.1, Blj•

An;r is covered by the
following charts:

(i) D+ (xi · twi ) =

[
SpecAn

(
j•
[
(xi · twi )

↓1]) / Gm

]
for 1 ∝ i ∝ k and

(ii) D+

(
xxxv · t↽

)
=


SpecAn

(
j•

(
xxxv · t↽

)↓1)
/ Gm


for vertices v of Pa.

Similarly to before, V (t↓1) is the exceptional divisor on each chart.

3.2.3. Logarithmic structure on Blj•
An;r . Let ω denote the saturation of the submonoid of Nn ∞Z

generated by Nn+1, (ei ,↓wi ) for 1 ∝ i ∝ k, and (v,↓↽) for vertices v of Pa. Then the assignment

ei ⇐↓↑

xi for 1 ∝ i ∝ n,

t↓1 for i = r +1

defines the following isomorphisms:

(3.8)

k[Nn ∞Z] OAn[t±]

k[ω ] jext• ,

∈

∈

where jext• denotes the extended Rees algebra associated to j•; see Remark 3.5. Next, consider the following
submonoids of ω :

(i) ω1 denotes the submonoid generated by (ei ,↓wi ) for 1 ∝ i ∝ k and (ei ,0) for k < i ∝ n↓ r .
(ii) ω2 denotes the saturation of the submonoid generated by Nr+1 and (v,↓↽) for every vertex v of Pa.

Then ω2 ω↑ k[ω ] defines, via (3.8), a logarithmic structure on SpecAn(jext• )⊋V (jext
+

) → SpecAn(jext• ), which

descends to the logarithmic structure on Blj•
An;r

=

[
SpecAn(jext• )⊋V (jext

+
)⊋Gm

]
. To see that Blj•

An;r is
toroidal, it suffices to observe that ω = ω1 ∞ ω2 and moreover that ω1 is a free monoid of rank n↓ r whose
free generators form part of a basis of ωgp =Zn+1.

Remark 3.13. Let us remark on our choice to work with jext• instead of j• in Section 3.2.3. One can still
define, in a similar fashion, a logarithmic structure on SpecAn(j•)⊋V (j

+
) → SpecAn(j•) which descends to

the same logarithmic structure on Blj•
An;r . However, it is not evident, without passing to charts, that the

logarithmic structure on SpecAn(j•)⊋V (j
+
) is toroidal. This is a second way in which jext• “globalizes” j•;

see Remark 3.5.

3.2.4. Logarithmic structure on BljAn. On the other hand, we may also consider BljAn as defined
in Section 1.1. For the next proposition, we endow BljAn with the toroidal logarithmic structure obtained
by descent from the following toroidal logarithmic structure on Aεj(1) ⊋V (Jεj

):

Nr ∞NE(j) ↓↑ k[x⇓
1
, . . . ,x⇓n↓r ,x

⇓
n↓r+1, . . . ,x

⇓
n]
[
x⇓ϕ : ϕ ⇒ E(j)

]
,

which sends ei to x⇓n↓r+i for 1 ∝ i ∝ r, and eϕ to x⇓ϕ for ϕ ⇒ E(j). We denote by BljAn;r the resulting
logarithmic Artin stack. Using the language introduced in Section 3.1.3, we can now state the main objective
of this section.

Proposition 3.14. The object BljAn;r is the canonical smooth, toroidal Artin stack over Blj•
An;r .

We prove this via Proposition 3.6 and the following digression.
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3.2.5. We return to the discussion in Section 3.1.4. Adopting the notation there, we suppose further that
N⇔ =N⇔

1
∞N⇔

2
for sublattices N⇔i →N⇔, and hence ω = ω1 ∞ ω2 for the submonoids ωi := ω ↘N⇔i → ω such

that ω1 is a free monoid of finite rank satisfying ω
gp

1
=N⇔

1
; i.e. its free generators form a basis of N⇔

1
. We

redefine Y as
Y :=

[
Spec(ω2 ω↓↓↑ k[ω ]) / G

]
,

which is a toroidal Artin stack by hypothesis. As before, our goal here is to explicate the canonical smooth,
toroidal Artin stack Y over Y .

Recall that in Section 3.1.4, F denotes the free monoid on the set S of extremal rays ϕ of ς , N⇔F denotes
Fgp, and we defined an embedding of lattices ◁⇔ : N⇔ ω↑N⇔F which restricts to a minimal free resolution
▷ : ω ω↑ F. We claim that there exist free submonoids Fi → F such that the following hold:

(i) F = F1 ∞F2.
(ii) Set N⇔Fi := F

gp

i . Then ◁⇔ : N⇔ ∈↓↑N⇔F decomposes as ◁⇔
1
∞◁⇔

2
, where ◁⇔

1
= ◁⇔|N⇔

1
: N⇔

1

∈↓↑N⇔F1 , which
restricts to ▷1 : ω1

∈↓↑ F1, and ◁⇔
2
= ◁⇔|N⇔

2
: N⇔

2
ω↑ N⇔F2 , which restricts to a minimal free resolution

▷2 : ω2 ω↑ F2. Moreover, ▷ = ▷1 ∞ ▷2.
Combining this claim with (3.4) yields the logarithmically smooth morphism

[
Spec(F2 ω↓↓↑ k[F]) / GF

]
↓↑

[
Spec(ω2 ω↓↓↑ k[ω ]) / G

]

and moreover shows that it is Y ↑ Y .

Proof of the claim. For i = 1,2, let ςi denote the dual cone in N of C(ωi ) →N⇔i →N⇔, and let ς ⇓i denote the
dual cone in Ni of C(ωi ) →N⇔i . Since ω = ω1 ∞ ω2 →N⇔

1
∞N⇔

2
=N⇔, we have ς = ς1 ↘ς2 with

ς1 = ς ⇓
1
∞N⇔

2
and ς2 =N⇔

1
∞ς ⇓

2
.

Thus, we may decompose S = S1 ̸ S2, where Si is the set of extremal rays of ςi . For i = 1,2, let Fi denote
the free monoid on Si . Then part (i) is immediate, while part (ii) follows from the definition of ◁⇔ (in
Section 3.1.4), together with the following pair of observations:

(i) {uϕ : ϕ ⇒ S1} = {(uϕ,0) : ϕ extremal ray of ς ⇓
1
},

(ii) {uϕ : ϕ ⇒ S2} = {(0,uϕ) : ϕ extremal ray of ς ⇓
2
},

where uϕ denotes the first lattice point on ϕ. ↭

Proof of Proposition 3.14. It suffices to assume k ↖ 1, or else we are in the situation of Proposition 3.6. We
may also assume a # 0, or else Blj•

An is already smooth over k and is equal to BljAn; see Example 2.10.
Our approach is to first revisit Section 3.1.6 for the toric Artin stack

M :=


SpecAn

(
ω ω↓↓↑ k[ω ]

∈↓↓↓↑
(3.8)

jext•

)
/ Gm



before using Section 3.2.5 to deduce the canonical smooth, toroidal Artin stack over

M⇓ :=

SpecAn

(
ω2 ω↓↓↑ k[ω ]

∈↓↓↓↑
(3.8)

jext•

)
/ Gm


,

which contains Blj•
An;r as a strict, open substack.

3.2.6. Step 1. Before revisiting Section 3.1.6 for M, let us first establish the following lemma.

Lemma 3.15. Assume k ↖ 1 and a # 0. For any ϕ ⇒ E(j),
(i) ↽ divides Nϕ(j);
(ii) the corresponding facet Hϕ of Pj contains the vertices {ai · e⇔i : 1 ∝ i ∝ k}; in other words, ai ·uϕ,i =Nϕ(j)

for every 1 ∝ i ∝ k;
(iii) uϕ,i = 0 for every k < i ∝ n↓ r .
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Proof. Let ϕ ⇒ E(j). Let Hϕ denote the corresponding facet of Pj, whose affine span is given by
∑n

i=1uϕ,i · ei =
Nϕ(j).

On one hand, note that Pj ↘ {en↓r+1 = · · · = en = 0} is the Newton polyhedron Px of x := (xa1
1
, . . . ,xakk ) →

k[x1, . . . ,xn↓r ] and that there is only one ray ϕ̃ ⇒ E+
(x), whose corresponding facet Hϕ̃ of Px has the affine

span
∑k

i=1
↽
ai
· ei = ↽.

On the other hand, Hϕ ↘ {en↓r+1 = · · · = en = 0} is a facet of Px whose affine span is
∑n↓r

i=1 uϕ,i · ei =Nϕ(j).
Since ϕ ⇒ E(j), we must have Nϕ(j) > 0, so the facet of Px in the preceding sentence must be Hϕ̃ in the

preceding paragraph. By comparing equations and noting that gcd
(
↽
ai
: 1 ∝ i ∝ k

)
= 1, part (i) follows.

Parts (ii) and (iii) are now also immediate. ↭

Let us note in addition that since k ↖ 1 and a # 0, then E+
(j) = E(j); i.e. Ni(j) = 0 for all i ⇒ [1,n].

Therefore, combining Section 3.1.6 with the above observations, we see that the canonical smooth, toroidal
Artin stack M over M arises from the stacky cone (ςstd,ϖF), where ςstd is the standard cone on Zεj(1) and
the dual of ϖF fits in the following commutative diagram:

(3.9)
0 Zn Zεj(1) Coker

(
ϖ⇔F

)
0

0 Zn Zn+1 Z 0.

ϖ⇔F

ϖ⇔

◁⇔

Here, the matrix of ◁⇔ has rows given by
(
uϕ,

Nϕ(j)
↽

)
for ϕ ⇒ εj(1), and the matrix of ϖ⇔F has rows given by

uϕ for ϕ ⇒ εj(1). Explicitly,

M =

[
Spec

(
Nεj(1) ↓↑ k

[
x⇓ϕ : ϕ ⇒ εj(1)

])
/ D

(
Coker

(
ϖ⇔F

))]
,

and M ↑M is induced by

(3.10) xi ⇐↓↑ xi ·


ϕ⇒E(j)

(
x⇓ϕ
)uϕ,i and t↓1 ⇐↓↑



ϕ⇒E(j)

(
x⇓ϕ
)Nϕ (j)

↽ .

3.2.7. Step 2. By Lemma 3.15(ii), we have, for every 1 ∝ i ∝ k,

◁⇔(ei ,↓wi ) = ei +
∑

ϕ⇒E(j)

(
uϕ,i ↓

Nϕ(j)

ai

)
· eϕ = ei ;

i.e. (3.10) maps xi · twi to x⇓i . By part (iii) of the same lemma, we have, for every k < i ∝ n↓ r, ◁⇔(ei ,0) = ei ;
i.e. (3.10) maps xi to x⇓i . Therefore, ◁

⇔ maps ω1 isomorphically onto N[1,n↓r] →Zεj(1).
On the other hand, it is plain that ◁⇔ maps ω2 into N[n↓r+1,n]∞NE(j) →Zεj(1). By Section 3.2.5, we know

◁⇔|ω2 is a minimal free resolution of ω2, and the canonical smooth, toroidal Artin stack M
⇓ over M⇓ is the

stack quotient of

Spec

(
N[n↓r+1,n] ∞NE(j) ↓↑ k[x⇓

1
, . . . ,x⇓n↓r ,x

⇓
n↓r+1, . . . ,x

⇓
n]
[
x⇓ϕ : ϕ ⇒ E(j)

])

by the action of D(Coker(ϖ)⇔) →D(Zεj(1)) = TZεj(1) .

3.2.8. Step 3. By Remark 3.7, the canonical smooth, toroidal Artin stack over Blj•
An;r is

Blj•
An;r ≃M⇓ M ⇓ strict, open

ω↓↓↓↓↓↓↓↑M
⇓ ,
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which is schematically identical(5) to Blj•
An;n ≃M M , i.e. the canonical smooth, toroidal Artin stack over

Blj•
An;n. By Proposition 3.6 and Lemma 3.15(i), the latter is BljAn;n. Therefore, the former is BljAn with

the logarithmic structure induced from that of M
⇓ , i.e. BljAn;r . ↭

Remark 3.16. The morphism BljAn;r ↑Blj•
An;r is logarithmically smooth. Of course, it also satisfies all

the schematic properties listed in Remarks 3.10 and 3.11.

Remark 3.17. It is possible to say more in Lemma 3.15. First we note that Pj ↘ {e1 = · · · = en↓r = 0} is the
Newton polyhedron Pa of a → k[xn↓r+1, . . . ,xn]. Correspondingly, for ϕ ⇒ E(j), Hϕ↘{e1 = · · · = en↓r = 0} must
be a facet Hϕ of Pa (for some ϕ ⇒ εa(1)). Moreover, since Nϕ(j) > 0, we must have Nϕ(a) > 0. Then ϕ ⇐↑ ϕ
sets up a one-to-one correspondence E(j) = E+

(j) ∈↓↑ E+
(a). Through this correspondence, Lemma 3.15 can

be supplemented as follows:

uϕ,i =
↽

gcd(↽,Nϕ(a))
·uϕ,i for n↓ r < i ∝ n,

Nϕ(j) =
↽Nϕ(j)

gcd(↽,Nϕ(a))
.

In particular, the number
Nϕ(j)
↽ in (3.10) is equal to

Nϕ(a)
gcd(↽,Nϕ(a))

.

Corollary 3.18. Suppose that a1 divides lcm(a2, . . . , ak) (this is 1 if k = 1). Let An↓1;r
= V (x1) →An;r , and set

j1 := j|V (x1) = (xa2
2
, . . . ,xakk ,a) → k[x2, . . . ,xn↓r ,xn↓r+1,xn]. Then the proper transform V (x⇓

1
) of V (x1) →An;r

under ϑj : BljAn;r ↑An;r is canonically identified with ϑj1 : Blj1 A
n↓1;r ↑An↓1;r .

Proof. We saw at the start of Section 3.2.7 that V (x1 · tw1)≃Blj•
An;r BljAn;r

= V (x⇓
1
). Thus, by Remark 3.7,

V (x⇓
1
) is the canonical smooth, toroidal Artin stack over V (x1 · tw1).

On the other hand, V (x1 · tw1), being the proper transform of An↓1;r
= V (x1) →An;r under Blj•

An;r ↑
An;r , is equal to Blj

1•
An↓1;r , where j

1• = j•|V (x1) = j1/↽
1

; see [Que20, Lemma 4.6]. By hypothesis, ↽ =

lcm(a2, . . . , ak), whence Proposition 3.14 implies that the canonical smooth, toroidal Artin stack over
V (x1 · tw1) is also Blj1 A

n↓1;r . Combining this with the preceding paragraph, we deduce the corollary. ↭

To lift the hypothesis in Corollary 3.18, one needs to consider a natural extension of the discussion in this
section, which we do not need for the purposes of this paper. Nevertheless we treat this briefly below.

3.2.9. Slightly more generally, for any c ⇒N>0, we may consider j1/c• := j1/c↽ := (x1/cw1

1
, . . . ,x1/cwk

k ,a1/c↽),

i.e. the integral closure in OAn[t] of the OAn-subalgebra generated by {xi · tcwi : 1 ∝ i ∝ k} and a · tc↽ .
Schematically, the multi-weighted blow-up of An;r along j1/c• is defined as

ϑj1/c•
: Blj1/c•

An
:= Blj,bA

n ϑj,b↓↓↓↑An,

where

b :=




c↽

gcd

(
c↽,Nϕ(j)

) : ϕ ⇒ E(j)

 =




c

gcd

(
c,

Nϕ(j)
↽

) : ϕ ⇒ E(j)



.

The same toroidal logarithmic structure on Aεj(1) ⊋ V (Jεj
) as in Section 3.2.4 descends to a toroidal

logarithmic structure on Blj1/c•
An. We denote by Blj1/c•

An;r the resulting logarithmic Artin stack. If c = 1,

note that Blj•
An;r

= BljAn;r . Then:

(5)Schematically (i.e. forgetting any logarithmic structures), the morphisms M ↑M and M
⇓ ↑M⇓ are identical, and so are

Blj•
An;n and Blj•

An;r .
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(i) By the same method of proof as for Proposition 3.14, it is the canonical smooth, toroidal Artin stack
over Blj1/c•

An;r
:= Proj

An

(
j1/c•

)
.

(ii) Corollary 3.18 has the following natural generalization, with the same proof. Let An↓1;r
= V (x1) →

An;r and j1 = j|V (x1), so that j
1• = j1/↽1

1
, where ↽1 := lcm(a2, . . . , ak) (:= 1 if k = 1). Then the proper

transform V (x⇓
1
) of V (x1) →An;r under ϑj1/c•

: Blj1/c•
An;r ↑An;r is ϑj1/cc

⇓
1•

: Blj1/cc
⇓

1•
An↓1;r ↑An↓1;r ,

where c⇓ := ↽
↽1
.

4. Logarithmic resolution via multi-weighted blow-ups

4.1. Recollections

We begin by briefly reviewing the relevant aspects from [Que20]. Unless otherwise stated, Y denotes a
strict toroidal k-scheme, see [Que20, Definition B.6], with logarithmic structure MY ↑ OY . Let I → OY be
a (coherent) ideal on Y .

In Sections 4.1.1–4.1.3 below we recall some important notions associated to a strict toroidal k-scheme; see
[Que20, Appendix B] for details and references.

4.1.1. Logarithmic stratification. For every p ⇒ Y , set M Y,p := MY,p/O
↗
Y,p . Then M

gp

Y,p is a free

abelian group of finite rank. We define the rank of MY at p to be r(p) := rank(M
gp

Y,p). Then r(p) is upper
semi-continuous on Y ; i.e. more precisely, there exists a logarithmic stratification Y :=

⊔
r⇒NY (r), where for

each r ⇒N,

(i) Y (r) is a locally closed, pure-dimensional, smooth subscheme of Y , consisting precisely of points
p ⇒ Y (r) such that r(p) = r ;

(ii) the schematic closure Y (r) is
⊔

r ⇓↖r Y (r
⇓
).

Consider the open immersion j : U := Y (0) ω↑ Y . Then the logarithmic structure MY ↑ OY can be
recovered as the inclusion MY := j↗(O↗U )↘OY ω↑ OY . In particular, the logarithmic structure MY ↑ OY is
always injective.

We define the toroidal divisor of Y to be the complement D := Y⊋Y (0) with the reduced closed subscheme
structure. Finally, for every p ⇒ Y , the logarithmic stratum at p is defined as sp := Y (r(p)).

4.1.2. Logarithmic derivations. The OY -module ϑ
log

Y of logarithmic derivations on Y is the OY -
submodule of ϑY (:= OY -module of usual derivations on Y ) whose sections are derivations that preserve the
ideal of D.

4.1.3. Logarithmic coordinates. At every point p ⇒ Y , there exists a local system of logarithmic
coordinates at p, which comprises of:

(i) a local system of ordinary coordinates (x1,x2, . . . ,xn↓r ) at p; i.e. these descend to a local system of
coordinates of sp at p;

(ii) and a local chart c : M↑MY (U ) which is neat at p; i.e. the composition M
c↓↑MY (U )↑MY,p↑

M Y,p is an isomorphism.

Moreover, setting s := codimsp {p}, it is customary to arrange for the first s elements in the ordered tuple
(x1,x2, . . . ,xn↓r ) to descend to a regular system of parameters of Osp,p , in which case (x1,x2, . . . ,xs) is called
a local system of ordinary parameters at p. Formally, (i) and (ii) induces an isomorphism

ϱ(p)!x1,x2, . . . ,xs,M" ∈↓↓↑ ÔY,p,

which sends xi to xi and m ⇒M to the image of c(m) under MY ↑ OY .
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Remark 4.1. Let us now explicate the above notions in the event that Y is in addition a smooth k-scheme.
(We refer the reader to [Que20, Appendix B] for the general case.) In this case, the toroidal divisor D is a
simple normal crossings (snc) divisor.

At every p ⇒ Y , let D be given locally on a neighbourhood U of p by
∏

i>n↓r xi = 0 for a local system
of coordinates (x1,x2, . . . ,xn) at p. Then (x1,x2, . . . ,xn↓r ) is a local system of ordinary coordinates at p,
and (xn↓r+1, . . . ,xn) induces a local chart c : Nr ↑MY (U ) that is neat at p. As in Section 3.2, we usually
underline the parameters (xn↓r+1, . . . ,xn) to emphasize that they are monomial parameters at p. Finally, the

stalk ϑ
log

Y,p is generated as a free OY,p-module by 1
1xi

for 1 ∝ i ∝ n↓ r and xi
1
1xi

for n↓ r < i ∝ n.

4.1.4. Logarithmic differential operators. For each m ⇒ N, let D
∝m
Y,log be the sheaf of logarithmic

differential operators on Y of order at most m; i.e. in characteristic zero, this is simply the OY -submodule of
the total sheaf DY = D

⇑
Y of differential operators generated by OY and the images of (ϑlog

Y )
↙i for 1 ∝ i ∝m.

The total sheaf of logarithmic differential operators on Y is

D
log

Y = D
⇑
Y,log :=

⋃

m⇒N
D
∝m
Y,log.

We write D
∝m
Y,log(I ) (resp. D

⇑
Y,log(I )) to denote the ideal on Y generated by the image of I → OY under the

logarithmic differential operators in D
∝m
Y,log (resp. D⇑Y,log).

4.1.5. Logarithmic order. The logarithmic order of I → OY at a point p ⇒ Y is

log-ordp(I ) := min

{
n ⇒N : D

∝n
Y,log(I )p = OY,p

}
⇒N̸ {⇑},

where we take min(↔) :=⇑. We set maxlog-ord(I ) := maxp⇒Y log-ordp(I ).

4.1.6. Monomiality. We say an ideal Q → OY is monomial if it is generated by the image of an ideal of
MY under MY ↑ OY . Equivalently, Q is monomial if and only if D

∝1
Y,log(Q) =Q.

As in Section 3.1, a monomial Rees algebra Q• is a finitely generated, quasi-coherent graded OY -subalgebra⊕
m⇒NQm · tm → OY [t] such that each Qm → OY is a monomial ideal.
The monomial saturation MY (I ) of an ideal I → OY is defined as the intersection of all monomial ideals

containing I . Equivalently, MY (I ) = D
⇑
Y,log(I ). Note that MY (I ) is itself a monomial ideal on Y . Lastly, for

p ⇒ Y , log-ordp(I ) =⇑ if and only if p ⇒ V (MY (I )); i.e. log-ordp(I ) <⇑ if and only if MY (I )p = OY,p .

4.1.7. Maximal contact element. If 1 ∝ a := maxlog-ord(I ) < ⇑, the (logarithmic) maximal contact
ideal of I is MC(I ) = D

∝a↓1
Y,log (I ). For a point p ⇒ Y such that log-ordp(I ) = a, a (logarithmic) maximal contact

element of I at p is a section in MC(I )p that is part of a system of ordinary parameters at p or, equivalently,
that has logarithmic order 1 at p. Note that since char(k) = 0, we have OY,p = D

∝a
Y ,log(I )p = D

∝1
Y,log(MC(I ))p ,

so maximal contact elements always exist locally.

4.1.8. Coefficient ideal. If 1 ∝ a := maxlog-ord(I ) <⇑, the (logarithmic) coefficient ideal of an ideal
I → OY is the ideal

C (I ,a) :=




a↓1

j=0

D
∝j
Y ,log(I )

cj : cj ⇒N,
a↓1∑

j=0

(a↓ j)cj ↖ a!


 → OY .

Note that MC(I )a! → C (I ,a), so for any point p ⇒ Y with log-ordp(I ) = a and any maximal contact element
x of I at p, we have xa! ⇒ C (I ,a)p . See [Que20, Section 5] and the references therein for the motivation and
properties of this construction.
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4.1.9. A well-ordered set. For k ↖ 1, we define

Nk,!
>0 :=

(bi )
k
i=1 ⇒Nk

>0 : b1 ∝
b2

(b1 ↓ 1)!
∝ b3∏

2

j=1 (bj ↓ 1)!
∝ · · · ∝ bk∏k↓1

j=1 (bj ↓ 1)!

,

Nk,!
⇑ :=

(
Nk↓1,!

>0 ≃ {⇑}
)
̸Nk,!

>0,

and for s ↖ 1, we set

N∝s,!>0 := {(0)}̸



s⊔

k=0

Nk,!
>0


 ,

N∝s,!⇑ := {(0)}̸



s⊔

k=0

Nk,!
⇑


 .

We well-order the set N∝s,!⇑ by the lexicographic order <, with a caveat: our lexicographic order considers
truncations of sequences to be strictly larger. For example, in N∝3,!⇑ , we have

(0) < (1,2,8) < (1,3,6) < (1,3) < (1,4,24) < (1,⇑) < (1) < (⇑) < ().

We can now recall the key construction in [Que20, Section 6.1].

4.1.10. Invariant of an ideal at a point. Let p ⇒ Y , and set s := codimsp {p} (see Section 4.1.3). In
Section 4.1.11 below, we will associate to the pair (I ,p) the following:

(a) a sequence of ordinary parameters (x1,x2, . . . ,xk) at p,
(b) a monomial ideal Q → OY,p ,

(c) a sequence (b1, b2, . . . , bk) ⇒N∝s,!>0 .

Then the invariant of I at p is a non-decreasing sequence of length at most min{s +1,dim(Y )}:

invp(I ) :=



(
b1,

b2
(b1↓1)! ,

b3∏
2

j=1 (bj↓1)!
, . . . , bk∏k↓1

j=1 (bj↓1)!

)
if Q = 0,

(
b1,

b2
(b1↓1)! ,

b3∏
2

j=1 (bj↓1)!
, . . . , bk∏k↓1

j=1 (bj↓1)!
,⇑

)
if Q # 0.

We denote the finite entries of invp(I ) by a1, a2, a3, . . . , ak . Note that the set of all possible invariants of
ideals at points in Y can be well ordered by the same lexicographic order as in Section 4.1.9 since it is
order-isomorphic to N∝dim(Y ),!

⇑ . We set maxinv(I ) := maxp⇒Y invp(I ).

4.1.11. The data in Section 4.1.10(a)–(c) associated to (I ,p) is defined inductively as follows:

(i) Base case: If log-ordp(I ) = 0, then p ! V (I ); we set k = 1, with (b1, . . . , bk) := (0), (x1, . . . ,xk) := (x1)
for any ordinary parameter x1 at p, and Q = 0. If log-ordp(I ) =⇑, set k = 0, with (b1, . . . , bk) := (),
(x1, . . . ,xk) := (), and Q := MY (I )p .

If log-ordp(I ) is neither, set b1 := log-ordp(I ) ⇒N>0, let x1 be a maximal contact element of I at
p, set I [1] := I , and proceed to the 1

st inductive step.
(ii) ↽th inductive step: Suppose by the induction hypothesis that the sequences (b1, . . . , b↽) and (x1, . . . ,x↽),

as well as the ideal I [↽] → OV (x1,...,x↽↓1), have been defined. Set

I [↽ +1] := C (I [↽], b↽)|V (x1,...,x↽) → OV (x1,...,x↽).

If log-ordp(I [↽ + 1]) =⇑, set k = ↽, and define Q to be the monomial ideal of OY,p that lifts the
monomial ideal MV (x1,...,x↽)(I [↽ +1])p → OV (x1,...,x↽),p .

If not, set b↽+1 := log-ordp(I [↽ + 1]) ⇒ N>0, let x↽+1 be a lift of x↽+1 to OY,p , where x↽+1 is a
maximal contact element of I [↽ +1] at p, and proceed to the (↽ +1)

st inductive step.
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Remark 4.2. The invariant inv satisfies the following properties:

(i) Both invp(I ) and the monomial ideal Q are well defined, i.e. independent of the choice of
(x1,x2, . . . ,xk); see [Que20, Lemma 6.1].

(ii) invp(I ) is upper semi-continuous on Y ; see [Que20, Lemma 6.3(ii)].
(iii) If f : Ỹ ↑ Y is a logarithmically smooth morphism between strict toroidal k-schemes and f maps

p̃ ⇒ Ỹ to p ⇒ Y , then invp̃(f ↓1I ·OỸ ) = invp(I ); see [Que20, Lemma 6.3(iii)]. If f is moreover
surjective, then maxinv(f ↓1I ·OỸ ) = maxinv(I ).

(iv) Finally, if V (I ) inherits its logarithmic structure from Y , then V (I ) is smooth and toroidal at p if and
only if invp(I ) = (1,1, . . . ,1) of length equal to the height of Ip ; see [ATW20b, Lemma 5.1.2].

4.1.12. Local description of associated center. Let p ⇒ Y be such that invp(I ) = maxinv(I ), and let
(x1,x2, . . . ,xk), (b1, b2, . . . , bk), (a1, a2, . . . , ak) and Q be associated to (I ,p) as in Section 4.1.10(a)–(c).

Then the center associated to I at p is the following integrally closed (N-graded) Rees algebra:

J (I ,p)• :=
(
xa1
1
,xa2

2
, . . . ,xakk ,Q1/d

)
→ OY,p[t],

where

d :=

k

i=1

(bi ↓ 1)! (:= 1 if k = 0)

and by convention, xa1
1

:= 1 if k = 1 and a1 = 0. Writing each ai =
ui
vi

for ui ,vi ⇒N,
(
xa1
1
,xa2

2
, . . . ,xakk ,Q1/d

)

refers to the integral closure in OY,p[t] of the OY,p-subalgebra generated by {xuii · tvi : 1 ∝ i ∝ k} and
Q · td := {ε · td : ε ⇒Q}. This definition is independent of the choices of ui and vi since we are passing to
the integral closure in OY,p[t].

4.1.13. Convention. The notation above follows [Que20, Notation 2.12]. For the remainder of this paper,
we will adopt the notation therein without further mention. Namely, if J• → OY [t] is an integrally closed
(N-graded) Rees algebra on a scheme Y and q = u

v ⇒Q>0 (for u,v ⇒N>0), then J
q
• is the integral closure in

OY [t] of the Rees algebra J7u•/v∀ =
⊕

m⇒N J7um/v∀ · tm; i.e. the vth Veronese subalgebra of Jq• is Ju•. Explicitly,
if J• =

(
ga1
1
, ga2

2
, . . . , gakk

)
→ OY [t] for global sections gi of OY and ai ⇒Q>0, then J

q
• is

(
g
a1q
1

, g
a2q
2

. . . , g
akq
k

)
.

4.1.14. The dth Veronese subalgebra J (I ,p)d• is generated in degree 1. For later purposes, we set

J(I ,p) := J (I ,p)d = the integral closure of
(
xa1d
1

,xa2d
2

, . . . ,xakdk ,Q
)
.

Remark 4.3. The object J (I ,p)• does not depend on the choice of sequence of ordinary parameters
(x1,x2, . . . ,xk) associated to I at p and is Ip-admissible – that is, it contains the Rees algebra of Ip . In fact, a
“unique admissibility property” holds for J (I ,p)•. For details, see [Que20, Theorem 6.5].

4.1.15. Associated center. By [Que20, Theorem 6.9], there is an (N-graded) Rees algebra J (I )• → OY [t]
on Y such that for every p ⇒ Y , we have

(J (I )•)p =


J (I ,p)• if invp(I ) = maxinv(I ),

OY,p[t] if invp(I ) <maxinv(I ).

We call J (I )• the center associated to I . Then:

(i) J (I )• is I -admissible; i.e. it contains the Rees algebra of I .
(ii) Setting d :=

∏k
i=1 (bi ↓ 1)! as in Section 4.1.12, the dth Veronese subalgebra J (I )d• is generated in

degree 1. For later purposes, we set

J(I ) := J (I )d .
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(iii) Finally, if f : Ỹ ↑ Y is a logarithmically smooth, surjective morphism between strict toroidal
k-schemes, then J (f ↓1I ·OỸ )• = J (I )•; see [Que20, Lemma 6.12].

4.1.16. Associated reduced center. Let (a1, a2, . . . , ak) and d be as in Section 4.1.12. Setting

↽ := lcm(aid : 1 ∝ i ∝ k) (:= 1 if k = 0),

the reduced center associated to I is

J(I )• := J(I )1/↽ = J (I )d/↽• .

For p ⇒ Y such that invp(I ) = maxinv(I ), the stalk of J(I )• at p is

J(I ,p)• := J(I ,p)1/↽ = J (I ,p)d/↽• =

(
x1/w1

1
,x1/w2

2
, . . . ,x1/wk

k ,Q1/↽
)

where (x1,x2, . . . ,xk) and Q are associated to (I ,p) as in Section 4.1.10(a)–(c), wi :=
↽
aid

for 1 ∝ i ∝ k, and
gcd(wi : 1 ∝ i ∝ k) = 1; see [Que20, Definition 3.4].

4.2. Multi-weighted blow-up along the associated center

In this section let Y be as in Section 4.1, and in addition assume Y is smooth over k. Motivated by
Section 3.2, we make the following definition.

Definition 4.4. The multi-weighted blow-up BlJ(I )Y of Y along J(I )• is the composition

ϑJ(I ) : BlJ(I )Y ↓↑BlJ(I )• Y
-J(I )•↓↓↓↓↑ Y,

where

BlJ(I )• Y := Proj
Y

(
J(I )•

)
=

[
SpecY

(
J(I )•

)
⊋V

(
J(I )+

)
/ Gm

] -J(I )•↓↓↓↓↑ Y

is the weighted toroidal blow-up of Y along J(I )•, see [Que20, Section 4] and

2 : BlJ(I )Y ↓↑BlJ(I )• Y

is the canonical smooth, toroidal Artin stack, in the sense of Section 3.1.3 (i.e. [Sat13, Section 3]), over the
toroidal Deligne–Mumford stack BlJ(I )• Y .

Remark 4.5. Since -J(I )• is an isomorphism away from the closed locus of points p ⇒ Y such that invp(I ) =
maxinv(I ), the same holds for ϑJ(I ).

While BlJ(I )• Y is a global quotient stack, we warn that BlJ(I )Y is typically not. Nevertheless, BlJ(I )Y is
locally a quotient stack; see Sections 4.2.1 and 4.2.2 below.

4.2.1. Local description of the multi-weighted blow-up in Definition 4.4. Fix p ⇒ Y such that
invp(I ) = maxinv(I ). Extend a sequence of ordinary parameters (x1,x2, . . . ,xk) associated to I at p (see
Section 4.1.10) to a system of ordinary coordinates (x1,x2, . . . ,xn↓r ) at p (with n ↓ r ↖ k) and a system of
mononial parameters (xn↓r+1, . . . ,xn) at p (see Section 4.1.3). This local system of logarithmic coordinates at
p then induces an étale, strict morphism

xxx = (x1,x2, . . . ,xn↓r ,xn↓r+1, . . . ,xn) : U ↓↑An;r

for some Zariski open U containing p such that the stalk J(I ,p)• extends over U to J(I )•|U . Write

J(I ,p) = integral closure of
(
xa1d
1

, . . . ,xakdk ,Q
)
,

J(I ,p)• =
(
x1/w1

1
,x1/w2

2
, . . . ,x1/wk

k ,Q1/↽
)
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as in Sections 4.1.14 and 4.1.16, and set

j := J(I ,p)↘OAn;r = integral closure of
(
xa1d
1

, . . . ,xakdk ,a
)
,

j• := J(I ,p)• ↘OAn;r [t] =
(
x1/w1

1
,x1/w2

2
, . . . ,x1/wk

k ,a1/↽
)
,

where a := Q ↘k[xn↓r+1, . . . ,xn] is a monomial ideal on An;r that generates Q. Moreover, j• = j1/↽ with
↽ = lcm(aid : 1 ∝ i ∝ k) (:= 1 if k = 0); see Section 3.2. Then we have the commutative diagram with
Cartesian squares

(4.1)

BlJ(I )U BljAn;r

BlJ(I )•U Blj•
An;r

U An;r

étale, strict

ϑJ(I )
ϑj

-J(I )•

étale, strict

-j•
xxx

Let us explicate the diagram. Firstly, since xxx↗j• = J(I )•, we have

BlJ(I )•U =U ≃An;r Blj•
An;r .

Next, by Proposition 3.14, BljAn;r is the canonical smooth, toroidal Artin stack over Blj•
An;r . Therefore,

by Remark 3.7,

BlJ(I )U =BlJ(I )•U ≃Blj•
An;r BljA

n;r .

Finally, we make a few remarks:

(i) Since BljAn;r ↑Blj•
An;r is logarithmically smooth, birational, universally closed, surjective, and

small (see Remark 3.16), so is BlJ(I )U ↑BlJ(I )•U .
(ii) Since ϑj•

is birational, surjective, and universally closed (see Remark 2.6), so is ϑJ(I ).
(iii) If k = 0, then -J(I )• is logarithmically smooth, see [Que20, Section 4], and thus by (i), so is ϑJ(I ). This

is not true if k ↖ 1.
(iv) On the other hand, if Q = 0, then BlJ(I )•U is already smooth and BlJ(I )U =BlJ(I )•U (see beginning

of the proof of Proposition 3.14).
(v) BlJ(I )U admits a good moduli space, and it coincides with the coarse moduli space of BlJ(I )•U ,

which is equal to the schematic blow-up BlJ(I )U . Indeed,

BlJ(I )•U = BlJ(I )U ≃BljAn Blj•
An

because the bottom square of (4.1) is Cartesian. Thus,

BlJ(I )U = BlJ(I )U ≃BljAn BljA
n.

Since BljAn is the good moduli space of BljAn (see Remark 3.16), it follows from [Alp13, Proposition
4.7(i)] that BlJ(I )U is the good moduli space of BlJ(I )U .

Remark 4.6. Because of Remark 4.5, the remarks in Section 4.2.1(i)–(v) globalize immediately. For example,
(v) implies that BlJ(I )Y admits a good moduli space, and it coincides with the coarse moduli space BlJ(I )Y
of BlJ(I )• Y ; see [Alp13, Proposition 4.7(ii)].
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4.2.2. Local description via multi-graded Rees algebras. Let p ⇒ U → Y be as in (4.1). As in
Section 2.4.1, one may express BlJ(I )U as


SpecU

(
R

U
•
)
⊋V

(
Jεj

)
/ GE(j)

m


,

where R
U
• is the ZE(j)-graded Rees algebra

OU

[
t↓1ϕ : ϕ ⇒ E(j)

]

xi ·



ϕ⇒E(j)
t
uϕ,i
ϕ : 1 ∝ i ∝ n


 → OU

[
t±ϕ : ϕ ⇒ E(j)

]

and the GE(j)
m -action is induced by the ZE(j)-grading on R

U
• . As in (2.6), we set x⇓i := xi ·

∏
ϕ⇒E(j) t

uϕ,i
ϕ for

1 ∝ i ∝ n and x⇓ϕ := t↓1ϕ for ϕ ⇒ E(j). Moreover, if Q # 0, the morphism

BlJ(I )U =


SpecU

(
R

U
•
)
⊋V

(
Jεj

)
/ GE(j)

m



BlJ(I )•U =

[
SpecU (J(I )•)⊋V

(
J(I )+

)
/ Gm

]

is then induced by

x⇓i ⇐↓↑ xi ·


ϕ⇒E(j)

(
x⇓ϕ
)uϕ,i ,

t↓1 ⇐↓↑


ϕ⇒E+(j)

(
x⇓ϕ
)Nϕ (j)

↽
=



∏
ϕ⇒E+(a)

(
x⇓ϕ
)Nϕ(a) if k = 0,

∏
ϕ⇒E(j)

(
x⇓ϕ
)Nϕ (j)

↽ if k ↖ 1;

(4.2)

see (3.7) and (3.10).

We next turn our attention to the various transforms of I under the multi-weighted blow-up of Y along
J(I )•. We first recall the following.

4.2.3. Let d and ↽ be as in Section 4.2.1. By [Que20, Proposition 4.4],

(4.3) -↓1J(I )•I ·OBlJ(I )• Y
= I · (t↓1)↽/d

for some ideal I on BlJ(I )• Y since J(I )↽/d• = J(I )(↽/d)• is precisely J (I )•, which is I-admissible (see
Section 4.1.15). Moreover, by [Que20, Theorem 6.5(i)], I is the weak transform of I under -J(I )• : BlJ(I )• Y ↑
Y , see [Que20, Definition 4.5]; i.e. this is tantamount to saying I " (t↓1).

Definition 4.7. Set O := OBlJ(I )Y . We define the weak transform of I under ϑJ(I ) : BlJ(I )Y ↑ Y as
(
ϑJ(I )

)↓1
↗ I := 2↓1I ·O ,

where I is the weak transform of I under -J(I )• and 2 denotes the morphism BlJ(I )Y ↑ BlJ(I )• Y in
Definition 4.4.

The next proposition shows that Definition 4.7 agrees with Definition 2.18.

Proposition 4.8 (Local description of weak transform of I ). Let p ⇒U → Y be as in (4.1), and set O := OBlJ(I )U .
Then the restriction of (ϑJ(I ))

↓1
↗ I to BlJ(I )U equals

(
ϑ↓1J(I )I ·O

)
·


ϕ⇒E+(j)

(
x⇓ϕ
)↓Nϕ ,
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where for each ϕ ⇒ E+
(j), Nϕ is the largest natural number nϕ such that the fractional ideal (ϑ↓1J(I )I ·O) · (x⇓ϕ)↓nϕ

is an ideal on BlJ(I )U .

Proof of Proposition 4.8. If Q = 0, then BlJ(I )U = BlJ(I )•U , and there is nothing to show. Henceforth,
assume Q # 0. Let R

U
• be defined as in Section 4.2.2. Under the correspondence in Section 2.4.2, R

U
•

corresponds to a tuple ⇁U
:= (⇁ [ϕ]

: ϕ ⇒ E(j)) of #E(j) idealistic exponents over U , where each ⇁ [ϕ] is the
idealistic exponent over U associated to the following integrally closed, N-graded Rees algebra on U :

R
[ϕ]
• :=

(
x

1

uϕ,i

i : i ⇒ [1,n], uϕ,i # 0
)
;

see Section 2.4.3. For each i ⇒ [1,n], we also set ⇁ [i] to be the idealistic exponent over U associated to the
ideal (xi ) on U . Finally, ⇁I denotes the idealistic exponent over U associated to I |U . Then we have the
following.

Proposition 4.9 (Local description of weak transform of I , explicated). With the above hypotheses and notation,
we have, for every ϕ ⇒ E+

(j),

Nϕ = Kϕ =
Nϕ(j)

d
,

where Kϕ is the largest natural number kϕ such that ⇁I ↖ kϕ ·⇁ [ϕ]. If k ↖ 1, this number is also equal to ai ·uϕ,i
for every 1 ∝ i ∝ k.

Proof. The equality Nϕ = Kϕ can be shown by the same methods as in the proofs of Lemma 2.22 and
Proposition 2.24.

For the equality Nϕ =
Nϕ(j)
d , we prove the cases k = 0 and k ↖ 1 separately. If k = 0, we make the canonical

identification E+
(j) = E+

(a); for every ϕ in that set, note that Nϕ(j) =Nϕ(a). In this case, J(I )• is the integral
closure in OY [t] of the Rees algebra of Q = MY (I ). By Proposition 2.14(ii),

ϑ↓1J(I )•Q ·O =



ϕ⇒E+(a)

(
x⇓ϕ
)Nϕ(a).

Since Q ′ I , the left-hand side contains ϑ↓1J(I )•I ·O , so that Nϕ ↖Nϕ(a) for every ϕ ⇒ E+
(a). Conversely, by

the definition of Nϕ, we have ϑ↓1J(I )•I ·O →
∏

ϕ⇒E+(j) (x
⇓
ϕ)

Nϕ . Taking monomial saturation MU (↓), we get

ϑ↓1J(I )•Q ·O = MU

(
ϑ↓1J(I )•I ·O

)
→



ϕ⇒E+(j)

(
x⇓ϕ
)Nϕ .

where the equality follows from [ATW20a, Corollary 3.3.12] since ϑJ(I ) is logarithmically smooth if k = 0 (see
Section 4.2.1(iii)). That inclusion shows that Nϕ(a) ↖Nϕ for every ϕ ⇒ E+

(a), as desired.

If k ↖ 1, we show instead that Kϕ =
Nϕ(j)
d . By [Que20, Lemma 3.7],

Kϕ =max

{
kϕ ⇒N>0 :

(
R

[ϕ]
•

)kϕ
is I-admissible

}
.

By Lemma 3.15, Nϕ(j) = (aid) ·uϕ,i for every 1 ∝ i ∝ k and uϕ,i = 0 for all k < i ∝ n↓ r . Therefore, we have

(
R

[ϕ]
•

)Nϕ (j)
d

=



xa1
1
,xa2

2
, . . . ,xakk ,


x

Nϕ (j)
uϕ,i

i : n↓ r < i ∝ n, uϕ,i # 0




1

d



.
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Letting ϕ ⇐↑ ϕ be the one-to-one correspondence E+
(j) ∈↓↑ E+

(a) in Remark 3.17, the same remark says that
(
R

[ϕ]
•

)Nϕ (j)
d

is equal to


xa1
1
,xa2

2
, . . . ,xakk ,


x

Nϕ (a)
uϕ,i

i : n↓ r < i ∝ n, uϕ,i # 0




1

d



,

and hence it contains J (I ,p)• =
(
xa1
1
,xa2

2
, . . . ,xakk ,Q1/d

)
, by Remark 2.26. Since the latter is I-admissible,

so is the former, whence Kϕ ↖
Nϕ(j)
d . On the other hand, a1 = log-ordp(I ), whence [Que20, Corollary 4.10]

implies that for any kϕ >
Nϕ(j)
d , (R

[ϕ]
• )

kϕ cannot be I-admissible, as desired. ↭

We return to the proof of Proposition 4.8. Applying 2↓1(↓) ·O to (4.3) and then applying (4.2), we obtain

ϑ↓1J(I )I ·O =

(
2↓1I ·O

)
·


ϕ⇒E+(j)

(
x⇓ϕ
)Nϕ (j)

↽ · ↽d .

It remains to note that 2↓1I ·O =: (ϑJ(I ))
↓1
↗ I and

Nϕ(j)
↽ · ↽d =

Nϕ(j)
d =Nϕ for every ϕ ⇒ E+

(j). ↭

The next proposition shows that the equality in Definition 4.7 holds as well for proper transforms.

Proposition 4.10. Let I ⇓ (resp. I⇓) denote the proper transform of I under ϑJ(I ) : BlJ(I )Y ↑ Y (resp.
-J(I )• : BlJ(I )• Y ↑ Y ). Then we have

I ⇓ = 2↓1I⇓ ·O ,

where O := OBlJ(I )Y and 2 denotes the morphism BlJ(I )Y ↑BlJ(I )• Y in Definition 4.4.

Proof. To see this, recall that V (I ⇓) (resp. V (I⇓)) is the smallest closed substack of BlJ(I )Y (resp. BlJ(I )• Y )

containing V (ϑ↓1J(I )I ·O)⊋V (ϑ↓1J(I )J(I )·O) (resp. V (-↓1J(I )•I ·OBlJ(I )• Y
)⊋V (-↓1J(I )•J(I )·OBlJ(I )• Y

)). The proposition
then follows from the following equalities:

2↓1
(
V
(
-↓1J(I )•I ·OBlJ(I )• Y

))
= V

(
ϑ↓1J(I )I ·O

)
,

2↓1
(
V
(
-↓1J(I )•J(I ) ·OBlJ(I )• Y

))
= V

(
ϑ↓1J(I )J(I ) ·O

)

and the fact that 2 is closed (see Section 4.2.1(i)). ↭

We can finally deduce the following.

Theorem 4.11 (Invariant drops in a well-ordered set). Let I → OY be a proper, nowhere zero ideal, and let I ⇓ be
its proper transform under ϑJ(I ). Then

maxinv(I ⇓) ∝maxinv

(
(ϑJ(I ))

↓1
↗ I

)
<maxinv(I ),

and all three maximum invariants are contained in the well-ordered set N∝dim(Y ),!
⇑ ; see Section 4.1.9.

Proof. We adopt the notation in Definition 4.7 and Proposition 4.10. Since 2 is logarithmically smooth and
surjective (see Section 4.2.1(i)), we have

maxinv

((
ϑJ(I )

)↓1
↗ I

)
=maxinv

(
2↓1I ·O

)
=maxinv(I) <maxinv(I ),

where the middle equality is given by Remark 4.2(iii) and the strict inequality is given by [Que20, Theorem 7.2].
Recall from Section 4.1.10 that the lengths of maxinv(I ) and maxinv(I) are bounded above by dim(Y ) =
dim(BlJ(I )• Y ), and hence so is the length of maxinv

(
(ϑJ(I ))

↓1
↗ I

)
. Moreover, since I ⇓ ′ (ϑJ(I ))

↓1
↗ I (see
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Remark 2.19), we also have maxinv(I ⇓) ∝ maxinv

(
(ϑJ(I ))

↓1
↗ I

)
. Finally, the proposition together with

Remark 4.2(iii) imply that

maxinv(I ⇓) = maxinv

(
2↓1I⇓ ·O

)
=maxinv(I⇓) .

Since the length of maxinv(I⇓) is also bounded above by dim(BlJ(I )• Y ) = dim(Y ) (see Section 4.1.10), so is
the length of maxinv(I ⇓). ↭

4.2.4. Functoriality. Given a strict, smooth, and surjective morphism f from another smooth, strict
toroidal k-scheme Ỹ to Y , we have Ỹ ≃Y BlJ(I )Y = BlJ(f ↓1I ·OỸ )

Ỹ . Here, the fibre product is taken in the
category of fs logarithmic Artin stacks.

Indeed, since J (f ↓1I ·OỸ )• = f ↓1J (I )• ·OỸ (see Section 4.1.15), we have Ỹ ≃YBlJ(I )• Y =BlJ(f ↓1I ·OỸ )• Ỹ .
As a consequence,

Ỹ ≃Y BlJ(I )Y =

(
Ỹ ≃Y BlJ(I )• Y

)
≃BlJ(I )• Y

BlJ(I )Y

=BlJ(f ↓1I ·OỸ )• ≃BlJ(I )• Y
BlJ(I )Y.

Since BlJ(I )Y is by definition the canonical smooth, toroidal Artin stack over BlJ(I )• Y , Remark 3.7 implies

that Ỹ ≃Y BlJ(I )Y is then the canonical smooth, toroidal Artin stack over BlJ(f ↓1I ·OỸ )• Ỹ and is therefore by

definition BlJ(f ↓1I ·OỸ )
Ỹ .

4.3. Proofs of the main results

Before we prove the results in the introduction, the next remark is necessary; it will be implicit in the
proofs in this section.

Remark 4.12. Recall that invp(I ) and the formation of J (I ,p)• (resp. maxinv(I ), the formation of J (I )•,
and the formation of BlJ(I )• Y ) are functorial with respect to strict, smooth (resp. strict, smooth, surjective)
morphisms of smooth, strict toroidal k-schemes (see Remarks 4.2 and 4.3, and Sections 4.1.15 and 4.2.4).
Thus, by descent, the discussions and constructions in Section 4.1 (resp. in Section 4.2) extend immediately
to the case where Y is a toroidal (resp. smooth, toroidal) Artin stack over k (see Section 1.1.1). Indeed, one
can work on an atlas Y1↬ Y0 of Y by strict toroidal (resp. smooth, strict toroidal) k-schemes, where the
arrows are strict, smooth, and surjective.

Proof of Theorem B. We may assume X # ↔ or Y . Let I be the underlying ideal of X → Y . We set ϑ : Y ⇓ ↑ Y
to be ϑJ(I ) : BlJ(I )Y ↑ Y . Then part (i) is immediate, part (ii) follows from Theorem 4.11, part (iii) follows
from Remark 4.5, and part (iv) follows from parts (ii) and (iv) of Section 4.2.1 (see Remark 4.6). Finally,
functoriality with respect to strict, smooth, and surjective morphisms of pairs follows from Section 4.2.4. ↭
Proof of Theorem A. We may assume that Y is a smooth, strict toroidal k-scheme and that X # ↔ or Y . We

define ω inductively. After the kth step of the algorithm (i.e. we have defined Yk
ϑk↓↓↑ Yk↓1

ϑk↓1↓↓↓↓↑ · · · ϑ1↓↓↑ Y0 = Y
with proper transforms Xi → Yi of X), we undertake the following steps for the (k +1)

st step:

(i) If maxinv(Xk → Yk) = (1,1, . . . ,1) of some length c, we claim that the locus Ck consisting of points
p ⇒ |Yk | such that invp(Xk → Yk) = maxinv(Xk → Yk) = (1,1, . . . ,1) (of length c) is both open and
closed in Xk and hence is a smooth connected component of Xk . We admit this claim for now, and
postpone its proof.

If Ck = Xk , we then stop at the kth step. If Ck # Xk and maxinv(Xk ⊋Ck → Yk) = (1,1, . . . ,1) of
some length c⇓ > c, we repeat step (i) with Xk → Yk replaced by Xk ⊋Ck → Yk . Otherwise, we proceed
to step (ii) with Xk → Yk replaced by Xk ⊋Ck → Yk .

(ii) If maxinv(Xk → Yk) # (1,1, . . . ,1) of any length c, we apply Theorem B to Xk → Yk , which gives us
ϑk+1 : Yk+1↑ Yk and a proper transform Xk+1 → Yk+1 of Xk which satisfies maxinv(Xk+1 → Yk+1) <
maxinv(Xk → Yk).
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Under this procedure, observe that at every point p of X , the invariant of proper transforms Xi → Yi at points
p⇓ above p must eventually drop to (1,1, . . . ,1) of some length and, moreover, cannot drop to (0) without
first dropping to (1,1, . . . ,1) of some length. This is because X is reduced and generically toroidal, and
therefore so are the proper transforms Xi of X (see Remark 2.19). Since the lengths of these invariants are
bounded above by dim(Y )(6) (see the last statement in Theorem 4.11), this procedure eventually terminates to
the desired ω.

Finally, if f : Ỹ ↑ Y is a strict, smooth morphism of smooth, toroidal Artin stacks over k and the

logarithmic embedded resolution of X → Y is ω : YN
ϑN↓↓↑ YN↓1

ϑN↓1↓↓↓↓↑ · · · ϑ1↓↓↑ Y0 = Y , then it follows from
the functoriality in Theorem B that the logarithmic embedded resolution of X ≃Y Ỹ → Ỹ agrees step-by-step
with the pull-back of ω along f : Ỹ ↑ Y :

YN ≃Y Ỹ
f ↗ϑN↓↓↓↓↑ YN↓1 ≃Y Ỹ

f ↗ϑN↓1↓↓↓↓↓↓↑ · · · f
↗ϑ1↓↓↓↓↑ Ỹ

after removing any f ↗ϑi which are empty blow-ups, which may occur whenever f is not surjective. ↭
Proof of the claim. We may assume that Y is a smooth, strict toroidal k-scheme. Let p ⇒ Ck , and let x1, . . . ,xc
be ordinary parameters associated to I at p, which are defined on some open U → Yk . Then J (I ,p)• is
simply the Rees algebra associated to the ideal J(I ,p) = (x1, . . . ,xc), and we have

(a) Ip → (x1, . . . ,xc) (see Remark 4.3).
(b) By the description in Section 4.1.9, note that for p⇓ ⇒ |U |↘ |Xk |, we have invp⇓ (I ) = (a1, . . . , a↽) <

maxinv(I ) = (1,1, . . . ,1) (of length c) if and only if

invp⇓ (I ) = (

length c
︷!!!!︸︸!!!!︷
1,1, . . . ,1, ac+1, . . . , a↽) with ↽ > c.

By Section 4.1.11(ii), that happens if and only if Ip⇓ |V (x1,...,xc) # 0, i.e. Ip⇓ " (x1, . . . ,xc).

Set U ⇓ := (U ↘Xk)⊋V ((x1, . . . ,xc) : I ). Then U ⇓ is open in Xk , contains the point p (by (a)), and is moreover
contained in Ck (by (b)). Since p ⇒ |Ck | was arbitrary, we conclude that Ck is open in Xk . But Ck is also
closed in Xk , by the upper semi-continuity of inv (Remark 4.2). ↭

Remark 4.13. Note that the proof of Theorem A simplifies if one assumes X → Y is of pure codimension c.
In that case, one iterates Theorem B till maxinv(Xk → Yk) = (1,1, . . . ,1) of length c, and the procedure
terminates. Indeed, Ck = Xk in (i) of the proof of Theorem A since they both contain the dense open X log↓sm

and are both of pure codimension c in Yk .

Proof of Theorem C. We may assume that Y is a smooth, strict toroidal k-scheme. Note that I1 = (x0) + I
and D

∝1
Y (I1) = (1) with maximal contact element x0 everywhere, so that I [2] = I1|V (x0)=Y = I . Thus, part (i)

follows by the definition of inv. For part (ii), part(i) implies that there is a bijection

{p ⇒ Y : invp(I ) = maxinv(I )} ∈↓↓↑ {p1 ⇒ Y1 : invp1(I1) = maxinv(I1)}
which sends p to (p,0). Moreover, for any such p ⇒ Y , if

J (I ,p)• =
(
xa1
1
,xa2

2
, . . . ,xakk ,Q1/d

)
,

J(I ,p) = integral closure of
(
xa1d
1

,xa2d
2

, . . . ,xakdk ,Q
)

as in Sections 4.1.12 and 4.1.14, then

J (I1, (p,0))• =
(
x0,x

a1
1
, . . . ,xakk ,Q1/d

)
,

J (I1, (p,0)) = integral closure of
(
xd
0
,xa1d

1
,xa2d

2
, . . . ,xakdk ,Q

)
.

(6)If Y is more generally an Artin stack, note that the lengths of these invariants are only bounded above by dim(Y0) for any
atlas Y1↬ Y0 of Y by smooth, strict toroidal k-schemes.
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Thus, Corollary 3.18 implies that Y ⇓ is canonically identified with the proper transform V (x⇓
0
) of Y =

V (x0) → Y1 in Y ⇓
1
. Moreover, if I ⇓ (resp. I ⇓

1
) denotes the underlying ideal of X ⇓ → Y ⇓ (resp. X ⇓

1
→ Y ⇓

1
), then

I ⇓
1
= (x⇓

0
) + I ⇓ , so X ⇓ = X ⇓

1
. ↭

Proof of Theorem D. We embed X smooth locally in a smooth k-scheme Y in pure codimension and apply
Theorem A to the pair (X → Y ), where X → Y are given the trivial logarithmic structures, to obtain a local
logarithmic resolution of X . It remains to show these local logarithmic resolutions of X are compatible, in
the sense that they do not depend on the choice of local embeddings, and that they glue.

For this, it suffices to show that given two closed embeddings of X into two smooth, pure-dimensional
Artin stacks Yi (i = 1,2) over k, the logarithmic resolutions of X obtained from Fler(X → Yi ) (i = 1,2)
coincide. Firstly, if dim(Y1) = dim(Y2), then the two closed embeddings X ω↑ Yi are smooth locally
isomorphic, so by the functoriality in Theorem A, the resulting logarithmic resolutions of X obtained from
Fler(X → Yi ) coincide. In general, one reduces to the earlier case, by repeatedly applying Theorem C. ↭

5. Examples and further remarks

5.1. Examples

Throughout this section, we freely adopt the notation introduced in Section 3.2 and throughout Section 4.

Example 5.1. Let Y =A3;3
= Spec(N3↑ k[x,y,z]), and consider the following hypersurface:

X = V (I ) = V (f ) := V
(
x2 + y2z + z3

)
→ Y.

Then maxinv(I ) = (⇑), and J(I ) is the integral closure of MY (I ) = (x2, y2z,z3). Let ϑ : Y ⇓ := BlJ(I )Y ↑ Y ,
which was explicated in Example 2.11. By the equations therein, the total transform of I is

(5.1) ϑ↓1I ·OY ⇓ = u6

1
u2

2
·
(
x⇓2 + y⇓2z⇓ + z⇓3u4

2

)

︸!!!!!!!!!!!!!!!!!!︷︷!!!!!!!!!!!!!!!!!!︸
proper transform I ⇓

.

Finally, D∝1(I ⇓) = (x⇓2, y⇓2z⇓ , z⇓3u4

2
), which is the unit ideal on the x⇓-chart, y⇓z⇓-chart, and z⇓u

2
-chart of Y ⇓ .

Therefore, maxinv(I ⇓) = (1) < (⇑) = maxinv(I ), and we get logarithmic resolution of singularities in one
step.

The above is an example of a Newton non-degenerate polynomial; see [Kou76, Section 2]. We recall this
notion here. Let f =

∑
a⇒Nn ca ·xxxa ⇒ k[x1, . . . ,xn] be a non-constant polynomial such that f (0) = 0. For

every face ↼ of the Newton polyhedron Pf of the ideal (f ) (see Definition 2.13), we set f↼ :=
∑

a⇒Nn↘↼ ca ·xxxa.
We say f is Newton non-degenerate if for every face(7) ↼ of Pf , V (f↼) → An is non-singular in the torus
Gn

m → An. This condition guarantees that the singularity theory of V (f ) → An is, to a certain extent,
governed by its Newton polyhedron. Indeed, Example 5.1 is manifested by a general phenomenon that was
earlier observed in [BN20, Proposition 8.31].(8)

Theorem 5.2. Let f ⇒ k[x1, . . . ,xn] be a Newton non-degenerate polynomial, and assume xi does not divide
f for every 1 ∝ i ∝ n. Then the multi-weighted blow-up of An along the monomial saturation a(f ) of (f )
(see Definition 2.13 ) is a logarithmic embedded resolution of singularities for V (f ) → An;n

= Spec(Nn ↑
k[x

1
, . . . ,xn]).

In other words, our logarithmic embedded resolution algorithm in Theorem A, applied to the pair V (f ) →An;n
=

Spec(Nn↑ k[x
1
, . . . ,xn]), terminates after one step.

(7)This includes Pf , the n-dimensional face of itself.
(8)We thank Johannes Nicaise for bringing this to our attention.
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We remark that we impose the condition that xi does not divide f for every 1 ∝ i ∝ n, so that V (f ) →An;n

is generically toroidal and hence satisfies the hypotheses of Theorem A. The same proof below, with some
minor modifications, continues to work if one drops that condition.

Proof. Let a := a(f ), and ϑa : BlaAn
=


Xε̂a

/ GE(a)
m


↑ An. Let ς be an arbitrary cone in ε̂a, and let

ς denote its image under the morphism ϖ : Zεa(1) ↑ Zn which sends eϕ to uϕ for every ϕ ⇒ εa(1) (see

Definition 2.5). By the definition of ε̂a, there is a smallest cone ς ⇓ in εa such that ς is a sub-cone of

ς ⇓ . Let ↼ be the face of Pa = Pf corresponding to ς ⇓ (see Section 2.1.1). If O(ς) denotes the Gε̂a(1)
m -orbit

of Xε̂a
corresponding to ς , we claim the proper transform of V (f ) →An under ϑ is non-singular on the

(
Gε̂a(1)

m / GE(a)
m

)
-orbit


O(ς) / GE(a)

m


→

Xε̂a

/ GE(a)
m


= BlaAn. This claim proves the proposition since

Xε̂a
=
⊔

ς⇒ε̂a
O(ς). We prove the claim in three steps.

5.1.1. Step 1. Let Uς denote the affine toric variety associated to the cone ς in ε̂a. By (2.4) and (2.5),

D+(ς) :=

Uς / GE(a)

m


→BlaAn is


SpecAn



OAn[x⇓

1
, . . . ,x⇓n]

[
x⇓ϕ : ϕ ⇒ E(a)

] [
(x⇓ς )

↓1]

(
x⇓i ·

∏
ϕ⇒E(a)

(
x⇓ϕ
)uϕ,i ↓ xi : 1 ∝ i ∝ n

)


 / GE(a)

m


 ,

where

(5.2) x⇓ς :=



ϕ⇒εa(1)⊋ς(1)

x⇓ϕ with ς(1) := {ϕ ⇒ εa(1) : ϕ → ς}.

Next, by Lemma A.1, the assignment x⇓ϕ ⇐↑ 1 for every ϕ ⇒ E(a)⊋ς(1) identifies D+(ς) with

(5.3)


SpecAn



OAn[x⇓

1
, . . . ,x⇓n]

[
x⇓ϕ : ϕ ⇒ E(a)↘ς(1)

] [
(x⇓ς )

↓1]

(
x⇓i ·

∏
ϕ⇒E(a)↘ς(1)

(
x⇓ϕ
)uϕ,i ↓ xi : 1 ∝ i ∝ n

)


 / GE(a)↘ς(1)

m


 ,

where we redefine x⇓ς as

x⇓ς :=



i⇒[1,n]⊋ς(1)
x⇓i .

5.1.2. Step 2. Write f =
∑

a⇒Nn ca ·xxxa. By Proposition 2.14(i), the total transform of f on (5.3) is

f =



ϕ⇒E(a)↘ς(1)

(
x⇓ϕ
)Nϕ(a) ·




∑

a⇒Nn

ca · (xxx⇓)a ·


ϕ⇒E(a)↘ς(1)

(
x⇓ϕ
)(a·uϕ)↓Nϕ(a)




︸!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!︷︷!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!︸
proper transform f ⇓

.

Let us record two essential observations about f ⇓ :

(i) If a ⇒ Nn ↘ ↼, then for every ϕ ⇒ ς(1), we have a ⇒ ↼ → Hϕ, i.e. a · uϕ = Nϕ(a). In particular, if
ϕ = i ⇒ [1,n]↘ς(1), we note separately that this means ai = 0.

(ii) If a ⇒Nn ⊋ ↼, there exists a ϕ ⇒ ς(1) such that a ⇒Nn ⊋Hϕ, i.e. a · uϕ > Nϕ(a). This is because
↼ =

⋂
ϕ⇒ς ⇓(1)Hϕ =

⋂
ϕ⇒ς(1)Hϕ .
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5.1.3. Step 3. Finally,

O(ς) / GE(a)

m


= V

(
x⇓ϕ : ϕ ⇒ ς(1)

) closed
ω↓↓↓↓↑D+(ς).

Combining the above with (5.3), we get the identification

(5.4)

O(ς) / GE(a)

m


=


Spec

(
k
(
x⇓i
)±

: i ⇒ [1,n]⊋ς(1)
)

/ GE(a)↘ς(1)
m


.

Moreover, by Section 5.1.2(i)–(ii), the restriction of f ⇓ to (5.4) is
∑

a⇒Nn↘↼
ca · (xxx⇓)a.

Since the above expression matches that of f↼ , the claim follows. ↭

The next three examples (Examples 5.3, 5.4, 5.6) will revisit the same hypersurface X = V (I ) = V (f ) :=
V (x2+y2z+z3) →A3 from before, but we explore what happens if we vary the toroidal logarithmic structure
on A3.

Example 5.3. Consider Y = A3;2
= Spec(N2 ↑ k[x,y,z]). Then we have maxinv(I ) = (2,⇑) and

J(I ) = (x2, y2z,z3). The multi-weighted blow-up ϑ : Y ⇓ := BlJ(I )Y ↑ Y is schematically the same as the
one in Example 5.1, and we still have (5.1) (but x⇓ is no longer underlined) and logarithmic resolution of
singularities in one step.

Example 5.4. Next, consider Y = A3;0 (trivial logarithmic structure). Then maxinv(I ) = (2,3,3), and
J(I )• = (x1/3, y1/2, z1/2). The multi-weighted blow-up ϑ : Y ⇓ := BlJ(I )Y ↑ Y is the weighted blow-up of
Example 2.10. By the equations therein, the total transform of I is

ϑ↓1I ·OY ⇓ = u6 ·
(
x⇓2 + y⇓2z⇓ + z⇓3

)

︸!!!!!!!!!!!!!!!︷︷!!!!!!!!!!!!!!!︸
proper transform I ⇓

.

We have D
∝1
(I ⇓) = (x⇓ , y⇓z⇓ , y⇓2 + 3z⇓2, z⇓3), which is the unit ideal on the x⇓-chart, y⇓-chart, and z⇓-chart

of Y ⇓ . Thus, we have maxinv(I ⇓) = (1) < (⇑) = maxinv(I ), i.e. logarithmic resolution of singularities in one
step.

Remark 5.5. Example 5.4 is also part of a more general phenomenon: namely, X = V (I ) has a (3,2,2)-
weighted homogeneous isolated singularity at 0 ⇒ A3, and hence its singularities are resolved after the
(3,2,2)-weighted blow-up of A3 in 0. From the viewpoint of the monodromy conjecture of Denef–Loeser, see
[DL92], this resolution is “more minimal” than the one in Example 5.1 since it has one less exceptional
divisor, namely the one corresponding to the B1-facet, see [LVP11, Definition 3], of the Newton polyhedron
of (f ). This begs the question of whether in general and to what extent Theorem 5.2 can be refined in this
direction. This is pursued in [Que24].

Example 5.6. Finally, consider Y = A3;1
= Spec(N↑ k[x,y,z]). Then maxinv(I ) = (2,⇑) and J(I ) =

(x2, z). Then ϑ : Y ⇓ := BlJ(I )Y ↑ Y is

SpecA3

(
OA3[x⇓ , z⇓ ,u]

(x⇓u ↓ x,z⇓u2 ↓ z)

)
⊋V (x⇓ , z⇓) / Gm


↓↑A3;1,

so the total transform of I under ϑ is

ϑ↓1I ·OY ⇓ = u2 ·
(
x⇓2 + y2z⇓ + z⇓3u4

)

︸!!!!!!!!!!!!!!!!!︷︷!!!!!!!!!!!!!!!!!︸
proper transform I ⇓

.
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Note that V (I ⇓) → Y ⇓ is non-singular in every chart except the z⇓-chart of Y ⇓ . Nevertheless, we have
maxinv(I ⇓) = (2,2,⇑) < (2,⇑) = maxinv(I ), and J(I ) is the integral closure of (x⇓2, y2,u4

). The composi-
tion ϑ⇓ : Y ⇓⇓ := BlJ(I ⇓)Y ⇓ ↑ Y ⇓

ϑ↓↑ Y is

SpecA3

(
OA3 [x⇓⇓ , y⇓ , z⇓ ,u⇓ , v]

(x⇓⇓u⇓v3 ↓ x,y⇓v2 ↓ y,z⇓u⇓2v2 ↓ z)

)
⊋V (x⇓⇓v,z⇓(x⇓⇓ , y⇓ ,u⇓)) / G2

m


↓↑A3;1,

and the total transform of I under ϑ⇓ is

ϑ⇓↓1I ·OY ⇓⇓ = u⇓2v6 ·
(
x⇓⇓2 + y⇓2z⇓ + z⇓3u⇓4

)

︸!!!!!!!!!!!!!!!!!!!!︷︷!!!!!!!!!!!!!!!!!!!!︸
proper transform I ⇓⇓

.

We have D
∝1
(I ⇓⇓) = (x⇓⇓ , y⇓z⇓ , z⇓3u4

2
), which is the unit ideal on every chart of Y ⇓⇓ . Thus, maxinv(I ⇓⇓) = (1) <

(2,2,⇑) = maxinv(I ⇓), and we get logarithmic resolution of singularities in two steps.

Remark 5.7. Note that the Newton polyhedron of the first center J(I ) = (x2, z) → k[x,y,z] in Example 5.6
contains the B1-facet of the Newton polyhedron of (f ). As mentioned in the preceding remark, B1-facets
are known to be “problematic” from the viewpoint of the monodromy conjecture; see [LVP11]. Indeed, we
saw above that the first multi-weighted blow-up in Example 5.6 did not completely resolve the singularities
of X = V (I ) → Y .

5.2. Reduction of stabilizers and destackification

In this section we sketch how one can refine Theorem D further to obtain a smooth k-scheme at the
end, instead of a smooth Artin stack over k. The first ingredient is a special case of Edidin–Rydh’s [ER21,
Theorem 2.11]. For the definitions of saturated blow-ups and strong morphisms, see [ER21, Definition 3.2]
and [ER21, Definition 6.8].

Theorem 5.8 (Reduction of stabilizers: Smooth, toroidal case). Let X be a smooth Artin stack over k that
admits a good moduli space X, has affine diagonal, and has no generic stackiness. Let E → X be a snc divisor. Then

there exists a canonical sequence of saturated blow-ups of Artin stacks ϖ : XN
3N↓↓↓↑ XN↓1

3N↓1↓↓↓↓↑ · · · 31↓↓↑ X0 = X
along smooth, closed substacks Ci → Xi , together with snc divisors Ei → Xi with E0 = E, such that the following
hold:

(i) Each Xi is a smooth Artin stack over k admitting a good moduli space Xi
4i↓↓↑ Xi .

(ii) Each |Ci | is the locus in Xi of points of maximum dimensional stabilizer.
(iii) Each 3i restricts to an isomorphism Xi ⊋3↓1i (Ci↓1)

∈↓↑ Xi↓1 ⊋4↓1i↓1(4i↓1(Ci↓1)).
(iv) Each Ei is the inverse image of Ci↓1 ∃Ei↓1 under 3i .
(v) The maximum dimension of the stabilizers of points of Xi is strictly smaller than that of the stabilizers of

points of Xi↓1.

(vi) The final stack XN has finite inertia, with coarse moduli space XN
4N↓↓↓↑ XN .

(vii) Each 3i induces a schematic blow-up of good moduli spaces Xi ↑ Xi↓1, which is an isomorphism over
Xi↓1 ⊋4i↓1(Ci↓1).

The sequence ϖ does not depend on E. This procedure, denoted by Fros : X ⇐↑ XN , is functorial with respect to
strong morphisms.

The second ingredient is due to Bergh–Rydh; see [BR19, Theorem B]. For the definition of stacky blow-ups,
see [BR19, Section 3.5; in particular, Remark 3.7].

Theorem 5.9 (Destackification). Let X be a smooth Artin stack over k with finite inertia, and let E → X be a

snc divisor. Then there exists a sequence of stacky blow-ups ϱ : XN
5N↓↓↓↑ XN↓1

5N↓1↓↓↓↓↑ · · · 51↓↓↑ X0 = X along smooth
weighted centers (Zi, ri ), together with snc divisors Ei → Xi , such that the following hold:
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(i) Each Xi is a smooth Artin stack over k, admitting a coarse moduli space Xi
4↓↑ Xi .

(ii) Each Ei is the inverse image of Zi↓1 ∃Ei under 5i .
(iii) If EN → XN denotes the coarse moduli space of EN → XN , then EN is a snc divisor on XN .
(iv) Each 5i induces a schematic blow-up of coarse moduli spaces Xi ↑ Xi↓1, which is an isomorphism over

Xi↓1 ⊋4i↓1(Zi↓1).
(v) The final stack XN admits a rigidification XN ↑ (XN )rig such that the canonical morphism (XN )rig↑

XN is an iterated root stack in EN .

This procedure, denoted by Fdestack : (X,E) ⇐↑ (XN,EN ), is functorial with respect to smooth morphisms of pairs
that are either stabilizer-preserving or tame gerbes.

Applying the above procedures after Theorem D, we recover Hironaka’s celebrated theorem in [Hir64].

Theorem 5.10 (“Coarse” logarithmic resolution). Given a reduced, pure-dimensional scheme X of finite type over
k, there exists a birational and projective morphism ω : X ⇓ ↑ X such that:

(i) X ⇓ is a smooth k-scheme;
(ii) ω is an isomorphism over the smooth locus Xsm of X ;
(iii) ω↓1(X ⊋Xsm

) is a snc divisor on X ⇓ .

This procedure, denoted by Fclr : X ⇐↑ X ⇓ , is functorial with respect to smooth morphisms.

5.3. Remarks on hypotheses

We first revisit the hypothesis in Theorem A that “X is reduced and generically toroidal”. We remark that:

(i) the first condition can be discarded by applying the procedure for Xred to X , and replacing XN in
part (i) of Theorem A with (XN )red;

(ii) one however cannot do without the second condition, or else the final smooth stack XN is not
toroidal.

In spite of (ii), a mindless iteration of Theorem 4.11 yields the following in general.

Theorem 5.11 (Logarithmic principalization). Given a closed substack X of a smooth, (strict) toroidal Artin stack

Y over k, there exists a canonical sequence of multi-weighted blow-ups ω : YN
ϑN↓↓↑ YN↓1

ϑN↓1↓↓↓↓↑ · · · ϑ1↓↓↑ Y0 = Y ,
together with proper transforms Xi → Yi of X , such that the following hold:

(i) Each Yi is a smooth, (strict) toroidal Artin stack over k.
(ii) For each 1 ∝ i ∝ N , maxinv(Xi → Yi ) < maxinv(Xi↓1 → Yi↓1). Moreover, maxinv(XN → YN ) = (0);

i.e. XN = ↔.
(iii) ω↓1(X) is a snc divisor on YN .
(iv) Each ϑi is birational, surjective, universally closed, and factors as Yi ↑ Yi ↑ Yi↓1, where Yi ↑ Yi is a

good moduli space relative to Yi↓1, Yi is normal, and Yi ↑ Yi↓1 is a schematic blow-up (whence birational
and projective).

Moreover, ω is functorial with respect to logarithmically smooth morphisms of such pairs X → Y (whether or not
surjective).

Finally, as pointed out in [ATW24, Section 8.1], the hypothesis in Theorem D that “X is pure-dimensional”
can of course be dropped; i.e. one can definitely reduce the general case to that special case, although
functoriality is not a priori granted. We refrain from discussing this here because the methods are standard.
We however emphasize that we do not assume in Theorem A that X or Y is pure-dimensional or that X → Y
is of pure codimension.
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5.4. Remarks on functoriality

One can ask if functoriality in the procedure of Theorem B holds more generally for a logarithmically
smooth, surjective morphism f : Ỹ ↑ Y of smooth, toroidal Artin stacks over k. Let I → OY denote the
ideal of X → Y . If f happens to be strict (and hence smooth), we saw in Section 4.2.4 that functoriality would
then follow from

(i) functoriality of the associated center J (I )• with respect to a logarithmically smooth, surjective
morphisms f : Ỹ ↑ Y (see Section 4.1.15),

(ii) and functoriality of Satriano’s construction (i.e. the formation of the canonical smooth, toroidal Artin
stack over a toroidal Artin stack) with respect to strict morphisms of toroidal Artin stacks f : Ỹ↑ Y
(see Remark 3.7), e.g. the morphism BlJ(f ↓1I ·OỸ )• Ỹ = Ỹ ≃Y BlJ(I )• Y ↑BlJ(I )• Y obtained from f by
pull-back.

However, the next example demonstrates that Satriano’s construction is not necessarily functorial with
respect to logarithmically smooth but non-strict morphisms, and hence the answer to the earlier question is
no.

Example 5.12. Let ω denote the sub-monoid in N3 generated by (1,0,0), (0,1,0), (1,0,1), and (0,1,1).
Let Y denote the toric k-variety Spec(ω ω↑ k[ω ]). The dual cone C(ω )⇔ of C(ω ) has extremal rays e1, e2,
e3, and e1 + e2 ↓ e3. Thus, the monoid homomorphism ▷ : ω ω↑N4, which maps every a = (a1,a2,a3) ⇒ ω to
(a1,a2,a3,a1 + a2 ↓ a3), then induces the canonical smooth, toroidal Artin stack over Y :

Y =

[
Spec

(
N4 ω↓↓↑ k

[
N4

])
/ D(Coker(▷gp))

]
↓↑ Y.

Next, consider the diagrams

(5.5)
A1;1

Y

Ỹ =A1;1 Y,

?

f

N N4

N ω ,

?

4

▷

where:

(i) A1;1
:= Spec(N ω↑ k[N]);

(ii) f : A1;1↑ Y is induced by the monoid homomorphism 4 : ω ↑N which maps a = (a1,a2,a3) ⇒ ω to
a1 + a2; i.e. maps each generator of ω to 1;

(iii) and the vertical arrows are formations of smooth, toroidal Artin stacks over the respective toric
k-schemes.

Here, there are two toric morphisms A1;1↑ Y that could fill the dotted arrow in (5.5)! They are induced by

(a) N
ν1¬↓↓N4, which maps v = (vi )

4

i=1 ⇒N4 to v1 + v2,

(b) N
ν2¬↓↓N4, which maps v = (vi )

4

i=1 ⇒N4 to v3 + v4.

Nevertheless, we can still show the following.

Lemma 5.13. The procedure of Theorem B (and hence of Theorem A) is functorial with respect to logarithmically
smooth, equidimensional morphisms of smooth, toroidal Artin stacks over k.

Proof. As noted earlier, it remains to show that Satriano’s construction is functorial with respect to log-
arithmically smooth, equidimensional morphisms f : Ỹ ↑ Y of toroidal Artin stacks over k. Let us first
consider the local setting where Ỹ = Spec(Q ω↑ k[Q]), Y = Spec(P ω↑ k[P]), and f is induced by a monoid
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homomorphism 4 : P↑Q. Consider the diagrams

(5.6)
Ỹ Y

Ỹ Y,

∅!

f

NSQ NSP

Q P ,

∅!

▷Q
4

▷P

where:

(i) the vertical arrows are formations of smooth, toroidal Artin stacks Ỹ and Y over the respective strict
toroidal k-schemes Ỹ and Y;

(ii) SP (resp. SQ) is the set of extremal rays of C(P)⇔ (resp. C(Q)
⇔);

(iii) and ▷P (resp. ▷Q) is the morphism that maps every a ⇒ P (resp. a ⇒ Q) to
∑

ϕ⇒SP (a ·uϕ) · eϕ (resp.∑
6⇒SQ (a ·u6) · e6 ).

We now claim that there is one and only one toric morphism Ỹ ↑ Y filling the dotted arrow in (5.6).
Indeed, a monoid homomorphism ν = (c6,ϕ)ϕ⇒SP , 6⇒SQ : N

SP ↑NSQ fills up the dotted arrow in (5.6) if and
only if

4⇔(u6) =
∑

ϕ⇒SP
c6,ϕuϕ for every 6 ⇒ SQ,

where 4⇔ : C(Q)
⇔ ↑ C(P)⇔ is the dual morphism to 4 : C(P)↑ C(Q). In light of this observation, it

suffices to show that if f is equidimensional, then for every 6 ⇒ SQ, there is one and only one way of
expressing 4⇔(u6) as an N-linear combination of the vectors uϕ for ϕ ⇒ SP . This is a mere consequence
of [AK94, Lemma 4.1]: if f is equidimensional, the image of every extremal ray in C(Q)

⇔ under 4⇔ is an
extremal ray in C(P)⇔.

Finally, using Kato’s criterion for logarithmic smoothness, see [Kat94, Section 8], the above argument can
be patched up to settle the case where Ỹ and Y are any strict toroidal k-schemes. From this and Remark 3.7,
the lemma can be deduced in the general case where Ỹ and Y are toroidal Artin stacks. ↭

Remark 5.14. Note that unless Ỹ ↑ Y is strict (see Remark 3.7), the induced morphism Ỹ ↑ Ỹ ≃Y Y is
typically not an isomorphism. This already happens when Y is a simplicial toric variety and Ỹ is not.
Instead, the above morphism exhibits Ỹ as Satriano’s construction applied to the fibre product Ỹ ≃Y Y in
the category of fs logarithmic Artin stacks.

Appendix. A lemma on quotient stacks

Lemma A.1 (= [QR22, Lemma 1.3.1]). Let A be a finitely generated abelian group, with corresponding diagonal-
izable algebraic group D(A). Let R =

⊕
ε⇒ARε be an A-graded algebra, and let r ⇒ R be a homogeneous element

of degree a ⇒ A. Then R/(r ↓ 1) is an A/ℜaℑ-graded algebra, and the A/ℜaℑ-graded homomorphism R↑ R/(r ↓ 1)
induces a morphism of algebraic stacks

[(Spec(R/(r ↓ 1)) / D (A/ℜaℑ)] ∈↓↓↑ [Spec(R) / D(A)].

This is an isomorphism if r is invertible and a has infinite order.

Note that as A-graded modules R ∈ R/(r ↓1)[r, r↓1], but the algebra structures do not coincide. Similarly,
R/(r ↓ 1) ∈

⊕
[ε]⇒A/ℜaℑRε but only as A/ℜaℑ-graded modules.

Proof. We need to prove that the natural D(A)-equivariant map

Spec(R/(r ↓ 1))≃D(A/ℜaℑ)D(A) ↓↑ Spec(R)

is an isomorphism. Let us elaborate on the left-hand side. We have two commuting actions on
Spec(R/(r ↓ 1))≃D(A) = Spec(R/(r ↓ 1)[vA]) := Spec(R/(r ↓ 1)[vε : ε ⇒ A]):
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(i) the diagonal D(A/ℜaℑ)-action, given by (y, t) · s = (ys, s↓1t), where in the first factor the action
corresponds to the induced A/ℜaℑ-grading on R/(r ↓ 1), and

(ii) the D(A)-action on the second factor given by (y, t) · s = (y, ts).

The D(A/ℜaℑ)-action is free with quotient Spec(R/(r ↓ 1)) ≃D(A/ℜaℑ) D(A) = Spec(R▽), where R▽ is the
degree 0 part of R/(r ↓ 1)[vA] with the A/ℜaℑ-grading. The D(A)-action endows R▽ with the following
A-grading:

R▽ =
⊕

ε⇒A
(R/(r ↓ 1))

[ε] v
ε .

The natural A-graded algebra homomorphism R↑ R▽ is thus an isomorphism. ↭
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