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Abstract4 Effective management of diabetes is contingent 

upon patients' understanding of their medical conditions and 

treatments. However, medical documents often contain complex 

jargon and technical details that can be challenging for patients, 

especially those with limited health literacy. This paper presents 

DiaKnow, an innovative tool that simplifies medical documents 

and customizes explanations to suit individual health literacy 

levels. Employing a robust self-attention transformer model and 

a comprehensive diabetes-focused knowledge graph, DiaKnow 

enhances patient comprehension by providing contextually 

relevant, simplified medical information. This study assesses 

DiaKnow's efficacy in real-world clinical settings through a 

structured use case evaluation method. We tested the tool's 

ability to accurately identify, link, and simplify crucial medical 

terms using a diverse set of medical documents. Our findings 

confirm that DiaKnow not only improves the readability of 

medical documents but also ensures that explanations are 

medically accurate, clear, and comprehensive. 

Keywords4 health literacy, knowledge graph, ontology, 

self-attention transformers, medical entity recognition, entity 

linking. 

I. INTRODUCTION  

Managing diabetes poses a substantial challenge for many 
individuals, specifically in comprehending medical records. 
The utilization of specialist medical terminology and complex 
information can be daunting, and this challenge is further 
intensified by varying levels of health literacy. People without 
specialized medical knowledge may find terminology like 
"glycemic control," "hyperglycemia," "A1C," and 
pharmacological names difficult to understand. This can lead 
to ambiguity and misinterpretations about a patient's condition 
and the necessary actions for appropriate treatment. 

Furthermore, effectively managing diabetes necessitates 
consistent involvement with quantitative data, such as blood 
glucose readings, insulin dosages, and laboratory test results. 
Patients rely on this information for their daily decisions 
regarding their well-being. The significance and implications 
of these decisions can be overwhelming, especially without 
clear explanations. 

Moreover, patients often find it difficult to implement 
some lifestyle guidelines provided in medical documents due 
to their presentation style. Ensuring successful application of 
diet and exercise guidelines in real-life situations is crucial, 
and this requires providing clear and practical explanations. It 
is necessary to tailor these explanations to align with the 
individual's specific requirements and their health literacy 
level. 

The prevalence of inadequate health literacy is not 
necessarily dependent on a patient's level of formal education. 
A significant number of individuals face difficulties in 
understanding health information, impeding their ability to 

effectively manage their condition. Studies suggest that 
almost 60% of patients with diabetes struggle to appropriately 
understand their blood glucose readings, a critical component 
of effectively treating the condition [1]. Further research has 
substantiated a clear link between low health literacy and 
unfavorable results in the management of diabetes, such as 
suboptimal medication adherence and glycemic control [2] . 

To address these challenges, it is imperative to use 
innovative technical solutions. The foundation of our 
approach is rooted in our previous work in health literacy 
evaluation [3]. We introduce DiaKnow, a customized 
software that simplifies medical documents and provides 
tailored explanations according to the user's degree of health 
literacy. DiaKnow employs medical knowledge bases and 
assesses the user's health literacy to identify complex diabetes-
related terms and provide contextually suitable, clearly 
understandable explanations. DiaKnow employs a robust self-
attention transformer model and an extensive diabetes-
specific knowledge graph to deliver concise and pertinent 
medical information. DiaKnow improves the capacities of 
individuals with diabetes by overcoming communication 
barriers and facilitating a deeper understanding of their 
condition, leading to improved self-management. 

The rest of the paper is organized as follows: Section II 
surveys the related work. Section III explains the details of the 
proposed methodology. Section IV explains the evaluation 
methodology and the use case evaluation. Section V 
concludes the paper. 

II. RELATED WORK  

The simplification of biomedical texts has been the subject 
of substantial effort. In this discipline, simplification typically 
employs neural sequence-to-sequence models or dictionary-
based methods. 

Dictionary-based approaches leverage expert-curated 
medical dictionaries, such as the Unified Medical Language 
System  UMLS [4], to simplify professional medical 
sentences [5][6][7][8][9][10][11][12][13] [14][15], or link 
medical terms with lay definitions [16] and definitions in 
controlled vocabularies [17]. Although generally effective, 
these methods can encounter difficulties with terms that have 
multiple meanings, leading to potential ambiguity. For 
instance, in the sentence "In patients with DMD, immune cell 
infiltration of skeletal muscle aggravates disease," the term 
"DMD" could be associated with multiple meanings, 
including Duchenne Muscular Dystrophy or the DMD gene, 
whereas only the first is correct in this context. 

To tackle this issue, Sakakini et al. [18] proposed a 
context-aware medical text simplification tool by improving 
the lexical replacement methodology by using a language 
model to elucidate potential replacements with the aid of 
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surrounding context. Similarly, Tran et al. [19] employed a 
neural Masked Language Model to create context-aware 
substitution candidates, enhancing the traditional dictionary-
based approaches. Nevertheless, these direct substitutions can 
sometimes diminish the text's readability, continuing to make 
it difficult for users or patients to comprehend. 

Neural methods represent another approach to biomedical 
text simplification. Supervised methods, such as PharmMT 
[20], utilize Seq2seq models with a numerical checker to 
simplify the text. In a similar vein, Devaraj et al. [21] 
enhanced the BART model [22] with an unlikelihood 
constraint to reduce the use of technical terms. These 
approaches generally improve readability over dictionary-
based methods, though they can sometimes compromise on 
the accuracy of term-level simplification.  

In the area of unsupervised techniques, Cao et al. [23] 
came up with a style transfer method for simplifying. They 
trained different models on nonparallel datasets of 
professional and everyday language to show the source and 
target styles, respectively. Meanwhile, Pattisapu et al. [24] 
explored an unsupervised denoising autoencoder approach. 
The authors manipulated medical text by replacing simpler 
terms with their more complex equivalents from knowledge 
bases to generate training data. The model then learns to revert 
these texts to their original, simplified forms while ensuring 
fluency. This denoising method generally outperforms style 
transfer in human assessments, but both are susceptible to 
generating unpredictable errors such as repeated words or 
phrases.  

Existing simplification tools typically simplify recognized 
medical-related terms indiscriminately, regardless of the 
user's familiarity with them. However, our tool, DiaKnow, 
provides a context-aware personalized text simplification 
scheme that tailors simplification based on an individual 
reader's health literacy level. More terminology is simplified 
for users with very low literacy levels, whereas only difficult 
medical terms are simplified for users with higher literacy 
levels. This personalized approach aims to enhance 
comprehension and accessibility for users with varying levels 
of health literacy. 

III. METHODOLOGY 

In this research, we introduce an advanced medical 
document annotation system to provide diabetic patients with 
easily understandable explanations. Our method utilizes a 
self-attention transformer model and a comprehensive 
knowledge graph to accurately extract entities and provide 
context-aware annotations. Fig. 1 illustrates the architecture of 
the system. 

A. Knowledge Graph Construction 

Foundation for Explanation: We build a comprehensive 
diabetes-centered knowledge graph. The knowledge graph 
functions as a basis for generating explanations and enhancing 
the context of extracted entities. We started by developing the 
Diabetes Ontology, which serves as a highly organized, 
formal, and consistent representation of entities and 
relationships between them in the diabetes field. It also serves 
as a framework for the knowledge graph. We built our 
diabetes ontology based on the Diabetes Mellitus Diagnosis 
Ontology (DDO) [25], which guarantees consistency and 
interoperability with existing systems. Fig. 2 shows some of 

the major concepts and relationships of the high-level of the 
diabetes ontology. 

Enhanced Structure: The Diabetes Ontology provides 
the high-level logical structure of diabetes, including its 
symptoms, clinical presentation, diagnosis, treatment, and 
complications. To expand its scope, we have enhanced the 
ontology with additional classes and properties tailored to 
encompass lifestyle interventions and physical activities. This 
expansion enhances our knowledge graph by allowing it to 
handle various types of entities related to diabetes, including 
diseases (such as diabetic neuropathy and retinopathy), 
medications (such as insulin and metformin), procedures 
(such as blood glucose monitoring and HbA1c test), 
physiological processes (such as insulin secretion and glucose 
metabolism), and lifestyle factors (such as diet and exercise). 

Relationships and Attributes: The knowledge graph 
represents each of these concepts as a node. Various properties 
representing cause-and-effect, treatment options, and other 
relevant relationships connect these nodes with other related 
concepts. Furthermore, it is possible to enhance each node by 
adding features that offer more specific information on the 
entity, such as medicine dose ranges and symptoms of 
complications. By utilizing external knowledge sources, 
including UMLS, SNOMED CT [26], and Wikidata [27], we 
extend the reach and depth of diabetes-related information 
within our knowledge graph. We strengthen the ontology's 
semantic framework by instantiating and linking ontology 
entities with these repositories, fostering a comprehensive 
understanding of diabetes-related concepts. This approach not 
only improves information coverage and granularity, but also 
enables the seamless integration of emerging knowledge and 
concepts into the knowledge graph.  

B. Self-Attention Transformer for Entity Extraction  

To recognize diabetes-related medical terminologies, we 
employed BioBERT [28]. BioBERT is a robust transformer 
model that has been specifically trained on a large collection 
of biomedical documents. This pre-training provides the 
model with a fundamental comprehension of medical 
terminology and the relationships between concepts, 
including those related to diabetes. Employing BioBERT in 
our system enables us to decrease the time required to fine-
tune the model on our diabetes-focused dataset. 

BioBERT utilizes the fundamental transformer 
architecture from the original BERT model [29]. Its pre-
training process involved two key tasks: Masked Language 
Modeling (MLM) and Next Sentence Prediction (NSP). 
During MLM, words within biomedical text were randomly 
masked, and BioBERT learned to predict the missing words 
based on the surrounding context. This strengthens the 
model's ability to understand the nuanced relationships and 
meanings of medical terms. NSP, on the other hand, trained 
the model to identify logical connections between sentences. 
This helps BioBERT grasp how information flows within 
medical documents 4 a crucial skill for effective entity 
recognition. 

We enhance the performance of BioBERT specifically for 
the purpose of finding items related to diabetes. This entails 
refining the pre-trained model by using a meticulously 
selected dataset of documents that have been 
annotated specifically for diabetes. BioBERT's weights are 
modified during the fine-tuning phase to further improve its 
sensitivity to diabetes-related phrases. BioBERT utilizes a 
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special tokenizer specifically created to manage complicated 
medical terminologies and their variations. The embedding 
matrix of BioBERT is used to turn each token (or word 
component) into a numerical representation. This matrix 
represents the relationships and semantic significance of 
words in the domain of medicine. 

The self-attention mechanism, which is a key component 
of the transformer design, allows the model to dynamically 
focus on the most significant phrases to detect medical 
entities. Within BioBERT, this mechanism works similarly to 
the principle described previously. The inclusion of many 
encoder layers in the model allows it to learn 
complex representations of the input text, thereby enabling 
precise recognition of diabetes-related entities. Finally, the 
output layer utilizes this information to predict the most 
suitable entity type (such as "Disease" or "Medication") for 
each token in a document. 

C. Knowledge Graph-Based Annotation 

DiaKnow utilizes an extensive knowledge graph to 
enhance extracted entities with relevant information and offer 
user-friendly explanations for patients. An essential element 
of this procedure is entity linking, in which the tool links a 
medical term recognized by the transformer model with the 
most suitable corresponding node in the knowledge graph. 

Using embeddings, which are vector representations that 
capture the context and semantic meaning of words, is 
essential to accurate entity linking. During the process of 
entity linking, the medical term extracted by the transformer 
and the descriptive text connected to each node in the 
knowledge graph are both represented as embeddings. By 
calculating the cosine similarity between these embeddings, 
DiaKnow identifies potential candidates for the correct node. 
Nodes with higher similarity scores are considered a better 
match. 

Even though embeddings provide a potent signal for entity 
linking, the contextual awareness provided by the transformer 
model's pre-training is still essential. DiaKnow relies on this 
context to resolve ambiguities, particularly when multiple 
knowledge graph nodes have similar embeddings but are used 
in different contexts. This is achieved by comparing the 
similarity scores of candidate nodes and the embeddings of 
surrounding words in the original text. Consider the extracted 
entity, "metformin." If the knowledge graph contains nodes 
for both the medication "metformin" and a less common lab 

test, also called "metformin," the embeddings for these nodes 
might be relatively similar. However, by examining the 
contextual embeddings of the surrounding words, the model 
can often determine whether the extracted "metformin" refers 
to the medication (surrounded by words like "dose," "side 
effects") or the lab test (surrounded by terms like "blood 
levels," "kidney function"). 

After an entity is effectively connected to a knowledge 
graph node, DiaKnow utilizes the graph's structure and 
content to produce a customized explanation. DiaKnow 
utilizes our well-established health literacy measurement 
method [3] to evaluate the user's comprehension of medical 
concepts before producing these explanations. DiaKnow 
considers the user's assessed health literacy level when 
annotating the medical terms, determining the level of detail, 
and prioritizing external resources. In addition, DiaKnow 
includes the medical term9s difficulty classification model that 
we built in our previous research [3] to determine which 
mentions should be annotated based on the user's health 
literacy level, providing personalized annotation. Users with 
low health literacy levels will receive more annotations, while 
those with high health literacy levels will only receive 
annotations for complex medical terms.  

By traversing the graph's connections (representing 
properties like "treats," "is caused by," and "is a type of"), 
DiaKnow identifies relevant related concepts. The 
explanation follows pre-defined templates based on the type 
of entity and the relationships uncovered. Transformer-
generated representations continue to enhance the explanation 
by tailoring it to the specific use of the medical term within 
the original document. Additionally, the knowledge graph 
itself can contain pre-populated links to external resources, 
such as trusted patient education websites, allowing DiaKnow 
to seamlessly incorporate these into its explanations. 

DiaKnow carefully selects external resources (e.g., the 
American Diabetes Association (ADA) [30], the International 
Diabetes Federation (IDF) [31], and the Center for Disease 
Control (CDC)- Diabetes [32] to match the user's health 
literacy level. Sources with clear explanations, visuals, or 
simplified language might be prioritized for users with lower 
assessed health literacy. 

 
Fig. 1. System Architecture. 
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IV. EVALUATION  

A. Evaluation Methodology  

Due to constraints in conducting direct user testing, the 
initial evaluation of DiaKnow was conducted by our research 
team, who utilized medical textbooks and relevant literature 
to assess the tool's effectiveness. This crucial preliminary 
evaluation aimed to confirm the functionality and accuracy of 
DiaKnow before its broader deployment and more extensive 
user-based testing. 

The team focused on several fundamental aspects essential 
to ensuring the operational success of the tool: 

1)  Correctness of Annotations 
Objective: Verify that DiaKnow accurately identifies 

medical terms from the documents and links them to the 
appropriate nodes within the knowledge graph. 

Methodology: We manually checked each term DiaKnow 
identified to make sure it matched the correct node in the 
knowledge graph. 

Metrics: We measured success by calculating the 
percentage of terms correctly linked to their knowledge graph 
nodes, aiming for a high accuracy rate to ensure reliability. 

2) Appropriateness of Explanations 
Objective: Verify that the explanations generated by 

DiaKnow are medically accurate.  

Methodology: We reviewed these explanations against 
current medical texts and guidelines to ensure their accuracy 
and appropriateness. 

Metrics: The percentage of explanations confirmed as 
medically accurate served as a measure of the annotation's 
appropriateness. 

3) Text Clarity 
Objective: Evaluate the simplicity and readability of the 

explanations provided by DiaKnow, focusing on their ability 
to be understood by patients with varying levels of health 
literacy. 

Methodology: In evaluating the clarity of language in 
DiaKnow9s explanations, we utilized the Text Ease and 
Readability Assessor (T.E.R.A.) [33], selectively focusing on 
components critical to our tool's objectives. Given the unique 

nature of medical documents, which typically do not require a 
narrative style or high levels of cohesion due to their 
instructional nature, we concentrated on the following areas: 

• Syntactic Simplicity: Assesses the structure of 
sentences by examining the number of words and 
clauses per sentence and the placement of the main 
verb. Simpler syntax is crucial for ensuring that 
medical instructions are clear and comprehensible, 
which is particularly important in healthcare settings 
where complex syntax can hinder understanding. 

• Word Concreteness: Evaluates the use of concrete 
versus abstract words. Concrete words create clear 
mental images, making the text easier to understand 
compared to abstract words that might lack visual 
specificity. 

Metrics: Clarity was scored based on T.E.R.A. outcomes 
for syntactic simplicity and word concreteness, emphasizing 
DiaKnow's effectiveness in simplifying complex medical 
information and using precise language that enhances patient 
comprehension.  

4) Completeness of Terminology Coverage 
Objective: Assess DiaKnow9s effectiveness in identifying 

and processing a comprehensive range of diabetes-related 
medical terms. 

Methodology: We compiled an extensive list of essential 
diabetes-related terms and checked DiaKnow's output to 
ensure all were recognized and appropriately explained. 

Metrics: The completeness metric was evaluated based on 
the proportion of the predefined list of terms that DiaKnow 
successfully identified and adequately processed within the 
medical documents. 

By integrating these comprehensive methods and metrics, 
this evaluation seeks to ensure that DiaKnow's explanations 
are not only accurate from a medical standpoint but also 
optimized for patient education, balancing the complexity of 
medical information with the need for accessibility and clarity. 

B. Use Case Evaluation 

To validate the practical application of DiaKnow and 
assess its performance in real-world settings, we implemented 
a use-case evaluation approach. This method allowed us to 
observe how DiaKnow functions in scenarios typical of 
everyday clinical practice and patient education. Fig. 3 depicts 
a written summary during a doctor's visit for a patient with 
diabetes, characterized by low health literacy. The summary 
includes terms that are crucial for understanding their 
condition and management but are often confusing. 

DiaKnow processes the document and identifies key 
medical terms such as "hyperglycemia," "A1C," "NPH 
insulin," and <glipizide." It then annotates these terms with 
simple definitions that are easily understandable by someone 
with low health literacy and links to additional trusted 
resources such as the American Diabetes Association (ADA) 
for further reading and understanding. 

We verified that DiaKnow accurately identifies and 
correctly links all relevant terminology within the document. 
The focus of the evaluation then shifts to assessing the clarity 
and completeness of the explanations provided, ensuring they 
are medically accurate and suitable for a patient with low 
health literacy. 

 
Fig. 2. Part of the Diabetes Ontology (Produced by Protégé 5.5.0 [35]). 
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To comprehensively assess DiaKnow, we evaluated 
multiple use cases that span various facets of diabetes care and 
patient education. These scenarios were derived from the 
Medical Transcription Samples website [34], which hosts an 
extensive collection of transcribed medical reports across 
numerous specialties, including diabetes. Table 1 outlines the 
scenarios, metrics used, and average results for the use cases.  

The use-case evaluation demonstrates DiaKnow9s ability 
to effectively enhance patient understanding by simplifying 
complex medical information. The results from these 
scenarios indicate that DiaKnow can be a valuable tool in 
various healthcare settings, aiding in the education of patients 
with varying levels of health literacy. By providing clear, 
accurate, and easy-to-understand explanations, DiaKnow has 
the potential to significantly improve patient comprehension 
and engagement in their own care. 

V. CONCLUSION 

The development and evaluation of DiaKnow represent a 
significant step forward in addressing the challenges of health 
literacy in diabetes management. By simplifying complex 
medical documents and tailoring explanations to individual 
literacy levels, DiaKnow bridges the gap between medical 
professionals and patients, enhancing understanding and 
engagement in personal health management.  

Our evaluation demonstrates that DiaKnow effectively 
transforms complex medical jargon into language that is 
accessible to patients with varying degrees of health literacy, 
particularly benefiting those with low literacy levels. By 
accurately identifying and annotating critical medical terms 
like "hyperglycemia" and "A1C,= DiaKnow ensures that 

patients not only understand their condition but are also better 
equipped to manage it effectively.  

While the use case evaluation provides crucial insights and 
demonstrates DiaKnow9s effectiveness, direct user studies 
with patients with diabetes are essential. User studies can 
assess how well DiaKnow addresses real-world challenges, 
improves patient understanding of medical documents, and 
ultimately empowers patients to better manage their diabetes 
care.  
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