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Abstract
Reconfigurable datacenter networks use fast optical circuit
switches to provide high bandwidths at low cost, therefore
emerging as a compelling alternative to packet switching.
These switches offer micro- and nano-second reconfigura-
tion, and reacting to demand at this time scale is infeasible.
Proposed designs have therefore largely been oblivious, sup-
porting arbitrary traffic patterns. However, this imposes a
fundamental latency-throughput tradeoff that significantly
limits the benefits of these switches.

In this paper, we illustrate the feasibility of semi-oblivious
reconfigurable datacenter networks that periodically adapt
to large-scale structural patterns in traffic. We argue that
such patterns are predictable in modern datacenters, that
optimizing for them can provide latency-throughput scaling
superior to oblivious designs, and that existing fast circuit-
switched technologies support coarse-grained flexibility to
adapt to these patterns.
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1 Introduction
Over the last two decades, datacenters have seen exponential
growth in their bandwidth requirements. Providing petabit
connectivity between 10,000s of servers, as switching chip
manufacturers contend with the end of Moore’s law, has
made it increasingly challenging to contain the costs and
complexity of datacenter networks (DCNs). Operators and
academics alike have therefore looked beyond the paradigm
of Clos-based hierarchical packet-switched networks.

Optical circuit switches (OCSes) have remained a popular
alternative for two reasons: they fundamentally lower cost
and power consumption by reducing electronic components,
and can reconfigure the topology to effectively use band-
width. Fast circuit switches with microsecond and nanosec-
ond reconfiguration times, can scale these benefits by replac-
ing most of the electrical network. [5, 18, 20]

To avoid predicting dynamic datacenterworkloads at nano-
second time scales, fast circuit-switched proposals have been
primarily demand-oblivious, supporting arbitrary traffic pat-
terns via uniform connectivity. Remaining completely obliv-
ious, however, imposes a fundamental latency-throughput
tradeoff: we must either split each node’s bandwidth uni-
formly across the network, inflating latency, or route flows
via multiple indirect hops, inflating required bandwidth [4].

In this paper, we argue that reconfigurable datacenters
need not succumb to this obliviousness barrier. While it
is hard to predict micro-scale patterns, such as individual
flows or precise bandwidth requirements between hosts or
racks, DCN traffic exhibits predictablemacro-scale structural
patterns, such as spatial locality and flow-size distributions.
Such patterns depend on the nature and distribution of target
applications, which are relatively stable over time, and can
be inferred by application-level control plane entities such
as schedulers or job placement systems [12, 23, 29]. Request
and utilization patterns at the application level may then
offer several dimensions of predictability for the network.
To take advantage of such structural predictability, we

propose semi-oblivious reconfigurable networks, which peri-
odically update the topology to match macro-patterns in the
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datacenter. We show that accounting for this coarse-grained
information allows efficient use of network bandwidth, to
simultaneously achieve high throughput and low latency.
We describe two commonly found stable patterns in the

datacenter: a known degree of spatial locality, and aggre-
gated traffic matrices between clusters of racks/machines.
Using these patterns, we construct a semi-oblivious recon-
figurable network, that achieves latency-throughput scaling
superior to existing systems - maintaining throughput sim-
ilar to fully connected oblivious designs [5, 20, 27], while
lowering latency by orders of magnitude at datacenter scale.
We also show that existing fast circuit switching technologies
offer a path to periodically update the circuit schedule, and
can support coarse-grained flexibility to match structural
patterns. Finally, these insights lead to significant potential
for future directions in both systems and algorithm design.
We therefore end with a detailed discussion on implications
and open questions.

2 Reconfigurable Networks
Optical Circuit Switches (OCSes) establish high-bandwidth
photonic circuits between input and output ports. By operat-
ing entirely in the optical domain, OCSes eliminate the need
for CMOS chips and optical transceivers, reducing power
consumption by an order of magnitude compared to packet
switches at equivalent bitrates [27]. Reconfigurable networks
leverage these switches to construct high-bandwidth, dy-
namic network topologies at low costs.
Cloud operators report that with traffic doubling every

year, a datacenter now must support bisection bandwidth
equivalent to the entire Internet [1]. As these demands con-
tinue to grow, and Moore’s nears its end, packet switches
are already reaching their performance limits. Optical cir-
cuit switching, offers a rare opportunity for fundamental
reductions by lowering per-bit cost and power consumption,
while also efficiently adapting bandwidth to dynamic work-
loads. Industrial deployments of reconfigurable networks
report CapEx and OpEx reductions of about 30%, along with
simplified evolution of the core network [17, 22].
Fast Circuit Switches. While OCSes with millisecond

reconfiguration times are beneficial at small scales — han-
dling bulk transfers and traffic hotspots [13, 32], or operating
at the spine layer—large [22], datacenter networks (DCNs)
with thousands of racks or servers must also accommodate
latency-sensitive bursts of traffic. Fast circuit switching, with
microsecond (𝜇𝑠) or nanosecond (𝑛𝑠) reconfiguration, en-
ables high-fanout at each node by time-sharing ports across
a schedule of circuits. This effectively uses node bandwidth
to communicate withmany other nodes simultaneously, serv-
ing both latency-sensitive and bulk traffic. These fast optical
circuit switches can potentially reduce DCN costs by up to
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Figure 1: An oblivious reconfigurable network for 5
nodes, with a round-robin schedule of connections.

70% [5], spurring several research and industrial efforts to
manufacture and deploy them at scale [1, 19].
Precise Demand Fitting is Infeasible. Early designs

using 𝜇𝑠-scale circuit switches proposed 𝜇𝑠 control planes to
predict and schedule flows in the network [10, 21]. But not
only is such a tightly synchronized control plane infeasible to
implement at scale, datacenter flows are not predictable. Dat-
acenters host a variety of applications and services, and com-
munication is often bursty, making fine-grained bandwidth
requirements at the server or rack level unpredictable. Fur-
ther, matching the topology to a given traffic matrix is some-
times impossible. Choosing arbitrary topologies between
𝑁 nodes requires 𝑁 ! physical configurations in the OCS
layer. For many OCS designs, physical constraints prevent
them from simultaneously achieving many configurations,
fast switching, and low loss [19, 20]. Arbitrary flexibility be-
tween 1000s of racks is also not usually required. Operators
prefer intuitive topologies for robustness to demand changes,
and to quickly reason about failures and fix outages [17, 22].
Oblivious Reconfigurable Networks (ORNs). ORNs

avoid a demand-aware control loop by targeting uniform
connectivity, and supporting arbitrary trafficwith worst-case
throughput guarantees. Nodes and switches synchronously
cycle through a predetermined schedule of circuits to create
a fixed logical topology. A common strategy is to use a round-
robin schedule at each node, implementing full connectivity
as in Figure 1 [5, 20, 27]. If traffic was uniformly all-to-all,
single-hop paths best use bandwidth and minimize latency.
But to support arbitrary demands, these designs use Valiant
Load balancing (VLB), spreading traffic across 1-hop indirect
paths for a worst-case throughput of 50% [31].

Fundamental Latency-Throughput Tradeoff. Formod-
erately sized networks up to a few hundred nodes, round
robin schedules effectively split bandwidth across every
source-destination pair. A high fanout at nodes leverages
statistical multiplexing for latency-sensitive traffic, imple-
menting a cost-efficient clique. But as the circuit schedule
scales linearly with network size, the time to cycle through
this becomes prohibitively high, even with nanosecond-scale
switching. For example, for 10,000 nodes, a round robin
schedule with 50𝑛𝑠 time slots can take 500𝜇𝑠 to cycle through.
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A packet may then be subjected to this delay, even before
accounting for queuing and propagation!
To shorten the circuit schedule and cycle time per node,

Opera [18] uses expander graphs between ToR switches, rout-
ing traffic over multiple indirect hops. But increasing indirect
hops proportionally increases total traffic volume, sacrificing
network throughput. This results in a high bandwidth tax or
overprovisioning cost, limiting the low-latency advantage
to a small portion of traffic (<10%). Prior works [4, 35] show
a Pareto optimal latency-throughput tradeoff by parameter-
izing the round-robin schedule across ℎ dimensions: an ℎ-
dimensional optimal ORN uniformly routes traffic on 2ℎ hops
for worst-case latency 𝑂 (ℎ ℎ

√
𝑁 ), and worst-case throughput

1/2ℎ. However, this introduces an inherent scaling barrier
for ORNs. For instance, a 2D optimal ORN reduces latency
exponentially with 4-hop routing, compared to a flat round
robin (1D optimal ORN), but throughput drops to 25% [3].
This imposes significant constraints on the cost and power
savings of optical switching, even with 𝑛𝑠 circuit switches.

Since oblivious reconfigurable networks commit to a fixed
circuit schedule and make no assumptions about traffic, they
must provide full uniform connectivity at all time — lead-
ing to the tradeoff described above. However, this approach
is overly maximalist. While precise traffic matrices are not
predictable, datacenter traffic is structured with macro-scale
patterns, that can be exploited in the circuit schedule. Ad-
ditionally, while adaptive control loops are too slow to re-
spond to micro-scale patterns such as individual flows or
microbursts, the macro-patterns in datacenters are often sta-
ble over time [22, 23].
We therefore propose semi-oblivious reconfigurable net-

works (SORNs), which can periodically adjust their topology
to match structural patterns in traffic demand. By optimizing
for structural macro-patterns, we argue that SORNs can effec-
tively use bandwidth to match throughput of fully-connected
ORNs, while lowering latency by orders of magnitude. Evalu-
ating the feasibility of such networks requires understanding
macro-patterns in datacenter workloads, and corresponding
reconfiguration mechanisms for circuit schedules. We ad-
dress both of these in turn.

3 Large-Scale Traffic Patterns
Datacenter network traffic varies widely with operator use
case, and requirements change over time. For static network
topologies, supporting arbitrary workloads is necessary to
avoid restricting applications. Existing DCNs therefore usu-
ally provide uniform connectivity, even as cloud operators
widely acknowledge that traffic is far from all-to-all, which
in turn leads to huge bandwidth overprovisioning [6, 23].
Reconfigurable networks can, in theory, match topology to
demand, but traffic patterns targeted so far are too short-
lived [32, 36]. By the time a network control plane can detect

changes, and reconfigure the topology, the demandmay have
already changed. For example, hotspots and bulk transfers
are susceptible to bursts, where past behavior often fails to
predict the future. This limits the benefits of reconfiguration,
subjecting fast circuit switches to the same overprovisioning
constraints as static designs.

At the same time, common applications in the datacenter
can be characterized by their network usage. For instance,
user-facing web services, data mining and machine learning,
and caches all exhibit specific latency and bandwidth require-
ments. The distribution of datacenter workload across these
services varies, but is often stable over hours or days, and can
be inferred at the control plane. These applications also have
distinctive hardware requirements, which can lead to a pre-
dictable spatial distribution for them. Machines or racks in a
datacenter are usually arranged into a spatial hierarchy of
pods, clusters, or blocks to facilitate management [11, 23, 28].
Scheduling and job placement algorithms use this hierarchy
to map requests to resources, and similar applications may
be co-located due to coinciding resource requirements. Au-
thors in [23], for example, describe that clusters of machines
serve distinct roles. Even for public clouds hosting virtual
machines or external services, network requirements can
usually be put in the context of this spatial hierarchy. For
instance, requests specify preferences for co-location within
different hierarchical levels, and operators report that the
distribution of these requests is predictable [12].

We interpret this predictability of application-level work-
load as macro-scale structural suggestions for the network.
Specifically, we envision aggregating nodes (end-hosts / ToRs)
into "cliques" of variable size. Depending on application
workload, these cliques may exhibit high density among
themselves but more importantly represent stable aggregate
demand patterns between groups of nodes. We describe both
of these target patterns below, in the context of production
traffic reports.
Spatial Locality. Production datacenter measurements

capture varying degrees of traffic locality within every level
of the spatial hierarchy. This locality may vary over time and
across the network but is predictable based on application
workload [7, 8, 23, 28]. We therefore assume that co-located
nodes can be grouped into cliques, with a known degree of
locality within them. Importantly, even in the absence of
traffic locality, i.e. uniform all-to-all traffic, the network can
still be optimized accordingly.

Aggregated Traffic Matrices. Optimizing for traffic ma-
trices between individual racks/servers is hard due to the
number of source-destination pairs, and bursts of transfers
between each pair. However, traffic patterns between groups
of 100s of machines show much more stability and pre-
dictability. In some cases, this comes from pre-assigned roles
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(a) (b) (c)

(d) (e) (f)

Figure 2: (a) An example optical circuit switched setup enabling several matchings between 8 nodes via wavelength-
based routing; (b) enlists matchings; (c) a schematic for node state showing how circuit schedule can be updated;
(d) and (e) show different logical topologies achievable. (f) Worst-case throughput for our semi-oblivious design
with varying traffic locality ratios.

to certain machines [23]. Other production DCNs report sta-
ble gravity traffic patterns between clusters of machines [22].
In this case, grouping nodes leverages statistical multiplex-
ing to smooth bursts between individual nodes, such that
the aggregate bandwidth requirements are relatively stable.
Google’s Jupiter [22] for example, performs well by infre-
quently adapting to such aggregated patterns. We therefore
also assume by grouping nodes into cliques, bandwidth re-
quirements across these cliques are roughly predictable.

4 Semi-Oblivious Reconfigurable Network
Based on the patterns described in the previous section, we
propose a semi-oblivious reconfigurable network (SORN).
This implements a hierarchical but reconfigurable topology,
with cliques of nodes. Within these cliques, we implement
uniform bandwidth density to support arbitrary traffic but
set stable bandwidth requirements across these cliques. As
workload needs vary, we may update the size of these cliques,
the oversubscription of bandwidth between them, and the ag-
gregate topology across cliques, but these parameters are as-
sumed stable over long periods. In this section, we show how
fast circuit switches can implement such macro-patterns,
describe one possible routing scheme, and show cost and
performance benefits over oblivious designs.

We consider a wavelength-selective OCS setup similar
to Sirius [5], an abstract representation of which is shown
in Figure 2 (a) and (b) for an 8-node topology. The nodes
could be either ToR switches or end-hosts of a DCN. Nodes
connect to an optical circuit switched layer, that provides
a set of matchings between input and output ports. This is
a similar abstraction to other reconfigurable DCN designs
[18, 20]. With wavelength-based routing in Figure 2 (a), for
example, the OCS layer directs light from a source port,
based on the input wavelength, to a given destination port.
Each wavelength 𝜆𝑖 then implements a matching𝑚𝑖 between
nodes, and by transmitting different wavelengths across time
slots, nodes implement a schedule ofmatchings, that together
emulate a static logical topology. Although in practice more
flexibility may be available, for now, we assume that all
nodes synchronously follow a given matching schedule, that
is reconfigurable. Figure 2 (b) shows the set of matchings
available for our example setup: each row shows a source
node, and the columns show the respective destination in
each matching from𝑚1 to𝑚5.
Topology. By permuting the available matchings in a

schedule, we may realize several logical topologies from a
given physical setup, to concentrate bandwidth in cliques
of nodes. Let each node’s aggregate bandwidth be 𝑏. If a
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circuit appears in a fraction 𝑙 ≤ 1 of the schedule’s time slots,
then the circuit implements a virtual edge of bandwidth 𝑏𝑙 .
For example, Figure 2 (d) shows one possible schedule of
matchings, that implements logical topology 𝐴 with two
cliques of size 4 for our 8-node network. In this case, node
bandwidth allocated within cliques is thrice that available
across cliques. This supports traffic locality within cliques
and uniform aggregate bandwidth across them. The setup can
also realize topology 𝐵 (see Figure 2 (e)) with cliques of size
2. The schedule may be further tweaked to support varying
degrees of oversubscription within cliques, or non-uniform
bandwidth across cliques. The supportable load depends, of
course, on the routing scheme implemented, for which we
present one possible choice.
Routing. To support arbitrary communication patterns

within cliques, we use oblivious routing as a building block.
For intra-clique traffic, we treat each clique as its own ORN
and use two-hop VLB-based routing. As in existing ORN
designs, the first hop is a load-balancing hop via the first
available intra-clique link1. Inter-clique traffic uses 3 hops:
first via the first available intra-clique link, then the inter-
clique link to the destination clique, and finally the intra-
clique link to the final destination. Again, the first hop load-
balances the subsequent hops, absorbing uneven distribution
of inter-clique traffic across individual source-destination
pairs. In topology 𝐴 for example, a flow from 0 to 6 could be
routed as 0->3->7->6, or 0->1->4->6, besides other paths.

To analyze latency and throughput, we define 𝑞 ≥ 1 as the
ratio between node bandwidth allocated to intra-clique and
inter-clique links, i.e. the oversubscription ratio. For instance,
in topology 𝐴, 𝑞 = 3. To simplify our analysis, we assume
𝑁𝑐 equal-sized cliques. Finally, we define 0 ≤ 𝑥 ≤ 1 as the
fraction of total demand that is intra-clique.

Latency.We evaluate intrinsic latency (𝛿𝑚): the maximum
number of circuits to cycle through across all hops. This is
the minimum worst-case latency for a given topology and
routing scheme, regardless of other deployment parameters.
Our routing ensures that first hops add effectively zero intrin-
sic latency. For intra-clique traffic, the second hop is on the
direct intra-clique link to the destination. This may require
cycling through all ( 𝑁

𝑁𝑐
− 1) intra-clique links. Since these

links only use 𝑞

𝑞+1 of all time slots, 𝛿𝑚 =
𝑞+1
𝑞

× ( 𝑁
𝑁𝑐

− 1). For
inter-clique traffic, accounting for both the inter- and intra-
clique hops, 𝛿𝑚 = (𝑞 + 1) (𝑁𝑐 − 1) + 𝑞+1

𝑞
× ( 𝑁

𝑁𝑐
− 1). Increasing

oversubscription 𝑞 or number of cliques 𝑁𝑐 lowers latency
for local traffic, but increases latency across cliques.

Throughput. We define the throughput 0 ≤ 𝑟 ≤ 1 as the
fraction of total bandwidth used to deliver traffic on its final
hop to the destination. This is bounded by the bandwidth

1Sufficiently long flows will evenly load-balance across all intra-clique links,
while variation in flow arrival times load-balances short flows.

System Max
hops 𝛿𝑚

Min
Latency Thpt. Norm.

BW cost
Optimal ORN
1D (Sirius) [5] 2 4095 26.59 𝜇𝑠 50% 2𝑥

Opera [18]
short flows

bulk
4
2

0
4095

2 𝜇𝑠
23,034 𝜇𝑠

31.25% 3.2𝑥

Optimal
ORN 2D [4] 4 252 3.57 𝜇𝑠 25% 4𝑥

SORN 𝑁𝑐 = 64
intra-clique
inter-clique

2
3

77
364

1.48 𝜇𝑠
3.77 𝜇𝑠

40.98% 2.44𝑥

SORN 𝑁𝑐 = 32
intra-clique
inter-clique

2
3

155
296

1.97 𝜇𝑠
3.35 𝜇𝑠

40.98% 2.44𝑥

Table 1: A comparison of latency and throughput
between existing oblivious designs, and our semi-
oblivious reconfigurable network for 4096-rack DCN.

available on both intra- and inter-clique links. Intra-clique
links are allocated 𝑞

𝑞+1 of total bandwidth; since all traffic
must traverse these links twice, 𝑟 ≤ 𝑞

2𝑞+2 . Inter-clique links
are allocated just 1

𝑞+1 of total bandwidth, but these are only
used as direct links by the (1−𝑥) of traffic that is inter-clique.
Therefore, 𝑟 ≤ 1

(1−𝑥) (𝑞+1) . To maximize throughput, we set
the oversubscription 𝑞 such that both intra- and inter-clique
links are fully utilized. By equating our two limits on 𝑟 , we
find that the ideal oversubscription ratio is 𝑞 = 2

1−𝑥 , which
allows our design to support throughput 𝑟 = 1

3−𝑥 .
Note that 𝑟 is bounded between 1

3 and 1
2 , with higher

locality ratios offering higher throughput. Figure 2 (f) shows
this theoretical scaling, along with a simulation of 128 nodes
and 8 cliques using real-world traffic [2]. Even with minimal
locality ratios, this reduces load-balancing hops from optimal
oblivious designs to increase throughput.

Table 1 compares our SORN proposal to existing ORN de-
signs. We consider a DCN of 4096 racks, each with 16 uplinks,
connected to Arrayed Wavelength Grating Routers (AWGR)
as in Sirius [5], and assume 100 ns time slots, and 500 ns of
propagation delay per hop. We remove the effects of queuing
and show latency for a single packet using various systems.
Opera requires longer time slots to route short flows on fixed
topologies; we assume 90 𝜇s time slots from the original
paper [18], and set 1/4th of the uplinks to reconfigure at a
given time. We assume a 56% locality ratio and a short flow
traffic share of 75%, using median values from a production
datacenter trace [23].

These results show that a semi-oblivious design uses band-
width efficiently, to simultaneously achieve low latency and
high throughput. The hierarchical structure of SORN reduces
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cycle time from 1D ORNs like Sirius, in a similar way to op-
timal 2D ORNs, reducing total latency by an order of magni-
tude. For workloads in which latencywithin cliques is crucial,
SORN outperforms both 2D ORNs and Opera due to the re-
duced hops. At the same time, SORN achieves throughput
that nears that of 1D ORNs. In particular, by acknowledging
spatial locality and aggregated demand requirements, we are
able to reduce the number of indirect hops across traffic to
an average of only 2.44 hops for our assumed locality ratio,
utilizing bandwidth effectively.

5 Adapting the Topology
As network requirements vary with the application work-
load, adapting our semi-oblivious design ensures optimal
performance benefits. As described earlier, coordination be-
tween a centralized network control plane and application
layer entities like schedulers helps determine suitable local-
ity and aggregate bandwidth requirements. Here, we show
that coarse-grained flexibility in existing fast circuit switches
allows infrequent updates to the circuit schedule to adapt to
these patterns.
Consider a fast circuit-switched setup using AWGRs and

fast-tunable lasers, similar to Sirius [5]. The circuit schedule
for this setup is implemented entirely at the nodes them-
selves, by transmitting different wavelengths across time
slots to enable different matchings. To update the logical
topology, we can then simply update the state at each node.
Based on the stability of macro-scale patterns, we expect
to update the topology on the order of several minutes or
hours. We could therefore use a logically centralized con-
trol plane to synchronously update state across nodes (ToR
switches / end-hosts) within a few seconds [9]. An impor-
tant consideration during such updates is the routing and
buffering state at each node’s NIC, since these functions are
performed entirely at the nodes’ NICs. Our semi-oblivious
abstraction maintains a fixed superset of neighbors per node,
varying bandwidth per neighbor. This, along with the simple,
unified routing protocol, avoids new hardware state during
schedule update operations, and minimizes drain operations
between neighbor queues. The scope of this paper omits a
full discussion, but Figure 2 (c) shows a schematic of node
hardware state, which is expected to scale well with system
size by leveraging efficient hardware data structures [24–26]
and smarter caching between SRAM and DRAM [14].

Expressivity. As shown in the previous section, rebalanc-
ing the circuit schedule reconfigures the hierarchical topol-
ogy, clustering machines in different ways. The flexibility
of our framework primarily depends on two physical fac-
tors: the ports available at nodes and OCSes, and the match-
ings available per OCS. If the physical setup provides all
𝑁 ! matchings, then we can choose arbitrary logical topolo-
gies. While this is not usually feasible, in practice, existing

hardware can offer more than enough flexibility for DCN op-
erators. For example, in our 4096-node network with 16 ports
per node, 256-port gratings enable a circuit between each
node pair, to allow clique sizes ranging from 1 (flat network)
16, 32, 64 up to 2048. Instead, we may wish to accommo-
date a fewer number of clique sizes, say up to 64, but allow
non-uniform connectivity across these with the hundreds
of remaining matchings. Further, with wavelength-selective
OCSes, nodes could choose to emit different wavelengths
at the same time, increasing flexibility significantly. With
heterogeneity in node bandwidth and ports available, we
may encode gravity models, non-uniform clique sizes, or
generally allow higher provisioning between certain spatial
groups. We also observe that even when equipped with full
flexibility, reconfigurable networks in production prefer a
fixed set of intuitive topologies [22]. Modern ToR switches
with 100s of uplink ports [5] can therefore provide sufficient
flexibility. An offline optimization can predetermine a set of
matchings, or even schedules, for the desired level of flexi-
bility. And routing could be chosen to accommodate highly
dense, uniform all-to-all, non-uniform, or even anti-affinity
patterns, between cliques.

6 Discussion and Open Questions
Our key takeaway in this paper is that reconfiguring the
datacenter network to match structural patterns effectively
employs node bandwidth, for high performance at low costs.
The proposed techniques enable a spectrum of topologies,
from clusters of high communication density, to all-to-all
flat topologies, to non-uniform network requirements. This
supports a diverse set of modern datacenter applications,
allowing flexibility and ease of operation. For instance, con-
sider Facebook’s datacenter services described in [23]. Since
each machine has a specific role, the network may be opti-
mized for the structural relationship between different ser-
vices such as user-facing web applications, cache services,
and Hadoop jobs. A reconfigurable design can support both
short-term fluctuation in the distribution of these services, or
longer-term evolution of requirements. Even when adapting
the topology is not beneficial, a structured reconfigurable
network offers significant cost benefits over existing packet
and circuit switching designs.

Cooperation with application-level job placement can fur-
ther promote such flexibility. Importantly, a feedback loop
communicating high-level application requirements to the
network can easily dictate the structural properties we target,
still allowing application-level entities to remain largely un-
restricted and independent. We also note that our framework
does not require precise predictions, maintaining guarantees
within a healthy estimation error margin. Moreover, dis-
course on semi-oblivious designs doesn’t stop here; below
are some future directions that can augment our findings:
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Other Structural Patterns: Non-spatial properties in the
demand could also provide optimization opportunities. Diur-
nal utilization patterns or the distribution of latency-sensitive
vs bulk traffic, for example, could help tune the number of
indirect hops in reconfigurable topologies like Opera, for
an adaptive latency-throughput tradeoff. Probabilistic traffic
analysis [34], may also offer insights for topology design.

Machine Learning Workloads: While several works show
that an optimized topology improves training/inference speeds
for individual ML jobs, and that such workloads are pre-
dictable [33], at larger scales it is not always possible to
arbitrarily match topology to demand. Further, in a cluster
shared across training/inference jobs for differentMLmodels,
fine-grained optimization for individual jobs may be slow,
or may cause fragmentation of GPU resources. Robust opti-
mization techniques such as our semi-oblivious model, when
co-designed with job scheduling, may improve resource uti-
lization in such clusters, as we could optimize for a varying
distribution of training jobs.

Practicality benefits: The adoption of reconfigurable dat-
acenter networks faces several practical challenges. We be-
lieve that adoption of structure may also help tame some of
these challenges. For instance, flat oblivious designs with
many random indirect hops inflate the blast radius of fail-
ures since flows between any source-destination pair can
be affected by any link/node failure. A modular design re-
duces this significantly and enables ease of diagnosis and
reasoning. Modularity can also relax time-synchronization
requirements, as a node participates in independent sched-
ules on each hierarchical level, reducing the diameter of an
individual synchronization domain. Smaller schedules may
also better tolerate larger time slots and synchronization
overheads.

To conclude, we believe that semi-oblivious designs apply
to various contexts where coarse-grained demand informa-
tion is available. We have sketched benefits and feasibility
to a preliminary extent, but there is much scope for other
designs and exploration in specific settings.

7 Related Work
Most existing designs for fast-circuit switched datacenters
are demand-oblivious in both their topology and routing
[3, 5, 20, 27]. Some systems use flow size information to
route latency- and throughput-sensitive traffic separately but
are otherwise oblivious [15, 18]. Wilson et al. [34] propose
an oblivious circuit schedule and dynamically adjust the
oblivious routing scheme for congestion, but this doesn’t
directly consider traffic patterns. NegotiaToR [16] augments
an all-to-all circuit schedule with a demand-aware phase and
uses a decentralized control plane to schedule flows in this
phase. This improves performance over oblivious designs,

but it is unclear if such individual flow scheduling can scale
beyond a few hundred nodes.

Jupiter Evolving [22] uses slow circuit switches with arbi-
trary flexibility to infrequently adapt the topology to pod-
or block-level traffic matrices. Researchers have proposed
robust topology optimization and traffic engineering tech-
niques for such setups [30, 37]. However, scaling circuit
switching beyond the block level requires fast circuit switch-
ing to support the rapidly changing traffic patterns found at
smaller scales. Since fixed schedules avoid dynamic predic-
tion of these patterns to ensure low latency, we propose to
apply infrequent demand-aware adaptations similar to prior
work, to circuit schedules for fast OCSes. This brings signifi-
cant bandwidth improvements while retaining low latency,
and respecting the reduced flexibility found in current fast
OCS designs.
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