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Abstract— Incoherent feedforward networks exhibit the abil-
ity to generate temporal pulse behavior. However, exerting
control over specific dynamic properties, such as amplitude
and rise time, poses a challenge and is intricately tied to
the network’s implementation. In this study, we focus on
analyzing sequestration-based networks capable of exhibiting
pulse behavior. By employing time-scale separation in the fast
sequestration regime, we approximate the temporal dynamics of
these networks. This approach allows us to establish a mapping
that elucidates the impact of varying the kinetic rates and pulse
specifications, including amplitude and rise time. Furthermore,
we introduce a positive feedback mechanism to regulate the
amplitude of the pulsing response.

I. INTRODUCTION

Biological systems use the temporal dynamics of vari-
ous parameters, such as concentration, enzymatic activity,
allosteric configuration, biochemical modification, or spatial
localization, to interpret and respond to external stimuli [1],
[2]. In this context, transient pulses are a prevalent type
of temporal pattern found across biology. Cells can encode
information into several temporal features of pulses, such
as amplitude, duration, and frequency of pulses, and this
encoding can enable a variety of functions [3]-[6]. From an
engineering perspective, the adoption of pulsed signals has
the potential to expand the capacity of synthetic biological
circuits to store and transmit information using a limited
number of molecular components [7]-[10].

Pulse generation in biomolecular systems can be realized
by specific circuit motifs, such as the incoherent feedforward
loop (IFFL) [11], [12], and negative feedback [13], which
present nonlinear dynamics. Another relevant way to gener-
ate a pulse is through the subtraction of two exponential func-
tions [14], which arise frequently from biological phenomena
(Fig. 1). This suggests that a chemical reaction network
capable of implementing a subtraction operation could be
used to build a pulse generator. Chemical reaction networks
that perform subtraction have been demonstrated through
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Fig. 1. A pulse can be generated by the subtraction of two exponential
functions.

molecular sequestration, a versatile motif that is also central
for the construction of biomolecular integral controllers [15]—
[18]. Sequestration occurs when two chemical species A and
B interact via a second order reaction A + B —— C. If
the sequestration reaction rate parameter 7y is sufficiently
large, and if timescale separation arguments can be applied,
then this reaction can be used to compute the difference
between the concentration of A and of B [17]. Here we take
advantage of fast sequestration and its capacity to subtract
signals to build a pulse generator circuit, whose topology is
comparable to the topology of an IFFL [19]. We rigorously
show that the dynamics of this pulse generator can be approx-
imated well as the difference of two exponential functions.
The approximated solution also enables us to analytically
derive some features of the pulse, such as amplitude and
peak timing. Finally, we show that the amplitude of pulse
signals can be enhanced by including positive feedback to
our sequestration-based pulse generator.

II. SUBTRACTION FOR PULSE GENERATION

We can generate a pulse by the subtraction of two func-
tions: (e~?* — e~%), with distinct exponential parameters ¢
and ¢ [14]. To create an intuition of how this subtraction
produces a pulse, we rewrite it as (1 — e™%%) — (1 — e~ %),
Further, each function can be scaled by gains w; and wus,
yielding the difference p(t) = u;(1 —e™%%) — uy(1 — e~ %t).
As an example, in Fig. 1 we show that if vy = us = 0.5,
and ¢ < 4, the first function (green) converges to steady state
faster when compared to the second function (blue). For this
reason, their difference p(t) (gray region) is non-negative at
all times, and it first increases and then decreases. As a result,
function p exhibits a pulsed behavior (black line).

The expression of p(t) allows us to find the peak time, ¢,
and the peak amplitude, A, = p(t,), of the pulse, by solving

%p = 0. This results in ¢, = ﬁln (%i) and A, =

up (1 —e~?) —uy(1 — e~%%). Therefore, specifications on
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the pulse peak time and amplitude can be met by a molecular
network whose behavior approximates the subtraction of two
exponential functions. These specifications depend directly
on the time constants.

III. A SEQUESTRATION-BASED PULSE GENERATOR

We use molecular sequestration (namely, we induce a
molecule to bind chemically with another molecule, so that
the first molecule cannot react otherwise) to implement the
subtraction of two biochemical signals to generate a pulsed
output behavior as shown in Fig. 2. Our chemical reaction
network includes two species X and Z produced by a
zero order reaction; for simplicity, we assume the same
production rate parameter u. Species Z then catalytically
produces species Y with rate constant 3. Species X and Y
then sequester each other, through a second order reaction
with rate constant 7, to produce C. Finally, species X, Y
and C decay at rate §, while species Z decays at rate ¢. We
list below a summary of all the chemical reactions:

B

g Y X, Z Z 2~ 7Z4Y  Production
X+y ¢ Sequestration
Xy, C LN & Z LN % Degradation

We use the law of mass action to derive a set of Ordinary
Differential Equations (ODEs) that describe the dynamical
time evolution of the species concentrations:

2 = u—o¢z (D
T = u-—0r— Ty 2)
y = Pz—o0y—ay 3)
¢ = ~xy—de. 4

Because species U directly generates X, as well as indirectly
removes X through Y, the structure of this chemical reaction
network is akin to the topology of an IFFL, as illustrated in
Fig. 2 A.

A Sequestration-based
pulse generator

B Simulations
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Fig. 2. A: Chemical reaction network implementing a pulse generator,

compared to IFFL topology. B: Simulations comparing the approximated
value T (dashed black line) with the non-approximated output « for different
values of the sequestration rate constant «y that increases in the direction of
the black arrow.

IV. PULSE GENERATOR DYNAMICS: STABILITY AND
EXPONENTIAL APPROXIMATION

We start by proving the following stability property.

Proposition 1. For v > 0, system (1)-(4) admits a unique
positive equilibrium, which is globally asymptotically stable.

Proof. Equation (1) implies that z(¢) converges exponen-
tially to its equilibrium value u/¢ = z. Consider now (2)-(3)
with constant input z, the steady state from (1). To show that
an equilibrium exists, set £ =0 and y =0

u— 0T — YTy (5)
= pz—0y—7y (6)

to derive z and y. By taking the difference # — y = 0, we
get

u— Bz 46y
— s

Then, replacing x in (6) yields the second order equation
V69 + [6% +v(u — B2)] § — B6Z = 0.

Take iy > 0 as the only positive root of this equation and
then find £ > 0 from equation (7). To prove global stability,
once z = Zz, let us subtract (5)-(6) from (2)-(3) to write the
x-y system as

d [z—z —(0 4+ vy) T T— I

— | = B B _ S P €))
dt [y y} [ 1Y (6 + ’y:v)] [y y]

Since the matrix appearing in (8) is column diagonally
dominant, it admits the 1-norm as Lyapunov function (as
it can also be computed through the algorithm in [20], [21]),
which proves global stability of the z-y subsystem (2)-(3).
Finally, from (4), since z — Z and y — g, then ¢ — vyz/d,
the only possible equilibrium value. O

xr =

(7

To analyze the transient dynamics in the regime of fast
sequestration (v — o0), we adopt the change of variables
w1 = x + ¢ and we = y + ¢, and rewrite the model as

Z = u— ¢z )
Wy = u-—ow (10)
wy = Pz —ows (11)
lé = (w; —c¢)(wg —c)— éc. (12)
Y v

Following a similar analysis as in previous work [17], [18],
we obtain the approximations ¢ ~ min(wq,w2) and = ~
max(0,w; —ws) = Z. These approximations are evident in
computational simulations, as shown in Fig. 2B (simulation
parameters are listed in Table I), and can be formally proven
as follows.

Proposition 2. Assume that v > 0 is a constant input for all
t > 0 and all variables are initialized at 0: w1(0) = wy(0) =
z2(0) = ¢(0) = 0. Then, as v — oo, the corresponding
solution ¢+, of (12) converges to min(wi(t), w2 (t)) from
below, uniformly on Ry = {t > 0} with respect to .

Proof. Since w; and wo are initially zero and have a positive
derivative, they are positive increasing; see also their explicit
expressions in (14) and (15). Hence, also ¢(¢t) > 0 for all
t > 0, since if ¢ = 0 then ¢ > 0.

We perform an infinitesimal analysis at time zero, looking
for the first nonzero derivative of each variable. At t = 0,

6287
Authorized licensed use limited to: UCLA Library. Downloaded on September 09,2025 at 18:36:20 UTC from IEEE Xplore. Restrictions apply.



w1(0) = w > 0, while w2(0) = B2(0) — dw2(0) = 0 and

w9(0) = B2(0) — dw2(0) = Bu > 0. Moreover, we have
¢(0) = (w1(0) = c(0))(w2(0) — ¢(0)) — d¢(0) = 0,
H0) = 7l — ws(0) - e(0)

£ 9w (0) — e(0)) 5w — ] — 56(0) = 0.

Since the first non-zero derivative of w; is its first derivative
wi, and the first non-zero derivative of wsq is its second
derivative w5, and since the first and the second derivatives
of ¢ are 0, in a right neighborhood of 0, t € [0, €], it must
be ¢(t) < wq(t) and c(t) < wa(t).

The next step is to show that these inequalities are valid
for all ¢ > 0. Assume by contradiction that ¢ surpasses the
minimum of w; and wy from below: at some #, ¢(f) =
min(w; (£), wz(%)). Then either c(f) = wy(f) or c(f) =
wo(t). Consider the derivative,

)y =~-0—dc(t) <0

On the other hand, both w (£) and wy(#) have nonnegative
derivatives: hence, in a right neighborhood of t, ¢(t) would
be smaller than both w; (£) and wy (#). This is a contradiction.
Therefore, ¢(t) can surpass neither w; nor ws.

The final step is to show that we have uniform convergence
of ¢,(t) to the function &(t) = min(wi (t), w2 (t)). We have
to notice that ¢(t) is non differentiable in general, hence
we need to consider its right Dini derivative DVe(t) =

w, which is uniformly bounded as

lim supy, o+ -
|DYe(t)| < p

for some 1 > 0, because w; and wy behave as the step
response of a stable linear system.

We prove that for any small € > 0, there exists a ¥ > 0
such that, for v > 7, ¢,(¢) is lower and upper bounded as

(t) — ¢ < e (1) < (1)

for all t > 0. We have already proven that ¢, (t) < ¢(t).
Hence, we need to prove that ¢(t)—e < ¢, (t) or, equivalently,
defining the function ¢.,(t) := &(t) — c4(¢), that

¢'y(t) <e

By continuity, the condition is true in a right neighbour-
hood of 0, 0 < ¢ < 4, because both ¢(0) = 0 and ¢,(0) =0,
hence ¢,(0) = 0. Now we show that, for v > 0 large
enough, if ¥ is large, then ¢, (¢) remains below ¢ for all
t > 0 (and not just for 0 < ¢ < §, as we have seen so far).
Assume by contradiction that this is not the case, namely,
that function ¢-(t) grows over e: for some #, ¢, (f) = €
¢,(t) < e if t < t; and ¢, (t) > e, in a right neighborhood
of . We show that this is not possible because the derivative
of ¢.,(t) is negative at £, for large . The condition ¢ () = €
implies that wy (£) — ¢(f) > € and wy () — ¢(f) > €, because
¢ = min{w,, wy}. Consider the derivative of ¢-:

D*¢, = DTel) —y(wi(f) — e(d)(wa(t) — e(f)) — de(d)
< DTeE(t) —ve* < p—re® <0,

provided that v > 4 = 11/€2. Since the derivative is negative,
¢~ cannot grow above e.

Then, for arbitrary small €, we can take % large enough
so that ¢, < e for v > 4, for all £ > 0. O

Given that © > 0 is a constant input and considering initial
conditions wy(0) = wy(0) = 2(0) = ¢(0) = 0, it can be
verified that the solution of equations (9), (10) and (11) are

A(t) = %—%e—w, (13)
wi(t) = %—ge—ét, (14)
_ /871‘ Pu —6t Bu — ot
wo(t) = ¢5+(6_¢)§e +(¢_6)¢e , (15)

and the difference between w; and wy can be written as

wt)-ustt) = 5[(1-5) - (1525 )+ 5

Hence, & = max(0, w; —ws) admits the explicit expression

Z(t) = max [0,u1 (1 — e —uy(1 — e, (16)

s = (14 ) a1 (£ 5).

Remark 1. Since 2(t) = w1 (t) —c(t), Proposition 2 implies
that, as v — oo, the corresponding solution x.,(t) = wy (t)—
cy(t) of (2) converges to wi(t) — min(w (), wa(t)) =
max(0, wy (t) — wa(t)).

The main mechanism driving the circuit behaviour, il-
lustrated in Fig. 3, is the following. From equations (14)
and (15), as discussed in the proof of Proposition 2, we
see that w1(0) = w2(0) = 0 and, for small times ¢ > 0,
wy(t) > wa(t), since w1(0) > 0 while wy(0) = 0. If the
asymptotic value for wy is larger than the asymptotic value
for wy, i.e. if the system parameters satisfy the inequality

pu w
oL I
namely, 8 > ¢, then wo(¢) must become larger than wy (t)

after some time ¢. Hence, Z(t) is positive for 0 < ¢ < ¢ and
is zero for t > .

A

wWo

Fig. 3. The approximation of
the output « =~ Z holds when
(w1 — w2) is positive.

w1

"t

~ Lo

V. PULSE DYNAMICS SPECIFICATIONS AND PARAMETER
SENSITIVITY

With simulations, in Fig. 2B we compare the approximated
solution Z (dashed black line) and the full solution of z for
different values of sequestration rate ~ with other variable
parameters shown in Table I. The parameters other than ~
vary by two orders of magnitude centered on the nominal
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values listed in Table I, which are in reasonable ranges when
compared to previous reports [22], [23]). Larger values of ~
make the full solution x converge to the approximate solution

x.

A Pulse dynamics «= = Approximation —— Simulation 0.1x — ® 10x
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Fig. 4.  Molecular pulse generator (A) Simulated sequestration (yellow-
orange) is compared to the general approximation when generating a pulse
(black dashed line). Production rates, degradation rates, and input concen-
trations are varied to test the effects on the approximations. Each parameter
value increases in the direction of the black arrow in the corresponding
panel. (B) The amplitude A, and the peak time ¢, of the simulated (black
dashed) and approximated (yellow-orange) pulses are compared for an
increasing sequestration rate.

To further test the capacity of the approximated solution
T to capture the dynamics of the system, we examine the
solution when the parameters are varied with respect to those
in Table 1, as shown in Fig. 4A. We use equation (16) to
compute Z as a function of the parameters. Parameter [
influences the relative magnitude of the approximation gains
w1 and ug: when 8 > ¢, this results in us > up, and makes
the pulse’s basal level converge to very low values. When
B < ¢ (therefore u; > wus), the basal level is larger than
zero, compromising the pulse behavior. If § < ¢, we observe
a well defined pulse behavior. When § increases (approaching
@), the pulse behavior disappears. Picking ¢ > § appears to
be sufficient to achieve a pulse behavior, but changes in ¢
also influence the gains. The ratio 3/¢ determines which
gain is larger (u; or us), therefore ¢ has the opposite effect
of B: a large ¢ (8 < ¢) would yield us < u; and a loss of
the pulse behavior. Finally, the input w affects both u; and us

TABLE 1
TABLE 1. PARAMETERS FOR THE MOLECULAR SEQUESTRATION-BASED
PULSE GENERATOR MODEL.

Parameter Unit Value
u=¢=F=6/2 h1T 0.5
107 uM~1h=1 50

but it does not determine which one is larger. The magnitude
of u primarily influences the amplitude of the pulse.

In Fig. 4B we show that the approximated solution %
captures the effect of each parameter on the peak time t,
and the peak amplitude A,; the full solution is reported for
comparison, as nominal parameters in Table 1 are varied.
As long as « is sufficiently large (fast sequestration) the
approximate solution captures and predicts the peak time and
amplitude.

VI. A PoSITIVE FEEDBACK LOOP CONTROLS THE PULSE
AMPLITUDE

Next, we investigate through simulations the effect of an
additional positive feedback loop at the output node (X) of
our pulse generator:

Z = u—o¢z (17)
x
A 0 —dx — 18
& Ut — 0z —quy (18)
y = Pz—oy—ay (19)
¢ = ~xy—de. (20)
Term 07 corresponds to a Michaelis-Menten approxima-

tion of an autocatalytic process, where 6 and K represent the
maximum production rate and the Michaelis constant of the
positive feedback respectively. In Fig. 5A, the new positive
feedback loop is represented as a red arrow. We evaluate the
effects of the positive feedback loop by comparing the orig-
inal IFFL network (1)—(4) with the solution of the modified
network (referred to as IFFL+PF). In these simulations we
set parameter ¢ = 0.05; this choice makes the effects of the
positive feedback loop more visible. Other parameters are
left unchanged and are listed in Table 1.

Fig. 5B shows the circuit dynamics when individual pa-
rameters are varied. Compared with the original IFFL model,
the amplitude and duration of IFFL+PF drastically changes,
which suggests that the positive feedback provides the circuit
with extended dynamic range of those properties. These
can also be observed in Fig. 5B; when the ranges of the
y-axes in Fig. 4B and Fig. 5C are compared, we note a
wider amplitude range for the IFFL+PF dynamics, which
is the most apparent under changes in parameters § and
6. One noticeable difference from the original IFFL is that
the curves for ¢, and A, are not always monotonic. With
the original IFFL, ¢, and A, curves show the same trend
against each parameter (except for w); for instance, both
t, and A, increase as ¢ increases (Fig. 4B). This means
that in the original IFFL it is hard to adjust ¢, and A,
individually. On the other hand, for the IFFL+PF, the curves
of A, as a function of u and of ¢, as a function of K do not
monotonically increase or decrease: they have an extremum,
which can be attributed to the additional non-linearity given
by the positive feedback. The non-monotonic trends in the
dynamic behavior of the IFFL+PF circuit make it more
controllable and enable tuning ¢, and A, individually. It is
worth noting that ¢, and A, did not show strong dependence
on 7. That is because the elevated level of X leads to faster
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Fig. 5.

(A) The left diagram shows a general motif of incoherent feed forward loops (IFFL) with a positive feedback that we derived an similar motif

utilizing molecular sequestration from in the bottom diagram. (B) Simulation results of IFFL with a positive feedback (yellow-orange) are shown. Production
rates, sequestration rate, degradation rates, input strength, strengh and threshold of the feedback positive feedback are individually varied to test the effects
of those parameters on the circuit dynamics. Each parameter value increases in the direction of the black arrow in the corresponding panel. (C) The
amplitude, A, and the peak time ¢, of the simulated pulses (yellow-orange) are shown with an increasing sequestration rate that increases in the direction

of the black arrow.

sequestration rate, which almost use up Y while X is present.
Thus, the sequestration rate is limited by y rather than ~.

It should be noted that an increased amplitude can cause
the loss of pulsatility. Here we define the pulsatility index of
a signal as

Tmaz — Lend
p = Zmoez — Tend
Tmazx

where x4, 1s the peak value of x (which is equivalent to the
amplitude), and ¢, is the value at the final time ¢ = 20 [h].
Fig. 6B shows contour panels of the pulsatility index P (top)
and amplitude A, (bottom) on two-dimensional parameter
planes. Although we can have parameter planes with any
combinations of two parameters, here we are showing pa-
rameter planes with K versus each of the other parameters.
In most of the parameter planes, comparing P and A, panels
of each parameter planes, the low-P area (for instance on
the lower left area of the K-8 plane) roughly coincides
with the high-A, area on the A, panel. This means that the
positive feedback loop not only increases the amplitude, but
also increases the pulse duration, which ultimately results in
the loss of pulsatility (P = 0). Therefore, in the parameter
regimes evaluated here, there is a tradeoff between P and
Ap. While this trend is basically maintained in most of the
parameter planes, K-¢ and K-u planes have large overlap
between the high-P area and high-A, area, and the other
planes also have small overlaps. Therefore, with the positive
feedback, we can tune the amplitude of a pulse within a
wider dynamic range.

VII. CONCLUSION

We have discussed a subtraction-based pulse generator,
and shown that the molecular sequestration mechanism can
be used to build a molecular pulse generator in practice.
Experiments in vitro demonstrated that a molecular real-
ization similar to our system can generate tunable pulsatile
behavior, as well as the ability to detect fold changes of the
input [19]. We rigorously derived mathematical expressions
to approximate the dynamics of the circuit in the regime
of fast sequestration: the approximate solution of the pulse
generator takes the form of a subtraction of two exponential
functions. The approximate solution was validated through
computational simulations that show convergence of the ap-
proximate solution to the actual solution as the sequestration
rate increases. We finally suggested that positive feedback
can be introduced to tune the behaviour of the pulse gen-
erator. Through simulations, we have shown that a positive
feedback loop at the output node can enhance the amplitude
of the signal, while maintaining a pulsatile behavior, so
that the pulse generator has an increased dynamic range
of the amplitude. Positive feedback may be implemented in
different ways such as by introducing a transcription factor
that activates its upstream promoter, or by introducing a
signaling molecule that upregulates its own activity [24],
[25]. One should note that positive feedback can lead to
multistationary behaviours [26], which could then lead to
the loss of pulsatility. To quantitatively assess how each
parameter affects pulsatility, we have proposed an index,
P, and shown that, by carefully choosing the parameter
values, the circuit endowed with the positive feedback can
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6. Contour maps of pulsatility P (top) and amplitude A, (bottom) on two-dimensional parameter planes are shown to evaluate the relationship
between pulsatility and amplitude. All parameter planes have the same y-axis, K. The color scales are the same for all the contour maps; 0 to 1 for P,

0 to 4 for Ap as shown on the right.

maintain a high P value with a larger dynamic range of the
amplitude A, with respect to the circuit without the positive
feedback. This additional tunability provides the circuit with
further potential to encode information into multiple levels
of amplitude.
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