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We present cosmological parameter constraints from a blind joint analysis of three two-point correlation
functions measured from the Year 3 Hyper Suprime-Cam (HSC-Y3) imaging data, covering about
416 deg?, and the SDSS DRI11 spectroscopic galaxies spanning the redshift range [0.15, 0.70]. We
subdivide the SDSS galaxies into three luminosity-cut, and therefore nearly volume-limited samples
separated in redshift, each of which acts as a large-scale structure tracer characterized by the measurement
of the projected correlation function, wp(R). We also use the measurements of the galaxy-galaxy weak-
lensing signal AX(R) for each of these SDSS samples which act as lenses for a secure sample of source
galaxies selected from the HSC-Y3 shape catalog based on their photometric redshifts. We combine these
measurements with the cosmic shear correlation functions, £, (8) measured for our HSC source sample. We
model these observables with the minimal bias model of the galaxy clustering observables in the context of
a flat ACDM cosmology. We use conservative scale cuts, R > 12 and 8h~' Mpc for AX and Wps
respectively, where the minimal bias model is valid, in addition to conservative prior on the residual bias in
the mean redshift of the HSC photometric source galaxies. We present various validation tests of our model
as well as analysis methods. Our baseline analysis yields Sg = 0.775f8"8§1§’ (68% C.1.) for the ACDM
model, after marginalizing over uncertainties in other parameters. Our value of Sg is consistent with that
from the Planck 2018 data, but the credible interval of our result is still relatively large. We show that
various internal consistency tests based on different splits of the data are passed. Our results are statistically
consistent with those of a companion paper, which extends this analysis to smaller scales with an emulator-
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based halo model, using AX(R) and w,(R) down to R > 3 and 2h~' Mpc, respectively.

DOI: 10.1103/PhysRevD.108.123521

I. INTRODUCTION

Wide-area imaging surveys are powerful tools for
constraining the composition of the Universe and the
growth history of cosmic structure. Motivated by this fact,
the international Subaru Hyper Suprime-Cam (HSC) col-
laboration consisting of scientists mainly from Japan,
Taiwan, and Princeton University has carried out a wide-
area, multiband imaging survey with HSC, covering about
1,100 deg? [1,2]. In particular, comparing the measure-
ments of weak-lensing effects due to large-scale structure in
the Universe with predictions from cosmological models
allows us to obtain precise estimates of cosmological
parameters [3-8]. Interestingly, however, the majority
of large-scale structure probes infer a lower value of oy
or Sg = 0g(Q,,/0.3)%3, a parameter that characterizes the
amplitude of the matter clustering on scales of 84~! Mpc in
the Universe today, compared to that inferred from the
Planck cosmic microwave background data [9], albeit at
low statistical significance. If established at high statistical
significance, and after ruling out any systematic biases as
an origin, this so-called og or Sg tension (see [10] for a
review) might be a consequence of new physics beyond the
standard ACDM model of the Universe.

Establishing or ruling out the Sg tension with cosmo-
logical datasets is, therefore, one of the most important
contemporary problems in modern cosmology. To do
this, we require high-precision, robust cosmology experi-
ments. Here by “high-precision”, we mean experiments
yielding small credible intervals (small error bars) on the

cosmological parameter of interest, here Sg, and by
“robust”, we mean experiments that can provide an unbiased
estimate of the underlying true value of Sg. This is the
direction the cosmology community is heading in the
coming decade.

In this paper, we model measurements from the Year 3
galaxy shape catalog of Subaru HSC (hereafter HSC-Y3)
and the spectroscopic SDSS DRI11 galaxy catalog,
to perform a joint cosmological analysis of galaxy
clustering, galaxy-galaxy clustering and cosmic shear—
a 3 x 2pt analysis. This paper is an extension of Sugiyama
et al. [6] which used the Year 1 HSC (HSC-Y1) data of
about 140 deg? to perform a joint cosmological analysis
of galaxy clustering and galaxy-galaxy weak-lensing
(2 x 2pt) analysis. In this paper, we use the HSC-Y3
catalog covering about 416 deg?, which is approximately
three times larger area than in HSC-Y 1, and supplement the
2 x 2pt measurements with the cosmic shear correlation
functions to perform a joint analysis.

The main challenge in the use of galaxy clustering for
cosmological analyses lies in the relation between the
distribution of galaxies and that of matter (mainly dark
matter) in the large-scale structure—the so-called galaxy
bias uncertainty [11] (also see [12] for a review).
Observationally, galaxy-galaxy weak lensing, measured
from the cross-correlation of the positions of lens galaxies
with shapes of background galaxies, can be used to
measure the average matter distribution around lens gal-
axies, which, in turn, can be used to infer the galaxy bias
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when combined with the autocorrelation of galaxies in the
lens sample [5,13,14].

In order to carry out a cosmological analysis, we need a
theoretical model to describe our observables. However, it
is still very challenging to accurately model the galaxy bias
and its scale dependence from first principles due to
complex physical processes that are inherent to the for-
mation and evolution of galaxies. Cosmological perturba-
tion theory [12,15] provides an accurate modeling
framework to describe the clustering properties of galaxies.
In this paper, we utilize the minimal bias model to describe
the galaxy clustering observables. In this model, we model
the autocorrelation function of galaxies as &,,(r) =
biENL (r) and the cross-correlation function of matter
and galaxies as &y (r) = b1&ng(r), where by is a linear
bias parameter and &N:(r) is the nonlinear correlation
function of matter. The galaxy-galaxy weak-lensing and the
projected galaxy clustering correlation function probe the
line-of-sight projection of &y, () and &,,(r), respectively.
Their combination allows us to break degeneracies between
b, and ENL | the latter of which allows us to extract the
cosmological information. On sufficiently large length
scales, where gravity is the driving dominant force for
structure formation and local baryonic physics do not affect
the observables, the minimal bias model serves as a
phenomenologically accurate theoretical framework that
can be applied to any galaxy type. However, the model
breaks down on smaller scales where a complex, scale-
dependent galaxy bias appears.

The purpose of this paper is to obtain robust cosmo-
logical constraints from the 3 x 2pt cosmological analysis
using the minimal galaxy bias model and flat ACDM
cosmological model. We use the galaxy-galaxy weak
lensing and the projected correlation function of galaxies
measured on conservatively-chosen scales, where the
minimal bias model is safely valid. Furthermore, we will
show that the addition of the cosmic shear correlation
function can improve the cosmological constraints when
combined with the 2 x 2pt measurements. We will present
various validation tests of the minimal bias model using
mock 2 x 2pt signals that include different galaxy bias
models and other physical systematic effects. In addition,
we employ a nuisance parameter to model a possible
residual ensemble photometric redshift (hereafter photo-z)
error in the HSC source galaxies that are used for the
measurements and model of galaxy-galaxy weak-lensing
and cosmic shear signals, because ensemble photo-z
errors are one of the most important systematic effects in
weak-lensing measurements. A companion paper, Miyatake
etal. [16], indicates a nonzero residual photo-z error from the
analysis of the same weak-lensing data as is used in this
paper. We will also perform various internal consistency tests
to check that our results remain consistent across various
splits of the data.

This paper is a companion paper to More et al. [17] and
Miyatake et al. [16]. The measurements, systematics and
covariance estimates for the 3 x 2pt signals are described in
More et al. [17] These signals are analyzed using two
different models in Miyatake et al. [16] and in this paper. In
the former case, we model the measured signals down to
smaller scales using an emulator-based halo-model frame-
work, where the galaxy bias is determined as an average
over the bias of halos weighted by the halo-occupation
probability of galaxies. The additional degrees of freedom
in the halo occupation distribution make it possible to
model the signals on scales below those used in this
paper [14,16]. The results presented in this paper are thus
complementary to those in the companion paper, Miyatake
et al. [16], which uses an emulator-based halo model to
estimate the cosmological parameters from the same
observables as those used in this paper, but down to smaller
scales. We will show that the results using different
theoretical models are consistent with each other. This
consistency strengthens our confidence in the cosmological
parameters inferred from our analyses, in particular that the
results are robust against contamination from possible
baryonic effects inherent in physical processes of galaxy
formation and evolution (including the assembly bias
effect).

In addition, there are two more companion papers,
Lietal [18] and Dalal et al. [19] that perform cosmological
parameter analyses using the real- and Fourier-space tomo-
graphic cosmic shear analyses of the HSC-Y3 data,
respectively. The two 3 x 2pt analyses use the same blinded
catalog (as they use the same measurements but on different
scales), while the two cosmic shear analyses use entirely
independent blinded catalogs. These cosmological analyses
were led by different authors without comparing the
cosmological parameter results until after each analysis
was unblinded. We present the results without any change
after unblinding; any results or conclusions derived post-
unblinding are mentioned explicitly in the paper. For all
these analyses, we employ a conservative prior on any
residual errors on the true ensemble redshift distribution of
HSC galaxies beyond z 2 0.7 to model possible residual
photo-z errors. All of these analysis choices were defined
during the blind phase of the analysis.

This paper is organized as follows. In Sec. 11, we briefly
describe the data and measurement methods. In Sec. 111, we
describe the theoretical model that we use to infer cosmo-
logical parameters for the flat ACDM model, our choice of
model for systematic effects, and the likelihood analysis
method. In Sec. IV, we describe the strategy we adopt to
perform a blind analysis. In Sec. V, we perform model
validation using different types of mock data vectors. In
Sec. VI we show the cosmological parameters inferred
from our 3 x 2pt analysis. Section VII is devoted to
conclusions and a discussion of our results.
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II. DATA AND MEASUREMENT

In this section we briefly describe the data and the
measurement methods. The details can be found in a
companion paper, More et al. [17].

A. HSC-Y3 data: Source galaxies for weak lensing

HSC is a wide-field prime focus camera on the 8.2m
Subaru Telescope [1,20-22]. The HSC Subaru Strategic
Program (HSC SSP) survey started in 2014, and used 330
Subaru nights to conduct a five-band (grizy) wide-area
imaging survey [2]. The combination of HSC’s wide field-
of-view (1.77 deg?), superb image quality (a median i-band
seeing FWHM of 0.6”), and large photon-collecting power
makes it one of the most powerful instruments for weak-
lensing measurements. The HSC SSP survey consists of
three layers; Wide, Deep, and Ultradeep. The Wide
layer, which is designed for weak-lensing cosmology,
covers about 1,100 deg? of the sky with a 56 depth of
i ~26 (2" aperture for a point source). Since the i-band
images are used for galaxy-shape measurements in weak-
lensing analyses, they are preferentially taken under good
seeing conditions.

In this paper, we use the HSC three-year (hereafter
HSC-Y3) galaxy-shape and photo-z catalogs [23,24] con-
structed from about 90 nights of HSC Wide data taken
between March 2014 and April 2019. Both catalogs are
based on the object catalog produced by the data reduction
pipeline [25]. In the following subsections, we describe
details of the shape and photo-z catalogs.

1. HSC-Y3 galaxy-shape catalog

In this paper, we use the shape catalog from the
S19a internal data release which was processed with
hscPipe v7 [26]. There were a number of improvements
to the PSF modelling, image warping kernel, background
subtraction and bright star masks, which have improved the
quality of the shape catalog in Year 3 compared to the Year
1 shape catalog [23,24]. The detailed selection of galaxies
that form the shape catalog is presented in Li et al. [26].
Briefly, the shape catalog consists of galaxies selected from
the “full-depth full-color region” in all five filters. Apart
from some basic quality cuts related to pixel level infor-
mation, we select extended objects with an extinction
corrected cmodel magnitude i < 24.5, i-band SNR > 10,
resolution > 0.3, > S5¢ detection in at least two bands other
than i, a 1 arcsec diameter aperture magnitude cut of
i <25.5, and a blendedness cut in the i-band of 107338,

The original shape catalog contains more than 35 million
source galaxies covering 433 deg®. However, as described
in detail in More et al. [17], Dalal et al. [19], Li et al. [18],
we find a significant source of B-mode systematics in the
cosmic shear correlation functions for a ~20 deg? patch in
the GAMAO9H region, and we remove this problematic
region from the following analysis. After removing this

~20 deg? region, we have the HSC area of 416 deg”, with
an effective weighted number density of 19.9 arcmin=2. It
is divided into six disjoint regions: the XMM, VVDS,
GAMAO9H, WIDE12H, GAMAI15H, and HECTOMAP
fields [see Fig. 2 in Ref. [26] ]. The shape measurements in
the catalog were calibrated using detailed image simula-
tions, such that the residual galaxy property-dependent
multiplicative shear estimation bias is less than ~1072.
Li et al. [26] also present a number of systematic tests and
null tests, and quantify the level of residual systematics in
the shape catalog that could affect the cosmological science
analyses carried out using the data. Given that Li et al. [26]
flag residual additive biases due to PSF model shape
residual correlations and star galaxy shape correlations
as systematics requiring special attention and marginaliza-
tion, we have included the effects of these systematics on
the cosmic shear measurements in our modeling scheme.

2. Secure source galaxy sample definition

The depth of the HSC-Y3 data enables us to define a
conservative sample of source galaxies that are at redshifts
well beyond those of the lens galaxies, for weak-lensing
measurements. In this paper we select three distinct
samples of lens galaxies from the database of spectroscopic
SDSS galaxies up to zj . = 0.7. To select background
galaxies, we use photometric redshift (hereafter photo-z)
estimates for each HSC galaxy. The three year shape
catalog is accompanied by a photometric redshift catalog
of galaxies based on three different methods [27] MIZUKI is
a template fitting-based photo-z estimation code. DEMPZ
and DNNZ, on the other hand, provide machine learning-
based estimates of the galaxy photo-z’s. Each of these
methods provides an estimate of the posterior distribution
of redshift for each galaxy, denoted as P(z). In this paper
we use the DEMPZ photo-z catalog as our fiducial choice.
Photo-z uncertainties are among the most important sys-
tematic effects in weak-lensing cosmology, and can cause
significant biases in the cosmological parameters if
unknown residual systematic errors in photo-z exist.

For the study of weak lensing, we define a sample of
background galaxies whose redshifts are physically well
beyond the maximum lens redshift z; ;.. More specifically,
we choose source galaxies satisfying the following con-
dition [28-30]:

7
[ Pz =00, (1)
2 max +0.05
where the maximum redshift (zj ., = 0.7) is that of the
lens sample that we will use for the galaxy-galaxy lensing
measurements, and P;(z,) is the posterior photo-z distri-
bution for the ith HSC galaxy. Such cuts significantly
reduce the contamination of source galaxies that are
physically associated with the lens galaxies. With this
additional cut, our weak-lensing sample includes about
24 percent of the galaxies in the original catalog, with an
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effective number density of 4.9 galaxies per sq. arcmin. The
mean redshift of the sample is (z;) ~ 1.3. The resultant
source redshift distribution is shown in Fig. 3 of More
et al. [17].

B. Lens galaxy sample

We use the large-scale structure sample compiled as part
of the Data Release 11 (DR1 1)1 [31] of the SDSS-III BOSS
(Baryon Oscillation Spectroscopic Survey) project [32] for
measurements of the clustering of galaxies and as lens
galaxies for the galaxy-galaxy lensing signal measure-
ments. The lens galaxy sample used in this paper is the
same as that used in the first year analysis of HSC data
(Sugiyama et al. [6] and Miyatake et al. [14]). We describe
the resultant catalog here briefly.

The BOSS survey is a spectroscopic followup survey of
galaxies and quasars selected from the imaging data
obtained by the SDSS-I/II, and covers an area of approx-
imately 11,000 deg? [33] using the dedicated 2.5 m SDSS
Telescope [34]. Imaging data obtained in five photometric
bands (ugriz) as part of the SDSS I/II surveys [32,35-40].
were augmented with an additional 3,000 deg® in SDSS
DR to cover a larger portion of the sky in the southern
region [32,38—40]. These data were processed by the SDSS
photometric processing pipelines [41—43], and corrected
for Galactic extinction [44] to obtain a reliable photometric
catalog which serves as an input to select targets for
spectroscopy [32]. The resulting spectra were processed
by an automated pipeline to perform redshift determination
and spectral classification [45]. The BOSS large-scale
structure (LSS) samples are selected using algorithms
focused on galaxies in different redshifts; 0.15 < z <
0.35 (LOWZ) and 0.43 < z < 0.7 (CMASS).

We use three galaxy subsamples in three redshift bins:
“LOWZ” galaxies in the redshift range z in [0.15, 0.35] and
two subsamples of “CMASS” galaxies, hereafter called
“CMASS1” and “CMASS2”, respectively, which are
obtained by subdividing CMASS galaxies into two redshift
bins, [0.43,0.55] and [0.55, 0.70], respectively. As shown in
Fig. 1 of Miyatake et al. [5], we define each of the
subsamples by selecting galaxies with i-band absolute
magnitudes M; — Slogh < —21.5, —=21.9 and —22.2 for the
LOWZ, CMASSI1, and CMASS2 samples, respectively.
The comoving number densities of these samples for the
Planck cosmological model [9] are iz, /[10~*(h~! Mpc) 3] ~
1.8, 0.74, and 0.45, respectively. These are a few times
smaller than the densities of the entire parent LOWZ and
CMASS samples. The resultant lens redshift distributions
are shown in Fig. 3 of More et al. [17].

As described in More et al. [17] in detail, as our three
clustering observables, we use the projected correlation
functions for the three subsamples measured from the entire

"https://www.sdss.org/dr11/.

SDSS DRI11 region of about 8,300 deg?, and the galaxy-
galaxy lensing signal and the cosmic shear correlations
measured from the overlap 416 deg” area of the HSC-Y3
data. More et al. [17] presented the results for various null
and systematic tests, which are used to define the scale cuts
used in this paper. The covariance matrices for our mea-
surements were computed using a suite of mock catalogs, as
described in that paper. We will use these three two-point
functions to constrain cosmological parameters.

ITI. ANALYSIS METHOD

In this section, we describe the theoretical model and the
analysis method we use in our cosmological analysis (also
see [6,13] for details). We also describe the blinding
strategy we adopt for our cosmological analysis and the
validation tests of the models/methods as well as the
internal consistency tests that we performed before
unblinding the results of our analysis.

A. Theoretical model

1. Projected correlation function: w,(R)

To model the projected autocorrelation, wy, and the
galaxy-galaxy lensing signal, AX, which are related to the
surrounding matter distribution for the LOWZ, CMASSI,
and CMASS?2 galaxies, we adopt the “minimal bias” model
described in Ref. [13] (also see [6]). This model relates the
number density fluctuation field of galaxies to the matter
density fluctuation field via a linear galaxy bias parameter,
8y = by(z1)8,, for each galaxy sample at a representative
redshift z;. Sugiyama er al. [13] demonstrated that the
minimal bias model can serve as a sufficiently accurate
model to recover the cosmological parameters without any
significant systematic bias, as long as the model is applied
to a sufficiently large scale; R > 8h~' Mpc and 12h~! Mpc
for w, and AX, respectively. Given that these conclusions
were based on the covariance matrix for HSC Y1 data, we
will validate the minimal bias model using mock catalogs
of galaxies in Sec. V using the covariance matrix for the
HSC-Y3 and SDSS data.

The projected autocorrelation function of galaxies,
wp(R), is related to the three-dimensional real-space
correlation function &y, such that

Hmﬂx
wp(R:z)) = 2fRSD(R; 7)) /0 dITg,, <\/R2 +I13% 21)7
(2)

where I1,,,, is the projection length along the line of sight,
and throughout this paper we employ I1,,,, = 100h~! Mpc
in the measurement [46]. Typically, the redshift-space
distortion (RSD) effects are expected to not contaminate
the projected correlation function due to integration along
the line-of-sight. But as we model the signal on scales R
approaching TII,,., we account for the residual RSDs
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HSC-Y3+SDSS 3x2pt large scale * (This work)
HSC-Y34+SDSS 3x2pt small scale

DES-Y3 3x2pt

KiDS-1000+SDSS+2dFLenS CS+GGL

Planck 2018 TTTEEE+lowE

FIG. 1. The cosmological constraint from the HSC Y3 data with the large-scale 3 x 2pt analysis carried out in this work, along with
the HSC Y3 small-scale 3 x 2pt analysis in Miyatake et al. [16] and external experiments: Planck 2018 [9], DES Y3 3 x 2pt [70], and
KiDS-1000 [8]. Here the marginal posterior distributions in one- or two-dimensional parameter space are shown for the main

cosmological parameters constrained in this work, Q,, o5, and Sg = 65(€,,/0.3)

using the Kaiser RSD factor [11]. This correction factor
fRSD(R; 7)) depends on the lens redshift and on cosmo-
logical parameters, especially Q,, [see Eq. (48) in Ref. [46]
for the definition] [also see [14] ]. Using the minimal bias
model, we model the three-dimensional, real-space galaxy
correlation function as

o k2dk

fgg(r; Zl) = bl(zl)z/O (271_2)

where jo(x) is the zeroth-order spherical Bessel function,
and b (z;) is the linear galaxy bias parameter for each SDSS
galaxy sample at the redshift z;. Throughout this paper, we
model the nonlinear matter power spectrum, PNk using
halofit [47] with the modification suggested by [48] for
the assumed cosmological model. While the galaxy cluster-
ing signal is also affected by magnification bias, we have
checked that its contribution is at the sub-percent level

compared to Eq. (2), and hence neglect it in our model.

P (ks 21)jo(kr).  (3)

0.5

Each of the lens samples lies in a redshift bin with finite
width, and the model signal must be evaluated by averaging
the signal within the redshift bin. In this paper, we instead
evaluate the model signal at a single representative redshift,
defined as the mean redshift of the lens galaxies within each
redshift bin. The representative redshift for the LOWZ,
CMASSI1, and CMASS2 samples are 7; ~0.26, 0.51, and
0.63, respectively. We have checked that the difference
between the signal evaluated at the representative redshift
and the signal averaged within the redshift bin is at most
4% of the statistical error in each R bin, as long as we
assume the linear galaxy bias does not evolve within the
redshift bin.

2. Galaxy-galaxy weak lensing: AX(R)

Our model for the galaxy-galaxy lensing signal has two
contributions,
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AZ(R) = AZy6(R) + AZg(R). )

The first term represents the standard galaxy-galaxy weak-
lensing contribution that arises from the average projected
matter density distribution around the lens galaxies. Using
the minimal bias model we model AZg for each of the
LOWZ, CMASS1, and LOWZ2 samples as

o kdk
EPﬁﬁn(k; z)J2(kR),  (5)

AZ,o(Rs2) = by(a)pmo |
where J,(x) is the second-order Bessel function, p, is the
mean matter density today, and the nonlinear matter power
spectrum P\L and sample galaxy bias b, are the same as
in Eq. (3).

The second term on the rhs of Eq. (4) represents magni-
fication bias, which arises from the cross-correlation between
the lensing magnification effect in the observed number
density field of lens galaxies and the lensing shear on the
HSC source galaxy shapes due to the foreground matter
density fluctuation along the same line-of-sight direction,

AT (R) = / dzpy(z,) / dapi(2) A g (Riz120), (6)

where p;(z;) and p(z,) are the redshift distributions of lens
and source galaxies, respectively, that are normalized as
Jdzpi(z) =1 (i =1ors). For py(z,), we adopt the stacked
photo-z posterior distribution of source galaxies as our default
choice and will discuss the impact of systematic redshift
errors on our cosmology analysis. For p;(z;) we can accu-
rately evaluate the distribution using spectroscopic redshifts
for lens galaxies. The integrand function, IEmag(R; 2, Z) 18
defined as

K/Zmag (R;Zlv Zs) = 2(O[mag,l - l)
A4 R
XA ﬁzc(zlﬁzs)cx(l’ﬂ?ZlﬁZs)JZ<f;>7

1

()

where y; is the comoving distance at the representative
redshift z;. &, 18 a parameter to model the power-law slope
of the number counts of the lens galaxies around a magnitude
cut in each sample [see Eq. (10) and Fig. 2 in Ref. [5] for the
estimated value and error], and X_ is the critical surface
density defined as

- 1 x(z)
(21, 25) = 476G y(z)x (21, 25) (1 + 21) o

Throughout this paper we adopt natural units with ¢ =1
for the speed of light. The angular power spectrum of the
lensing convergence field for galaxies at redshifts z; and zg is
defined as

Cx(f; 21 Zs) = / d)( WO(’ZIJ){‘Z}V(X,IS) Pﬁlﬁ] (l +)(1/2 ; Z> ,
9)

where the lensing efficiency kernel is defined using
Xs = x(z5) as
X ()(S —X )

3
~QH3(1 . 10
2 m O( +Z> Xs ( )

W(r,x)

3. Cosmic shear correlation functions: &,

We model the two-point correlation functions of
source galaxy shapes as a sum of the following three
terms

$:(9) = Se6.+(9) + &ar+(9) + S+ (9). (11)

The first term is the “gravitational-gravitational” term (i.e.,
cosmic shear, “GG”), the second term is the “gravitational-
intrinsic” correlation (“GI”) [49] that arises in pairs of
galaxies for which some common large-scale structure
along the line of sight affects the intrinsic shapes of one of
the galaxies and results in a gravitational lensing shear on
the other, while the third term is the “intrinsic-intrinsic”
(“IT”) TA contribution [50].

The GG term of Eq. (11) is defined in terms of the
cosmic shear power spectrum as

cd¢

o9 = [ SECOIen). (12

where the zeroth- and fourth-order Bessel functions are for

£+ and &_, respectively. C, is the angular power spectrum
of the lensing convergence, defined as

cie)= [ dxqj;f) P (f Zl/ z;z), (13)

where ¢(y) is the lensing efficiency kernel averaged over
the source redshift distribution defined as

a(r) = / d2,p(2)W(z.2,). (1)

In this paper, we use a single source sample, and hence we
have no tomographic cosmic shear signals.

To model the GI and II terms of Eq. (11), we employ the
nonlinear alignment model (NLA) [51],

(15)

123521-7



SUNAO SUGIYAMA et al.

PHYS. REV. D 108, 123521 (2023)

Cu(6) = [ a[FORERE py (£ 12,
(16)

Here following the conventional method in the literature
e.g., [3], we introduced the redshift- and cosmology-
dependent factor F(y) that relates the intrinsic galaxy ellip-
ticity and the gravitational tidal field and is parametrized as

Fly) = _AIACLOC%s (17)

where A}, is a free parameter that describes the amplitude of
the NLA model, C; =5 x 107*h=2Mg! Mpc? is a nor-
malization constant, p,. is the critical mass density at z = 0,
and D (z) is the linear growth factor normalized to unity at
z=0. Since we use the cosmic shear correlations for a
single sample of the source galaxies, i.e., no lensing
tomography, we employ a single parameter A;, to model
the IA contamination, and do not include a parameter to
model the redshift dependence of the TA effect.

B. Modeling residual systematic errors

In this section, we present a method to model possible
residual systematic effects in the measured signals. In our
method, we include these effects in the model predictions
rather than in the measured signals to keep the data vector
and the covariance invariant.

1. Residual systematic redshift uncertainty: Az,

Residual systematic error in the mean redshift of the
HSC source galaxies is one of the most important system-
atic effects in weak-lensing measurements, i.e., AX and
£.(9) in our data vector. To study the impact of residual
redshift error, we introduce a nuisance parameter to
model the systematic error in the mean source redshift by
shifting the posterior distribution of source redshifts, given
as 7ot = e Azph [5,52,53]. Please see Sec. IIIA2 in
Miyatake et al. [16] and Zhang et al. [54] for a justification
of our parametrization (Azy,) to model the impact of
residual source redshift uncertainty on the weak-lensing
observables. Therefore, we use the shifted P(z) distribution
to model the mean of the true redshift distribution as

true

pie(z) = pS(z + Azpy). (18)
Thus, if Azy, >0 or <0, the true mean redshift of our
sources becomes lower or higher than what is anticipated
from the photo-z estimates, respectively.

For AX (Eq. (4), we first need to recompute the average
lensing efficiency (X3') and the weight w, using the shifted
redshift distribution: we define the correction factor as

lewls <Zc_1>{£ue <Zc_1 >i:sst (19)
lewls '

where the weight is given as wy; = wiw (Z:!)2 and w; and
w, are weights given in the HSC shape catalog and the
BOSS catalog, respectively [see Sec. IIB in Ref. [5] for the
definitions]. We compute the correction factor for each of
the three lens samples, LOWZ, CMASS1, and CMASS2.
In our method, we multiply the correction factor by the
model template of AX as

fas(Azp,)

AXO"(R; 21, Azpn) = fas(Azpn; 21)AZ(R]z).  (20)

Note that AX includes both the galaxy-galaxy weak
lensing and the magnification term in Eq. (4); AX =
AX, + AX,,e, and we also use the shifted redshift
distribution of source galaxies to compute the magnifica-
tion term, AZmag.2

Similarly, for nonzero Azph, we recompute the model
prediction for the cosmic shear correlation functions £, (9)
using the shifted redshift distribution of the source galaxies.

2. Correction for the reference cosmology used
in our measurement

In the measurements of W and AX, we need to assume a
“reference” cosmology to convert the angular separation
between galaxies in the pair to the projected separation R,
and the redshift difference to the radial separation, I1. For
AY, we also need the reference cosmology to compute
(Z.)~!, which is needed to convert the shear to AX. In More
etal. [17], where we present the measurements, we assume a
reference cosmology with Q" = 0.279, which is only the
relevant parameter for a flat ACDM model. However, the
reference cosmology generally differs from the underlying
true cosmology, and we need to correct for the discrepancy
in our cosmological parameter analysis. We follow Ref. [55]
in order to perform these corrections. We denote the cosmo-
logical parameters in the parameter inference as C and the
reference cosmological parameters for the measurements
as Cref, Similarly to Sec. III B 1, we can derive the correction
factors, by keeping the observables invariant. The correc-
tions for R and IT are obtained as follows:

_ X(ZI;C) Rref

2(z;C)

E(z;Cref)y
— D\ et 21
E(z;C) @)

’

Here E(z) = H(z)/H,. Thus, we include the measurement
corrections in the theoretical templates of AX and w,, as

*Note that the definition of f,y is the inverse of the similar
correction factor fp, used in the HSC-Y1 papers [5,6].
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AT (R™ 7|C, Azy) = fas(z1|C. Azy ) AZ(R, 24| C),
E(z;C)
E(z;C™)

Hmﬂx
x/ AN, (VR +1P,2:C),
0

(22)

wp (R, 2|C) = 2f&3P (R, 21;C)

where R and ITare given in terms of R and IT*' via the above
Eq. (21) and evaluated at the sampling points of R™ and
[T used in the measurements. Note that we adopt IT,,, =
[E(CY)/E(C)|TTE, = [E(C™")/E(C)] x 100h~! Mpc, as
we use the fixed ITH¢, = 1004~! Mpc in the measurement.
The overall correction factor for AX is defined as

- ,.C —1\est,C""
lewls <Zc 1>Eue <Zc 1>fs§t'
lewls

Now this correction factor accounts for both the effects of
residual photo-z errors (Azy,) and the use of the reference
cosmology.

Note that the theoretical templates of &, (9) for cosmic
shear correlation functions are not affected by the varying
cosmological models, as £, is given as a function of the
observed angular separation 9.

faz(2|C, Azy) = (23)

3. Residual-multiplicative shear bias
We account for possible residual biases on the weak-
lensing shear calibration, with a nuisance parameter
describing the residual multiplicative bias Am,

AS(R; Am) = (1 + Am)AS(R; Am = 0),  (24)

EL(8;Am) = (1 + Am)?E(8; Am = 0). (25)
Since we use the same source sample for both the galaxy-
galaxy lensing and the cosmic shear measurements, we use
the same residual multiplicative bias parameter for AX
and &,.

4. Residual PSF modeling errors

Systematic tests of the HSC-Y3 shear catalog presented
in Li et al. [26] indicate that there are small residual
correlations between galaxy ellipticities and PSF elliptic-
ities resulting from imperfect PSF correction. Such residual
correlations could produce artificial galaxy shape-shape
correlations and hence bias the cosmic shear measure-
ments. Here we examine the impact of these systematics in
our cosmic shear measurements, assuming that the
measured galaxy shapes have an additional additive bias
given by

€(sys) = apsfep + ﬂpsf€q.

(26)

The first term, referred to as PSF leakage, represents the
systematic error proportional to the PSF model ellipticity eP
due to the imperfection in the method used to correct the
galaxy shapes for the impact of the PSF. The second term
represents the systematic error associated with the differ-
ence between the model PSF ellipticity, P, and the true PSF
ellipticity. This difference is estimated from individual
“reserved” stars €', i.e., €9 = eP — €8 [56]. A coherent
residual PSF ellipticity e9 indicates an imperfect PSF
estimate, which should propagate to shear estimates of
galaxies.

When the observed galaxy ellipticity is contaminated
by €%, these systematic terms cause an additional
contamination to the measured cosmic shear correlation
functions as

épsf,i ('9) = agsfgip(s) + 2apsfﬁpsf%§:q('9) +ﬂ§sf§?tq('9)’ (27)

where &%, &4 and &% represent the autocorrelation of the
model PSF ellipticity €, the autocorrelation of the residual
PSF ellipticity €1, and the cross-correlation of €. and €,
respectively. The hat notation, “”’, denotes the correlation
function measured from the HSC data using the model
PSF and the reserved stars (see More ef al. [17]). The
proportional coefficients a, and S, are estimated by
cross-correlating €. and €l with the observed galaxy
ellipticities as

EP(9) = a8 (9) + oS (9),

thq(&) = apsf%pq(g) + ﬁpsf%iq<’9)a (28)

where &P and &9 are the measured cross-correlations
between galaxy ellipticities, used for the cosmic shear data
vector, and €', and €. As shown in More et al. [17], we
found ape = —0.0292 £ 0.0129 and Sy = —2.59 £ 1.65
for our fiducial source sample.

To take into account the impact of these additive shear
residuals on parameter inference, we add the contamination
term & 4 [Eq. (27)] to the model cosmic shear correlation
function &, in Eq. (11) and then estimate parameters by
varying the parameters a,y and S, with the Gaussian
priors with widths inferred from the above errors. Note
that the above PSF systematics causes additive shear bias,
and does not cause a bias in the galaxy-galaxy weak
lensing [57].

We note that the PSF systematics model we adopted here
is based on the second moments of PSF as done in Hamana
et al. [4], while the HSC-Y3 tomographic cosmic shear
analyses [18,19] use a PSF systematics model with addi-
tional terms including the fourth moments [54]. Because
the contamination from PSF systematics effects in the
cosmic shear signal is relatively small for high-redshift
HSC source galaxies compared to the signal at lower
redshift, the second-moment-based PSF systematics model
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is sufficient for our analysis. We explicitly validate the use
of our PSF systematics model in Appendix A by perform-
ing the cosmological parameter analysis on a synthetic data
vector including the measured PSF systematics up to the
fourth-moments in the synthetic cosmic shear data vector.

C. Summary: Theoretical template

For the convenience of the following discussion, here we
summarize the theoretical templates, explicitly showing
which parameters are used to model each of the theoretical
templates,

AXY(R™, 2|C. by (21), Azphs A, Amag(21)) = (1 + Am)AZI(R'E, 21| C, b1 (21), AZph Cinag (21))
X wh(R™, 1|C, b (z)): Egs. (2) and (22),
fgt (19|C’ AthvAlAv Am, Qpst > ﬂpsf) = (1 + Am)zéi (19|C’ AthsAIA) + é:i-,psf(’9|apsf7 ﬂpsf)' (29)

For AX™ and wp, we compute these model predictions at
the sampling points of R™ for each of the LOWZ,
CMASSI, and CMASS?2 samples at their representative
redshift. Here C denotes a cosmological model sampled
in parameter inference, and characterized by five
cosmological parameters for the flat ACDM model,
(Qqe, In(10'°A,), w, wy, ny). bi(z;) denotes the linear bias
parameter for the LOWZ, CMASS1, or CMASS2 sample,
and other parameters are nuisance parameters to model the
residual systematic errors in photo-z’s, magnification bias,
multiplicative shear bias, PSF modeling, and intrinsic
alignment. For our baseline analysis, we have 16 para-
meters in total; 16 = 5(C) + 3 x 1(b;) + 8(nuisance).

D. Bayesian inference: Likelihood and prior

To infer parameters @ from the measured clustering

A

observables, we compare a “data vector”, denoted as d,
to a “theoretical model template”, denoted as f. We
define the data vector from the measured signals of wy,
AY, and &, as

d = {Wy(R¥']z)), AX(R|z,). &2 (8¢) ). (30)

where z; stands for the representative redshift of either
LOWZ, CMASSI, or CMASS?2 sample. Here we empha-
size that the measured signals are sampled at discrete values
of of separation, R, R}ef, and 9 for W, AY and &,
respectively, where R and R;ef are estimated from the
observed angular separations between galaxies in the pair
assuming the reference cosmology as we described above.

For w,, we wuse the signals in the range of
R™" = [8,80]A~! Mpc. The minimum scale cut is deter-
mined so that the minimum bias model fairly well describes
the signals [6,13], without being so affected by the strongly
nonlinear clustering. The maximum scale cut is determined
such that our constraint purely comes from the large scale
clustering amplitude, and does not include information
from the baryonic acoustic oscillations. The constraining
power of cosmological parameters is mainly from
scales around the minimum scale cut, where have higher

|
signal-to-noise ratios. We take 14 logarithmically-spaced
bins for each of the LOWZ, CMASSI1, and CMASS2
samples. For AX, we use the signals in the range of
Rl =[12,30], [12, 40] or [12,80]4! Mpc for the
LOWZ, CMASSI1, or CMASS2 sample, respectively.
The minimum scale cuts are determined by the same
reason as the w,, case, while the maximum scale cuts are
determined based on the systematic tests, i.e., where we do
not find any significant signal of nonlensing AX, at scales
below the maximum cuts compared to the statistical errors.
The scale cuts give 4, 5, and 8 logarithmically-spaced radial
bins for the LOWZ, CMASSI, and CMASS2 samples,
respectively. For cosmic shear we use 8 angular separation
bins in the range of 9 = [7.9, 50.1] arcmin for &, (9), while
seven angular bins in 9 = [31.6, 158] arcmin for £_(9).
Thus we use 74 data points in total: 42(= 3 x 14) for w,
17(=4+5+8) for A and 15(=7+8) for &,
respectively.

For the theoretical template ¢, we construct the “model
vector” of the clustering correlation functions computed
using a set of model parameters @ within the flat ACDM
framework,

10) = {wy (R 21]0). AT (R} 2,]0). £.(9,:10)}.  (31)

where the theoretical templates of clustering observables
(denoted by the superscript “t”) are computed at the
representative redshift of each lens sample, z;, using
Eq. (29). We use the publicly-available FFTLog code
developed in Ref. [58], which is a modified version from
the original code [59], to perform Hankel transforms in the
model-prediction calculations. We also use FFTlog to
compute the average of model prediction within a finite
radial bin width used in the measurements; AIn R = 0.169
for Wp AInR =0.246 for AYX and Alnd = 0.242
for &,.

We assume that the likelihood of the data vector
compared to the model vector follows a multivariate
Gaussian distribution:
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In £(d|0) = —% d—t0)Cd—-10)]. (32)

where C is the covariance matrix of data vector (see
More et al. [17] for details), C~! is the inverse matrix.
The covariance matrix is estimated in [17] from 1404(=
108 x 13) realizations of the mock signals [60,61]. When
we compute the inverse covariance in the likelihood, we
multiply the factor (108 x 13 —74 —2)/(108 x 13— 1) =
0.95 to obtain the inverse covariance [62].3 The cross
covariance between galaxy-galaxy lensing and cosmic
shear is included because we use the same mock catalogs
for clustering, galaxy-galaxy lensing, and cosmic shear
measurements. Since the overlapping region between
the HSC-Y3 and SDSS DRI11 survey footprints, which
has about 416 degz, is much smaller than the SDSS DR11
area (about 8,300 degz), we ignore the cross-covariance
between the clustering (w,) and galaxy-galaxy lensing
(AX). The mock catalogs used in the covariance matrix
estimation are generated using full-sky simulations [63],
and hence the covariance automatically includes the super-
sample covariance contribution [64]. The additional covari-
ance contribution due to the magnification bias effect on the
lens galaxy distribution is analytically estimated and added
onto the estimate from mock measurements [6]. See More
et al. [17] for more detail of the covariance matrix
estimation.

We construct a posterior probability distribution for the
parameters @ given the data vector d, denoted as P(60|d), by
performing Bayesian inference,

P(0|d) x L(d|0)I1(0), (33)

where I1(0) is the prior distribution of 6.

In Table I, we summarize the model parameters and their
priors. The first section summarizes the cosmological
parameters; Q. (=1 —Qg.) and In10'°A, are the para-
meters to which our weak-lensing and clustering observ-
ables are most sensitive, and we adopt uninformative
uniform priors on these model parameters. On the other
hand, the weak-lensing and clustering analyses are not
sensitive to @, = Q h> and ng, and hence we adopt
informative priors using normal distributions; we use a
BBN prior for @, [65-67], and a Planck prior on ng [9].
Note that we increased the uncertainty of the Planck prior
on ng by a factor of three to be conservative. The parameters
by(z;) in the second section are the linear galaxy bias
parameters for i = LOWZ, CMASSI1, and CMASS2. We
use uninformative priors on each of these parameters, given
that our samples could be affected by assembly bias [13].

*We mistakenly omitted one realization of the full sky
simulation for the covariance estimation. Thus, in practice, we
use (107 x 13 =74 —=2)/(107 x 13 — 1) = 0.946 for the Hartlap
factor instead.

TABLE I. Model parameters and priors used in our cosmo-
logical parameter inference. The label U (a, b) denotes a uniform
(or equivalently flat) distribution with minimum a and maximum
b, while A/ (u, ) denotes a normal distribution with mean y and
width o. For the residual photo-z error parameter, Azpy, we
employ the informative Gaussian prior A (—0.05,0.09) in our
baseline analysis, which is taken from the companion analysis
result in Miyatake et al. [16] that perform a parameter inference
by comparing the halo model based predictions to exactly the
same clustering observables (down to the smaller scale cuts for
AY and wp).

Parameter Prior
Cosmological parameters

Qe 1(0.4594,0.9094)
In(10'°4,) U(1.0,5.0)

o8 4(0.0998,0.1398)

@y N (0.02268, 0.00038)
UN N(0.9649,3 x 0.0042)

Galaxy bias parameters

by (zLowz) U(0.1,5.0)
bi(zcmasst) U(0.1,5.0)

by (zcmass2) (0.1,5.0)
Magnification bias parameters

amag(ZLOWZ) N(2.259, 0.5)
Umag (Zemass1) N (3.563,0.5)
Umag (Zemass2) N(3.729,0.5)
Photo-z / Shear errors

Az, N (-0.05,0.09)
Am N(0.0,0.01)

PSF residuals

Apst ./\/(—0026, 0010)
Ppst N (-1.656,1.326)
Intrinsic alignment parameters

Aia U(-5,5)

For the magnification bias parameter, dy,,(z1), we adopt a
prior using a normal distribution; the central value is taken
from the estimated slope of number counts at luminosity
cut, while we adopt a relatively wide width, o—(amag) =0.5,
for a conservative analysis.

The fourth section summarizes the residual redshift and
the residual multiplicative bias parameters. In the small-
scale analysis by Miyatake ef al. [16], we find that the
weak-lensing signals have a statistical power to calibrate
the residual redshift error parameter (Azy,) to the precision
of a(Azph) ~ 0.1, based on the method in Ref. [53]. On the
other hand, as discussed in Sec. VI, we find that the
statistical power of the large-scale signals is not sufficient
to calibrate Azpp. Therefore, in this paper, we use a
Gaussian prior on Azy,, N (—=0.05,0.09), that is inferred
from the mode and the credible interval of the posterior
distribution of Az, in the fiducial small-scale analysis by
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the companion work Miyatake et al. [16]. That is, we
employ the prior that is centered at Az,, = —0.05, meaning
that the source redshift distribution inferred from the
photo-z estimates is lower than the true distribution by
|Ath| = 0.05.

For the prior on the multiplicative shear bias, we
use the Gaussian prior with zero mean and width of
o = 0.01, which is estimated from HSC galaxy image
simulations [26]. The fifth section summarizes the PSF
residual systematics modeling parameters. We use
Gaussian prior for these model parameters. The center
and width are estimated from the cross-correlation between
star shapes and galaxy shapes (see [17] for more detail).
The sixth section summarizes the single intrinsic alignment
parameter of the NLA model for this source sample, for
which we use an uninformative uniform prior. The dimen-
sion of the fiducial model parameter vector is 16 in total,
5 for the cosmological parameters and 11 for the nuisance
parameters.

We sample parameters from their posterior distribution
given the data vector using the Monte Carlo method
in this high-dimensional parameter space. In particular,
we utilize the nested sampling algorithm implemented
in MultiNest [68] from the python interface
PyMultiNest [69]. MultiNest has two hyperpara-
meters, the live points nlive and the sampling efficiency
rate efr. We use nlive =600 and efr = 0.3 as the
fiducial setup. Another hyperparameter, the tolerance tol,
issetto 0.1, and replaced with a smaller value if necessary to
check for convergence.

In this paper, we report the inference result in the
format of

mode 335 (el (MAP), (34)

where the mode is the peak value of a parameter in the one-
dimensional marginal posterior distribution, the 68% credi-
ble interval is defined as the highest density interval of the
posterior, and “+434% upper” and “—34% lower” are the
upper and lower limit of the 68% credible interval (see
Fig. 3 of [6] for the illustration of the definitions of these
statistics of marginalized posterior). We also report the
“MAP” value of the parameter that is the parameter value at
the maximum a posteriori model which has the highest
posterior value in the chain. The mode value is defined with
the marginal posterior and thus subject to the projection
effect of the posterior distribution from the full-parameter
space, while the MAP is not. Thus, a significant difference
between the mode and MAP value may indicate the degree
to which the mode value is affected due to lower-
dimensional projection of the posterior distribution.
However, we should note that the estimation of the
MAP value can be noisy due to a finite number of samples
in the chain, especially in the presence of severe parameter
degeneracy(degeneracies), resulting in a MAP that

corresponds to a local minimum in the posterior surface.
Therefore, we will use the MAP value and its difference
from the mode as an indicator of projection effects. In the
summary table that gives the cosmological constraints for
various setups and tests, we also report the mean value as
the third point estimate so that one can easily compare our
results with external results that also use the mean.

IV. BLINDING SCHEME AND INTERNAL
CONSISTENCY

To avoid confirmation bias, we perform our cosmologi-
cal analysis in a blind fashion. The details of the blinding
scheme can be also found in Sec. IIB of More et al. [17].
We employ a two-tier blinding strategy to avoid uninten-
tional unblinding during the cosmological analysis. The
two tiers are as follows:

(1) Catalog level: The analysis team performs the
cosmological analysis using three different weak-
lensing shape catalogs. Only one is the true catalog
and the other two catalogs have multiplicative biases
which are different from the truth (see below for
details). The analysis team members do not know
which is the true catalog.

(i1) Analysis level: When the analysis team makes plots
comparing the measurements with theoretical mod-
els, the y-axis values (e.g., the amplitudes of AY) are
hidden and the analysis team is not allowed to see
the values of cosmological parameters used in the
theoretical models. When the analysis team makes
plots showing the credible intervals of cosmological
parameters (i.e., the posterior distribution), the
central value(s) of parameter(s) are shifted to zero,
and only the range of the credible interval(s) can be
seen. Finally, the analysis team does not compare the
posterior for cosmological parameter(s) or the model
predictions with external results such as the Planck
CMB cosmological parameters prior to unblinding.

See Sec. IIB of More et al. [17] (see also [18]) for details
of how the blinded catalogs were constructed in a manner
that prevents accidental unblinding by the analysis team.
The use of these catalogs means that the analysis team must
perform three analyses, but this method avoids the need for
reanalysis once the catalogs are unblinded.

The set of the three shape catalogs used in this paper is
shared with the two companion papers, More et al. [17]
presenting details of the measurements of observables used
in this paper and Miyatake et al. [16] presenting the
cosmological parameter estimation from the same signals
as those of this paper, but including the information down
to smaller scales and using the halo model-based method.
We imposed the following criteria for deciding to unblind
our results:

(i) Analysis software is made available to collaboration

members and specific members have reviewed each
part of the code.
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(i) Validation tests of the cosmology analysis pipeline
are performed using synthetic data vectors, some of
which are generated using mock catalogs of gal-
axies. In particular, the key cosmological parameter
Sg must be recovered to within 0.5¢ (o is the
marginalized credible interval), for the fiducial mock
catalogs (see below).

(iii) Internal consistency tests are performed to check
whether the estimate of the key cosmological
parameter is changed, compared to the fiducial

analysis method, using subsets of data vector and/
or different analysis setups. Table II summarizes the
internal consistency tests that we performed before
unblinding.

(iv) The goodness of fit of the best-fit model predictions
to the data vector in each of the three blind catalogs
is quantified.

The analysis team resolved that the results would be
published regardless of the outcome once the results are
unblinded, without any changes or modifications to the

TABLE II. Internal consistency tests carried out for the cosmological parameter analysis. All of the analyses are performed before
unblinding the results. In this paper, we use the prior II(Azy,) = N(=0.05,0.09), which is obtained from the small-scale 3 x 2pt
analysis in Miyatake et al. [16], for the analysis setups that are denoted by the superscript “«” in the label (see Table I and main text
explaining the table). We also consider the analyses using the different photo-z prior centered at Az, = 0, I1(Azy,) = N(0,0.1), to
study the impact of the different priors of the photo-z error parameter on our results, as denoted by the superscript “i” in the label. The
third column denotes the dimension of the sampled model parameters and the data vectors, D(@) and D(d), respectively.

Setup label Description D(0), D(d)
3 x 2pt* [baseline analysis] a joint analysis of AZ, w, and £, 16, 74
2 x 2pt* A joint analysis of AX and w, 13, 59
Cosmic shear* Cosmic shear analysis using &, 10, 15
3 x 2pt, w/o LOWZ* 3 x 2pt, without LOWZ sample for w, and AX 14, 56
3 x 2pt, w/o CMASS1* 3 x 2pt, without CMASS1 sample for Wp and AX 14, 55
3 x 2pt, w/o CMASS2* 3 x 2pt, without CMASS2 sample for w, and AX 14, 52
2 x 2pt, w/o LOWZ* 2 x 2pt, without LOWZ sample for w, and AX 11, 41
2 x 2pt, w/o CMASS1* 2 x 2pt, without CMASSI1 sample for w, and AX 11, 40
2 x 2pt, w/o CMASS2* 2 x 2pt, without CMASS?2 sample for w,, and AX 11, 37
No photo-z error 3 x 2pt, fixing Az, =0 15, 74
No shear error* 3 x 2pt, fixing Am =0 15, 74
No magnification bias error* 3 x 2pt, fixing @pae = p 13, 74
No PSF error* 3 x 2pt, fixing dp = Py = 0 14, 74
No IA* 3 x 2pt, fixing Ajp =0 15, 74
Extreme TA* 3 x 2pt, fixing Ajp =5 15, 74
R, = 30h~! Mpc* 3 x 2pt, using the AX and w,, signals up to R < Ry, = 30h~" Mpc 16, 51
2cosmo* 3 x 2pt, varying only two cosmological parameters, Q4. and In(10'0A;) 13, 74
2cosmo, 2 X 2pt* 2 x 2pt, varying only two cosmological parameters, Q4. and In(10'°A;) 10, 59
Az ~U(-1, 1) 3 x 2pt, with an uniform prior of Az, ~U(-1,1) 16, 74
3 x 2ptf 3 x 2pt, with prior of Az, ~N(0,0.1) 16, 74
2 x 2ptf 2 x 2pt, with prior of Az, ~N(0,0.1) 16, 59
Cosmic shear? Cosmic shear, with prior of Az, ~N(0,0.1) 16, 15
XMM (33.17 deg?)* 3 x 2pt, but using only XMM field for AX and &, 16, 74
GAMAI15H (40.87 deg?)* 3 x 2pt, but using only GAMA15H field for AX and &, 16, 74
HECTOMAP (43.09 deg?)* 3 x 2pt, but using only HECTOMAP field for AX and &, 16, 74
GAMAO9H (78.85 deg?)* 3 x 2pt, but using only GAMAO9H field for AX and &, 16, 74
VVDS (96.18 deg?)* 3 x 2pt, but using only VVDS field for AX and &, 16, 74
WIDEI12H (121.32 deg?)* 3 x 2pt, but using only WIDE12H field for AX and &, 16, 74
w/o star weight 3 x 2pt, but without using star weight when computing w, 16, 74
DEMPZ & WX* 3 x 2pt, using DEMPZ & WX for pg(z) 16, 74
MIZUKI* 3 x 2pt, but using MizZUKI for the source selection and the stacked p;(z) 16, 74
DNNZ* 3 x 2pt, but using DNNz for the source selection and the stacked pg(z,) 16, 74
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analysis method after unblinding. In the following text, we
will explicitly indicate any analysis or results that were
obtained after unblinding.

V. MODEL VALIDATION

In order to obtain unbiased cosmological parameters
from the data, we need to validate our model. We adopt the
minimal bias model for the galaxy bias, which was already
validated using mock catalogs populated by galaxies using
different models for the galaxy-halo connections in
Sugiyama et al. [13] for the hypothetical HSC-Y1
mock data.

In addition to the galaxy bias uncertainties, we also
validate the use of halofit for the prediction of cosmic
shear signals, neglecting baryonic effects on the nonlinear
matter power spectrum. To validate this, we simulate the
data vectors using HMCode with various degrees of
baryonic physics.

For the HSC-Y3 data, we have greater statistical con-
straining power due to three times larger area coverage
than the HSC-Y1 data, and also due to the inclusion of
cosmic shear in the 3 x 2pt analysis compared to the HSC-
Y1 2 x 2pt analysis [6]. Therefore, we subject our model-
ing and analysis methods to validation tests using the mock
data vectors, but using the covariance matrix for the HSC-
Y3 data.

In this paper, we use an informative prior on Az, taken
from the result of the small-scale 3 x 2pt analysis, which
can more precisely self-calibrate Az,, due to its higher
signal-to-noise ratio. We validate the use of the posterior
from the small-scale analysis as a prior on Agzpy, by
analyzing a mock data vector that includes the photo-z
bias effect.

We describe the model validation results in Appendix V
in detail. In brief summary, the validation tests are passed
for most of the synthetic data vectors; our method can
recover the input Sg with a bias smaller than 0.5¢ (o is the
marginalized error for the baseline 3 x 2pt analysis), where
we test our method using the mode value of Sg in the
posterior, rather than the MAP value, compared to the input
value used in generating the synthetic data. However, given
the fact that there is no established, accurate theory of the
galaxy formation physics or galaxy-halo connection, we
also consider the worst-case scenario in order for us to be
ready for any unexpected result in the cosmological
parameter estimation. As for the worst-case scenario, we
consider the extreme mock data of SDSS galaxies, where
we consider a nonstandard prescription of the galaxy-halo
connection when generating the mock SDSS catalogs from
N-body simulations. Even for these extreme mocks, the
minimal bias model can recover the input Sg value with
a bias <lo, while the halo model method suffers from a
greater bias. For these worst-case cases, we have a

diagnostic to identify a signature of the strong nonlinear-
ities in the galaxy-halo connection. Since changes in the
galaxy-halo connection cause a stronger modification in the
clustering observables at smaller scales around and below
virial radii of massive halos (Mpc scales), while the
clustering observables have the linear theory limit on
sufficiently large scales, which is captured by the minimal
bias model. Hence, if the actual SDSS galaxies are affected
by such extreme galaxy-halo connection, the cosmological
parameters display systematic shifts with changing the
scales cuts from small to large scales in the cosmology
inference. We carefully study these behaviors using the
different mocks. For the actual cosmology analysis of the
HSC-Y3 and SDSS data, we did not observe such a
systematic change in the Sg values for the different scales
cuts or from the small- and large-scale 3 x 2pt analyses.
These tests gave us a justification that we can unblind the
results.

VI. RESULTS
A. HSC-Y3 ACDM constraint

In this section, we present the main results from the
cosmological parameter inference using the HSC-Y3 lens-
ing and SDSS clustering measurements for the flat ACDM
model. All of the analyses in this section were done before
unblinding, and the results are presented without any
change after unblinding.

Figure 1 shows the cosmological constraints from the
large-scale 3 x 2pt analysis carried out in this paper. The
central values and associated errors are

Q= 0.40175:9°0(0.394),
oy = 0.666" 0057 (0.705),
Sg = 0.77510:933(0.808). (35)

The HSC-Y3 large-scale 3 x 2pt analysis achieves ~5%
fractional accuracy on Sg. The improvement in the stat-
istical precision of Sg compared to the HSC-Y1 2 x 2pt
analysis is a factor of ~2, due to the increase in the
HSC survey area and the inclusion of the cosmic
shear data.

Figure 2 shows how the cosmological parameter con-
straints are improved by combining the 2 x 2pt
and cosmic shear analysis in 3 x 2pt. It is clear that the
2 x 2pt analysis and cosmic shear are complementary to
each other for constraining the cosmological parameters;
combining them improves the Sg constraint. Note that the
cosmic shear analysis alone cannot constrain Q,
because the cosmic shear in this paper does not include
tomographic information and therefore is not sensitive to
the growth history of matter clustering, which depends
on Q.
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FIG. 2. The cosmological parameter constraints for the baseline
3 x 2pt, 2 x 2pt, and cosmic shear analyses. Here, every analysis
uses the informative prior on Az, from the HSC-Y3 small-scale
analysis by Miyatake et al. [16].

Figure 3 shows the result of the 3 x 2pt analyses for three
cosmological parameters and the Az, parameter, using
three different Az, priors: the informative prior taken from
the baseline small-scale analysis result, the uninformative
prior, TI(Azy,) = U(=1,1), and the informative Gaussian
prior with little room for a large shift from zero,
I(Azy,) = N(0,0.1). In the baseline analysis of this
paper, we use the first prior. Comparing the results with
N (=0.05,0.09) and N(0,0.1) tells us the impact of the
central value of the Gaussian prior on the cosmological
parameters. When the uninformative prior is used, the
large-scale 3 x 2pt analysis has insufficient information to
constrain Az, although the posterior of Az, prefers a
negative value of Az, as found in the small-scale 3 x 2pt
analysis. As a result, the Sg constraint is significantly
degraded. This was the main reason that we decided to use
the informative prior obtained from the baseline small-scale
3 x 2pt analysis in Miyatake et al. [16] as shown in the blue
contour. This prior choice was made during the blind
analysis phase, and therefore the baseline result is free of
confirmation bias.

From Fig. 3, we find that adopting the informative
Gaussian prior around Az, = 0 results in a larger Sg value.
The shift in Sy between the baseline analysis and the
Gaussian prior of Azy, in this case corresponds to a shift
of 0.76, a non-negligible amount. In Appendix A, we
validated the use of the posterior obtained from the small-
scale 3 x 2pt analysis as the prior on Az, using the mock
analysis. We found that the posterior of Az, from the

B [1(Az,) = N(-0.05, 0.09)
— (Azn) =U(-1, 1)
— H(Azp) = N(0,0.1)

@@M>

03 04 05 0.6 0.8 0.65 080 095 —-0.4 0.0
O oy Ss Azl)h

FIG. 3. Cosmological parameter constraints for HSC-Y3
3 x 2pt analyses with three different Az, prior choices; the
informative prior taken from the fiducial small-scale analysis
result, the uninformative prior &/(—1, 1), and the informative prior
I(Azy) = N(0,0.1).

small-scale analysis can be safely used as the prior in the
large-scale 3 x 2pt analysis, i.e., the analysis in this paper, to
recover the input Sg value. Thus, we decided prior to
unblinding to adopt the informative prior of A'(—0.05, 0.09)
for our baseline analysis.

Figure 4 compares the model predictions at the MAP
(maximum a posteriori) model of the chain with the
measured signals. The best-fit model fairly well repro-
duces the measured signals over the range of separations
used for the cosmological analysis. The figure also shows
that the best-fit model fails to reproduce the measured w,
and AX on scales below the fitting range. This is expected,
as the simple minimum bias model is invalid on such small
scales.

Figure 5 shows the goodness-of-fit test of the 3 x 2pt
analysis. To quantitatively evaluate the goodness-of-fit, we
follow the same method as for the S16A analysis [6]; we
simulate 100 noisy mock data vectors, apply the same
analysis to each mock data vector as for the real data, and
obtain the distribution of the y? values at the MAP model
for each mock. Note that here we generate the noisy data
vector using the covariance matrix with a multiplicative
shear bias parameter of m = 0 as described in Appendix V.
We find that the probability to exceed the observed
value, y>~70, by chance is p = 0.43. We have also
checked that the dependence of the reference y? distribution
on the assumed multiplicative shear bias value used when
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FIG. 4. Comparison between the measured signals and the best-fit model predictions for the baseline large-scale 3 x 2pt analysis.
From the top to the bottom panels, we show the comparison for w,(R) and AX(R) for the three SDSS samples (LOWZ, CMASSI, and
CMASS?2), and the cosmic shear correlation functions, &, (9), respectively. In each panel, the black points with error bars denote the
measured signals in each R or 9 bin, where the error bar is computed from the diagonal component of the covariance matrix. The solid
line denotes the model prediction at the MAP (maximum a posteriori model of the chain), while the red-shaded regions show the 68%
and 95% credible intervals of the model predictions in each bin. The blue shaded region in each panel indicates the range of R or 9 that is
used for the cosmological parameter inference in this paper. See Sec. III for details of the model predictions. Note that the x-axes in the
top and middle panels are the comoving distance in the reference cosmology (see the main text), R™, but we omit the superscript “ref”

for simplicity.

generating the noisy mock data is weak and does not
change our conclusion. We therefore conclude that within
the statistical constraining power of our data, the model
is able to describe the data with no signs of model
misspecification.

B. Internal consistency

In this section, we present the results of internal con-
sistency tests of our analysis. The analysis setups for the

internal consistency tests are summarized in Table II.
Figure 6 summarizes the result of the internal consistency
tests, and Table IV in Appendix C summarizes the central
values and credible intervals for each parameter. In short, we
did not find any significant shift in each of the cosmological
parameters compared to the expected statistical scatter.
The largest variation is the difference between the Sg
values obtained from the 2 x 2pt analysis versus from the
cosmic shear analysis alone. First, the trends in Sg—i.e., the

123521-16



HYPER SUPRIME-CAM YEAR 3 RESULTS: COSMOLOGY FROM ...

PHYS. REV. D 108, 123521 (2023)

noisy mocks
—— Obs: x2 =170, p=0.43

e
=
o ¥
40 60 80 100
x*(Omap)
FIG.5. The evaluation of the goodness-of-fit with the y2(Oyap)

value at the maximum a posteriori (MAP) model. The reference
distribution (blue histogram) is obtained by analyzing 100 noisy
mock data vectors. See the main text for how the noisy mock data
vectors are generated. The vertical solid line denotes the observed
x? value for the cosmology analysis of the actual HSC-Y3 and
SDSS data. The probability of finding the y? value larger than the
observed value (p value) is about 43%.

larger and smaller Sg values for the two analyses than the Sg
value from the 3 x 2pt analysis—are also found in the
model validation tests as shown in Fig. 8. To make a
quantitative estimate of the statistical significance of the Sg
difference, ASg, we use the same 100 noisy mock realiza-
tions of the vector as those used in the goodness-of-fit
analysis. We run the 2 x 2pt and cosmic shear analyses for
each noisy mock realization and then assess how often the
measured difference in Sg from the real data occurs in the
distribution of the Sg difference measured in the 100 noisy
mock realizations. The left panel of Fig. 7 shows that the
probability to exceed the observed value ASg = 0.10 by
chance is p = 0.2.

As another internal consistency test, we compare our
result with that from the HSC-Y3 small-scale 3 x 2pt
analysis in Miyatake et al. [16] as shown in Fig. 1. The
two 3 x 2pt analyses use the same observables albeit on
different ranges of scales, but use different theoretical
model templates for the cosmology analysis; the minimal
bias model in this paper and the emulator-based halo model
in Miyatake et al. [16]. The figure shows that our result is in
good agreement with that in Miyatake et al. [16]. In order to
assess the consistency of these two analyses, we again used
the 100 mocks, which allow us to account for the
correlations between the cosmological parameters from
the large- and small-scale 3 x 2pt analyses. As shown in the
right panel of Fig. 7, the probability to observe an Sg
difference larger than what we obtain ASg~0.01, is
p = 0.5. Thus, we conclude that the large- and small-scale

3 x 2pt analyses are consistent with each other. The two
vertical arrows in the right panel of Fig. 7 indicate the
expected size of ASg in the presence of assembly bias
effects that are simulated using the mock catalogs in
Miyatake et al. [14]. The assembly-b-ext is the
worst-case scenario of the assembly bias effect and can
be flagged at a 20 level if such effect really exists
(see Sec. A for the detail of the mocks). The agreement
between the results from the large-scale and small-scale
analyses also indicates that the SDSS galaxies in our
sample are not largely affected by the possible assembly
bias effect [5,14].

C. Comparison with external data and Sg tension

In Fig. 1 we also compare our result with external
experiments. For the CMB, we consider the Planck
2018 [9] cosmological constraints—in particular, those
derived from primary CMB information, referred to as
“TT, EE, TE 4+ lowE” in their palper.4 For the lensing
experiments, we use the cosmological constraints from
DES-Y3 [70] and KiDS-1000 [8]. In particular, we use the
cosmological constraint from a 3 x 2pt analysis with
the MagLim sample from DES-Y3 data.’ The fiducial
KiDS-1000 3 x 2pt analysis included the angular diameter
distance from the measured BAO scale in addition to
the clustering information, which well constrains Q,, for
the flat ACDM model. Hence, we instead compare with the
result from the cosmic shear and galaxy-galaxy lensing
(CS 4+ GGL) analysis.®

Our result is generally in good agreement with both the
DES-Y3 and KiDS-1000 results. For our result, the
degeneracy direction in cosmological parameter subspaces
such as the Q, -Sg plane is slightly different from those of
the DES-Y3 and KiDS-1000 results.

When comparing our result to the Planck 2018 result, we
did not find any significant tension in the cosmological
parameters. More quantitatively, we compare the cosmo-
logical parameter constraints from this paper and the Planck
2018 using the eigen tension metric [71]. We first identify
the eigenmodes of the cosmological parameters by diagonal-
izing the posterior covariance. We found that the first two
eigenmodes, e; = 03(Q,)"? and e, = Q,(05)™"? are
well-constrained compared to the prior distribution. For
this reason we use these eigenmodes for tension assessment.
As an independent criterion of principle eigenmodes, we

*We use the Planck 2018 public chain of “base/plikHM_
TTTEEE_lowl_lowE/base_plikHM_TTTEEE_lowl lowE” down-
loaded from their wiki https://pla.esac.esa.int/pla/aio/product-action?
COSMOLOGY.FILE_ID=COM_CosmoParams_fullGrid_R3.01.zip.

We use the DES-Y3 public chain of “chain_3x2pt_
lcdm_SR_maglim.txt” downloaded from DES Data Manage-
ment: https://des.ncsa.illinois.edu/releases/y3a2/Y 3key-products.

We use the KiDS-1000 public chain of “samples_multinest_
blindC_EE_nE_w.txt” downloaded from their website https://
kids.strw.leidenuniv.nl/DR4/KiDS-1000_3x2pt_Cosmology.php.
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FIG. 6. Summary of internal consistency tests. The estimates of cosmological parameters, Q,,, og, and Sg, and the photo-z parameter,
Az, are summarized for each of the analysis setups in Table II. Here, the central point is the mode and the error bar is the 68% highest
density interval estimated from the one-dimensional posterior distribution of each parameter. For comparison, the shaded band is the
constraint from the baseline analysis. The vertical black dotted line in the Azy, panel denotes Az, = 0.

also computed the effective number of cosmological param-
eters constrained by the large-scale analysis using the
Gaussian linear model [72]. Focusing only on the cosmo-
logical parameters, we find that the effective number of
constrained cosmological model parameters is 1.99, which
supports the choice to use the first two eigenmodes for
tension assessment. For these eigenmodes, we estimate the
parameter difference distribution, P(Ae), from the MCMC
of HSC-Y3 and Planck 2018, where Ae = eygc_y3 — €planck-
We then compute the p-value of the null hypothesis, i.e., the
case that the Planck 2018 and HSC-Y3 results are in perfect
agreement with each other,

p— [3 o dBOIPL80). (36)

We find p = 0.846, corresponding to at most a 1.4o-level
difference between our HSC-Y 3 result and the Planck result.
Therefore we conclude that our result is consistent with the
Planck CMB results. Although at face value this seems
different from the 2.5¢ tension between Planck and the
small-scale HSC-Y3 result presented in Miyatake ez al. [16],
this difference is entirely due to the lesser statistical
constraining power of our result, as reflected in the larger
credible intervals.
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FIG.7. A statistical significance of the difference between the Sg values from the two analyses, where we define ASy by the difference
between the Sg modes values in the 1D posteriors of the two analyses. Left panel: The result for ASg between the large-scale 2 x 2pt and
cosmic shear analyses. The blue histogram denotes the distribution of ASg that is obtained by carrying out these analyses on each of 100
realizations of the noisy mock data vector (see text for details). The red solid line is the observed ASg = 0.10 in the real data. The
p-value is p = 0.2. Right panel: The result for ASg between the large-scale 3 x 2pt analysis in this paper and the small-scale 3 x 2pt
analysis in the companion paper by Miyatake et al. [16]. The observed difference is ASg = 0.01 and the probability to exceed this value
by chance is p = 0.5. The two arrows indicated by “assembly-b" and “assembly-b-ext” denote the expected difference values of Sg

obtained from the simulated synthetic data, where the assembly bias effects with different amplitudes are included.

VII. CONCLUSION

In this paper, we have presented cosmological con-
straints from a joint analysis of galaxy clustering (wy),
galaxy-galaxy lensing (AX), and the cosmic shear corre-
lation (&), measured from the HSC-Y3 shape catalog and
the SDSS DRI11 spectroscopic galaxy catalog. We have
adopted a conservative analysis strategy: we employed the
“minimal bias model” as a theoretical template to model
AX and w, and strict scale cuts to ensure its validity. Using
mock data vectors, we showed that the minimal bias model
can recover the input cosmological parameter to within the
statistical error for the HSC-Y3 data, as long as the analysis
is restricted to large scales, R > 8 and 12h~! Mpc for Wp
and AZX, respectively. This is because structure formation
on such large scales is governed by gravity alone whereas
the nonlinear galaxy bias and baryonic effects are confined
to smaller scales. In addition, we employed a conservative
prior on the nuisance parameter, Az, to model a
residual systematic effect in the mean redshift of HSC
source galaxies used in the weak-lensing measurements.
We adopted a Gaussian prior of Az, given by
N (=0.09,0.05), based on a similar 3 x 2pt analysis in
the companion paper Miyatake et al. [16] using the same
data vector down to smaller scales. Another key feature of
this analysis is that we do not include the tomographic
information in weak-lensing signals, but rather adopt a a
single conservatively-selected source sample to make our
results robust against the residual photo-z error following
the method in Oguri and Takada [53].

Our cosmological parameter constraint for the flat
ACDM model is Sg = 0.7757 %3, with ~5% precision.
From the comparison with Planck 2018 [9], we found that
our result is consistent with Planck, indicating no signifi-
cant tension. We found that the cosmic shear correlation
function not only improves the cosmological parameter
estimation, but also helps to calibrate the residual photo-z
error Azy,. If we employ a prior on Az, centered at no bias
value, (0, 0.1), the Sg value is shifted to a higher value by
~lo. Hence we concluded that a treatment of Az, is
important for our cosmological analysis. We emphasize
that, using various validation tests, we defined the analysis
setups and methods during the blinding analysis stage.
Using the 100 noisy mock analyses, we confirmed that the
main result of the large-scale analysis in this paper is
statistically consistent with the small-scale analysis in
Miyatake et al. [16].

The constraining power of the large-scale 3 x 2pt analysis
in this paper is weaker than the Planck 2018 result.
Increasing the statistical constraining power is important
for a stringent test of the Sg tension or, more generally, the
ACDM model. There are several ways to improve the
statistical constraints from the large-scale analysis. First,
in future, we will use the full data of the HSC survey
covering about 1,100 deg? of sky to carry out a similar
3 x 2pt analysis. Second, we can include tomographic
cosmic shear tomography information in the 3 x 2pt analy-
sis. As shownin Lietal. [18] and Dalal et al. [19], the cosmic
shear tomography can self-calibrate the residual photo-z
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error; therefore, we expect that adding cosmic shear tomog-
raphy to the large-scale 2 x 2pt signals can improve the
cosmological constraints as well as the residual photo-z error
calibration. Third, to improve the cosmological constraint,
we could push the scale cuts down to smaller scales.
In order to use the smaller scale signals of w, or AZ,
we would need to account for the nonlinear physics in the
R < 10h~" Mpc regime, which would require more compli-
cated modeling of galaxy bias than the minimal bias model.
We will leave these improvements to our future studies.
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APPENDIX A: MODEL VALIDATION

In this appendix, we validate the model and the analysis
setup we adopted for the HSC-Y3 real data analysis. To
validate the baseline choice of model and setup in this
paper, we generate various kinds of data vectors which
include systematic errors. We analyze each of the con-
taminated data vectors with the baseline model and setup;
checking whether the cosmological parameter constraints
are robust given the constraining power of HSC-Y3 data
allows us to validate our modeling framework. We first
make a fiducial mock which does not include any system-
atic errors, and then add simulated systematic errors of
various types to the fiducial mock. We categorize the
simulated systematic errors on the data vectors into four
groups, as described in the following subsections.

The galaxy-galaxy lensing and galaxy clustering signals
in the fiducial mock is the same as used in the HSC-Y1
analysis of Sugiyama et al. [13] and Miyatake et al. [14].
These are measured from the galaxy distribution populated
by an HOD prescription on halos identified in N-body
simulation data. The cosmic shear signal is generated from
the halofit [47] code, updated by Takahashi et al. [48].
To simulate the data vector, we use the Planck 2015
cosmology [74].

Table III summarizes the validation tests done in the
following subsections, and the results are summarized
in Fig. 8.

1. Generation of contaminated mock data vectors
a. Galaxy bias uncertainties

Galaxies are biased tracers of the underlying matter
field, and thus we can extract the cosmological informa-
tion only after marginalizing over galaxy bias uncertainty.
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TABLE IIL

A summary of mock signals used for the validation tests. Please see Miyatake et al. [14] for the details of each mock

catalogs which are used to simulate the synthetic data of AX and w,.

Setup label

Description

Fiducial mock analyses
3 x 2pt
2 x 2pt

Cosmic shear Cosmic shear analysis

Effects of galaxy bias uncertainties on w, and AX
sat-mod, sat-DM, sat-sub

Off centering 1, 2, 3, 4

P

3 x 2pt analysis using clustering, galaxy-galaxy lensing and cosmic shear
2 x 2pt analysis using clustering and galaxy-galaxy lensing

Use different ways to populate satellite galaxies into host halos
Mocks include the off-centering effects of central galaxies

Baryon Mock includes baryonic feedback effect
Assembly-b-ext Mock includes the extremely large assembly bias effect
Assembly-b Mock includes the large assembly bias effect

Cent-incomp

Mock includes the incompleteness effect of central galaxies

fof Mock uses fof halos to populate galaxies

Baryonic effect on cosmic shear &,
HMCode v2015 (DM only)
HMCode v2015 (Apyry)

HMCode v2020 (Trgn)

Photo-z bias on AX and &,
Azy =-02

PSF systematics on &,
PSF 4th

Mock cosmic shear is generated by HMCode v2015 with A,y = 3.13
Mock cosmic shear is generated by HMCode v2015 with Ay, € [2.8,1.6]
Mock cosmic shear is generated by HMCode v2020 with T gy € [7.3,8.3]

Mock signals include the effect of the worst-case photo-z error: Az = —0.2

ph

Mock signals include the measured PSF systematic effects up to the fourth moments of PSF

At cosmological scales, gravity is the only force that drives
structure formation, and hence the cosmological perturbation
theory of structure formation and the galaxy bias expansion
based on perturbation theory should work well. However, at
quasinonlinear scales, perturbation theory and the galaxy bias
expansion break down due to nonlinear physics.

In this paper, we analyze the galaxy clustering signal w,, at
R > 8h~! Mpc, and the galaxy-galaxy lensing signal AX at
R > 12h~! Mpc, using the minimal bias model based on
cosmological perturbation theory. We validated the use of the
minimal bias model using the same scale cuts as those in
Sugiyama et al. [13], which checked that the minimal bias
model can recover cosmological parameters within the HSC-
Y1 statistical error. In this HSC-Y3 3 x 2pt analysis, we
have higher statistical power than HSC-Y 1 due to the larger
area coverage of the HSC-Y3 shape catalog and the
inclusion of the cosmic shear signal. Therefore, we repeat
the validation of the minimal bias model as in Sugiyama
et al. [13] using the HSC-Y3 covariance matrix.

b. Baryonic effects on cosmic shear

For the evaluation of the cosmic shear signal, we use
halofit [47] updated by Takahashi et al. [48] as the
fiducial modeling method to compute the nonlinear matter
power spectrum for an input model.

The calibration of the fitting formula, halofit,
was obtained using N-body simulations for ACDM cos-
mologies. However, baryonic effects inherent in galaxy
formation physics alter the total matter power spectrum at

nonlinear scales, k> 0.14 Mpc™', as shown by hydro-

dynamical simulations e.g., [75]. To validate the use of
halofit, which does not include baryonic feedback
effects, we generate mock data vectors in which we simulate
the baryonic effects on the power spectrum for a given
cosmological model using the 2015 and 2020 versions of
HMCode [76].7 In HMCode-2015 [77], the baryonic effect
is parametrized by the halo concentration parameter Ap,y.
Apary = 3.13 corresponds to the case of no baryonic effects,
ie., dark matter only case. The smaller values of A,y
correspond to the case where the baryonic effects are greater.
For our validation tests we consider Ap,, = 3.13, 2.8, 2.5,
2.2, 1.9, and 1.6. The most extreme value we assume,
Apary = 1.6, is designed to reproduce the OWLS simulation
result [78]. In HMCode-2020 [76], the parameter
logo(T agn/K) is used to model the AGN feedback effect
on the matter power spectrum, and we use
log,o(Tagn/K) =7.3, 7.5, 7.7, 7.9, 8.1, and 8.3 for the
baryon-affected mocks. Here, logo(7T agn/K) = 7.6 (8.3) is
designed to reproduce the AGN feedback effects in the
BAHAMAS [79] (COSMO-OWLS [80]) simulations.

"In the tomographic cosmic shear analyses with HSC-Y3 data
by Li et al. [18] and Dalal et al. [19], we use the 2016 version of
HMCode instead of the 2015 version used in this paper. The 2016
version of HMCode is an extension of the 2015 version of
HMcode to the beyond ACDM model, e.g., dark energy, neutrino
mass, and modified gravity. Thus, there is no difference between
the two versions used in Li et al. [18] or Dalal et al. [19] and this
paper as long as we focus on ACDM model.
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FIG. 8. Summary of the validation tests of the model and method. We apply the baseline analysis method to the synthetic data vectors
in Table III to obtain constraints on the three cosmological parameters, Q,, 65, and Sg, and the photo-z parameter Az,,. Similar types of
validation tests are grouped by horizontal dotted lines. The superscript *“*” denotes the analysis using the informative prior of Az, that
is taken from the posterior distribution of the small-scale 3 x 2pt analysis in Miyatake et al. [16] on the same synthetic data vector. The
top section shows the results of the baseline analysis on the fiducial mock, i.e., the data vector uncontaminated by systematic effects. The
second section shows the robustness of the minimum bias model against uncertainties in the galaxy bias or the galaxy-halo connection,
where we use the different SDSS galaxy mock catalogs to simulate AX and w,, affected by the different galaxy-halo connections. The
row “assembly-b-ext w I1(Az,, = N(0.1)” shows the result obtained using the synthetic data for the “assembly-b-ext” mock, but using
the informative Gaussian prior on Az, given by H(Azph) = N(0,0.1). The fourth section shows the validation of the model of cosmic
shear signal against baryonic effect contamination simulated by different versions of HMCode. The fifth section shows the results for the
validation tests using the synthetic data that is affected by a systematic error in the mean source redshift by |Az | = 0.2 (see text for

details). Here |Az | = 0.2 gives the worst-case scenario for the effect of the unknown systematic photo-z error, because the small-scale
3 x 2pt has the precision of 6(Azy,) ~ 0.1 for the calibration of the photo-z error parameter. The analysis with superscript “+” uses the
informative prior of Az, taken from the small-scale 3 x 2pt analysis on the same synthetic data (that is, this is our baseline analysis
method). The analysis with the labels “TI(Az,, = N(0,0.1)” shows the result using the informative Gaussian prior around Az, = 0,
and “H(Azph = U(—1,1)” shows the result using the uninformative flat prior. The last section is the validation of our PSF systematics

modeling in which the synthetic cosmic shear signals include the PSF systematics up to the fourth moment of PSF.

c. A systematic error in the mean source redshift In this test, we keep the observed shear invariant, but assume
that there is a bias in the mean redshift of source galaxies
inferred from their photo-z’s, by an amount Azg‘h. We
assume that the “estimated” redshift distribution, denoted
as p,(z), is given by a shift of the true distribution, p,(z), as

The small-scale 3 x 2pt analysis by Miyatake et al. [16]
uses a uniform prior to self-calibrate the residual systematic
error in the source redshift, Azpy,. In this paper we use the
same source sample, and use the mode and the credible

int.erval of AZP}_1 from Miyat.ake etal. _[16] as an informative ps(z) = p™e(z = A ZgL ). (A1)
prior on Az, in our fiducial analysis method.
To validate our analysis method, we perform the follow- ~ That is, p,(z + Azy,) = pi*(z), recovering the true dis-

ing test in a similar way to what we do in the actual analysis.  tribution, if Az, = Azph. This Az, is our parametrization
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of the systematic photo-z error [Eq. (18)]. For our test we
take Azl = —0.2. Here Az} = —0.2 is almost 26 away
from the Gaussian prior of Azpp, N (-0.05,0.09) used in
our analysis. Hence this test gives the worst-case scenario for
the impact of the photo-z bias error.

For our weak-lensing observables, a systematic error in
the estimated redshift distribution, p(z), causes a biased
estimate of the excess surface mass density of

oo (Za)
(Z&")imae

where (Z3!) is the “estimated” average of the critical
surface mass density with p (z) in the ensemble average
sense [see Eq. (16) in More et al. [17]], (Z5') e 1S the true
value computed with pi™®(z), and AZ,. is the true excess
surface mass density. In this way, we generate a synthetic
data vector of AX including the effect of photo-z errors. The
cosmic shear correlation functions &£ are invariant, and we
do not change the synthetic data vector of £, in our test.
However, the theoretical model of £, for a given cosmol-
ogy is biased because the model assumes an input source
redshift distribution, i.e., p(z). Then we assess whether our
analysis method can recover the input Sg and other
parameters including Azy; if our calibration method works

AZtruev (AZ)

perfectly, the best-fit model should give Az, = Azg}l. To
estimate the impact of source redshift error, we also study
how the Sg value is biased if we employ the informative,
narrower Gaussian prior of Az, around Az, =0, ie.
N(0,0.1). Finally, and for completeness, we also perform
the test using a flat prior, U(-1,1).

d. PSF model

To model the PSF systematic effects on cosmic shear
correlations (£.), we take into account the PSF modeling
error and PSF leakage based on the second moments of the
PSF [Eq. (27)] in our model. The HSC-Y3 cosmic shear
papers (Li et al. [18] and Dalal et al. [19]) accompanying
this paper, used a more sophisticated, accurate model of
PSF systematics than we do; their model incorporates terms
depending on the fourth moment of the PSF following
Zhang et al. [54], while we will only include the second-
moment terms. In this paper, we use HSC source galaxies at
high redshifts, z = 0.75, where the lensing efficiency is
higher, and therefore the impact of PSF systematics on the
cosmic shear signal should be smaller than for the lower-
redshift source galaxies used in the cosmic shear tomo-
graphy analysis. Nevertheless we validate our method as
follows.

Using the method in Zhang et al. [54], we measured the
second and fourth moment PSF systematics terms for the
HSC source galaxy sample used in this paper. We then
generated a mock data vector of cosmic shear signal (£.),
contaminated with these PSF systematics, and then

assessed whether our analysis method using the second
moment PSF model can recover the input Sg value.

2. Results of model validation tests

Figure 8 shows the results of the validation tests of our
model and method as outlined above and in Table III. Here
we compare the mode values of the cosmological param-
eters and the photo-z error parameter Az,, between our
baseline analysis and the various analyses using subsets of
our data and mock data contaminated with various kinds of
systematics. For the analysis with superscript *, we run the
large-scale analysis to the synthetic data using the inform-
ative prior on Az, taken from the posterior of the small-
scale 3 x 2pt analysis [16] on the same synthetic data
vector. This is our baseline analysis method that we use for
the actual HSC-Y3 and SDSS data.

The top section of Fig. 8 shows the results obtained using
subsets of the data vector with the baseline analysis
method. If we use either the 2 x 2pt data vector (AX
and wp) or the cosmic shear, the constraints on the
cosmological parameters are degraded compared to the
baseline 3 x 2pt analysis. In addition, this method yields a
somewhat biased estimate of Sg. This might explain the
larger value of Sg in the HSC-Y1 large-scale 2 x 2pt
analysis in Sugiyama et al. [6], compared to the Sg value
from the small-scale 2 x 2pt or the HSC-Y3 3 x 2pt
analyses.

The second section of Fig. 8 shows the results of the
validation tests obtained by applying the baseline analysis
method to mock data vectors measured from different types
of mock SDSS galaxies. Here we used the mock SDSS
catalogs described by Miyatake et al. [14], where mock
galaxies are populated into halos in N-body simulations
using different models of galaxy-halo connection. Our
baseline analysis recovers the input cosmological param-
eter, Q,, and Sg, within 0.56, except for the assembly-b
and assembly-b-ext mocks. Hence the results give
validation of our analysis method for most of the mock
catalogs, if the SDSS galaxies follow the galaxy-halo
connection as that simulated by these mock catalogs.

The assembly bias is one of the most important system-
atic effects in the galaxy-halo connection. From Fig. 8 one
might conclude that the minimal bias model fails to pass the
validation test using the assembly bias mocks. However,
this is not so simple as explained below. First of all, we
would like to note that the assembly bias mocks we use in
the tests assume the overwhelmingly large assembly bias
effects and therefore give the worst-case scenario, where
the assembly-b and assembly-b-ext mocks have the
greater amplitudes in the 2-halo term of w,, by a factor of
1.3 and 1.5, even though the assembly bias has not yet been
detected at a high significance from the SDSS galaxies. The
apparent failure of our method for the assembly bias mocks
is due to the degeneracies between the photo-z error
parameter Az, and the cosmological parameters. In our
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baseline method, we use the informative prior on
Az, taken from the small-scale 3 X 2pt analysis of
Miyatake et al. [16], which uses the uninformative flat
prior II(Azy,) =U(=1,1) to minimize the impact of
the unknown source redshift uncertainty. To being with,
the small-scale 3 x 2pt analysis fails to reproduce both the
input cosmological parameters (e.g., Sg) and the input
photo-z error parameter (Azp, = 0) for these synthetic data
from the assembly bias mocks, because the small-scale
analysis is severely affected by the assembly bias effect due
to a violation in the simple scaling relation of galaxy bias
amplitude with the host halo masses. On top of this, the
small-scale analysis suffers from the parameter degener-
acies due to a positive correlation between Sg and Az, For
these reasons, the prior information of Az, delivered from
the small-scale 3 x 2pt analysis is biased in the first place.
The row “assembly-b-ext w II(Azy) =N (0,0.1)”
shows the result obtained for our baseline method if we
can use the informative Gaussian prior with mean around
the true Az, (Azy, = 0), where the prior width 6(Az,,) =
0.1 roughly matches the precision of Az, for the small-
scale 3 x 2pt analysis. In this case, our method can nicely
recover the input Sg value, meaning that the minimal bias
model can work even for the worst-case assembly bias
scenario. However, this is not the case for the small-scale
3 x2pt case; if such informative prior of TI(Azy, =
N(0,0.1) is employed for the small-scale analysis, Sg is
significantly biased due to the assembly bias effect. Thus,
comparing the inferred Sy values between the small- and
large-scale 3 x 2pt analyses with the informative prior of
II(Azy,) = N(0,0.1) can be used as a flag of the possible
assembly bias effect. For the actual HSC-Y3 and SDSS
data, we did not find a significant shift in the Sg values for
the analyses using I1(Azy,) = A (0,0.1).

There is another diagnostic to flag the assembly bias
effect in an actual analysis. The large-scale 3 x 2pt analysis
is less affected by the assembly bias effect, even though the
amount of the bias depends on the prior choice of Az, as
we discussed above. Hence, we can flag the significant
assembly bias effect by comparing the Sg values estimated
from the large-scale and small-scale 3 x 2pt analyses. The
right panel of Fig. 7 shows this test. The histogram is from
the noisy 100 mock data where we assume that the
simulated data is not affected by the assembly bias effect
(i.e., no assembly bias simulations). The two arrows denote
the Sg differences expected from the mock data that are
simulated from the assembly bias mocks we used above.
The measured Sg difference is quite consistent with the
noisy mock data. With the statistical power of the HSC-Y3
data, we cannot conclude that our results are not contami-
nated by the assembly bias effect that is as large as
simulated in the assembly-b mock, but the probability
that our results are contaminated by the assembly bias
effect as large as the assembly-b-ext mock is quite

unlikely (at a 20 level). Another rationale that we found
after unblinding the HSC-Y3 cosmology results, although
not objective, is a nice agreement between the Sg values
from the small-scale 3 x 2pt analyses and the cosmic shear
analyses in Li ef al. [18] and Dalal et al. [19]. If the SDSS
galaxies are significantly contaminated by the assembly
bias, this agreement is not guaranteed.

The third section in Fig. 8 tests the halofit model
which we use to compute the cosmic shear prediction in our
analysis method. The row “HMCode v2015 (DM only)”
denotes the result for the mock cosmic shear data where
baryonic effects are set to zero (i.e., Ap,y = 3.13) Hence,
shifts in the cosmological parameters between our baseline
analysis and “HMCode v2015 (DM only)” are due to the
difference in the nonlinear matter power spectra of hal-
ofit and the HMCode. Although Q,, and o5 show sizable
shifts, the Sg value is essentially identical in the two cases.
We carried out tests with mock data generated using
Apyy =2.8 and 1.6 (HMCode 2015), and with
log (T agn/K) = 7.3 or 8.3 (HMCode 2020). Our base-
line method recovers the Sg value within the 0.33¢
uncertainties for the mocks with Ay, = 2.8 (HMCode
2015) and logy(T agn/K) = 7.3 (HMCode 2020), and
within the 1o uncertainties for the mocks with Ap,, = 1.6
(HMCode 2015) and log;o(Tagn/K) = 8.3 (HMCode
2020). Thus, these results confirm that our results are
robust, given the cosmic shear scale cuts we have used
(Omin.+ = 10°8 arcmin and O, — = 10! arcmin).

The validation tests for the residual photo-z error para-
meter (Az,) shown in Fig. 8 are encouraging. Our baseline
analysis method using the informative prior on Az, taken
from the posterior distribution of the small-scale 3 x 2pt
analysis Miyatake er al. [16] nicely recovers the input
Sg, even if the redshift source distribution inferred
from the photo-z estimates is wrong, with a systematic
error by |Azg{1| = 0.2. On the other hand, if we employ the

informative Gaussian prior with mean around the wrong
value Az, =0, ie., II(Azy) = N(0,0.1), which is the
prior used in the HSC-Y1 analysis, the estimate of Sg is
significantly biased compared to the input value,
as can be found from the row “Azg}l = =02, w/II(Ap) =
N(0,0.1)". If we employ the uninformative flat prior of
Az, for our large-scale 3 x 2pt analysis, we can recover
the Sg value, but the constraining power is significantly
degraded, as shown in the row of “Azg}l =-0.2,
w/ TI(Ap,) =U(=1,1)". Hence we conclude that our
baseline method is valid in the sense that it can safely
recover the value of Sg even if a systematic error in the
mean redshift of HSC source galaxies is as large as 0.2.
Figure 9 gives closer look at how the informative prior of
the photo-z parameter from the small-scale analysis works
in the large-scale analysis. The figure shows that Sy
strongly correlates with Az,,. We again stress that, when
we adopt an informative prior from the small-scale
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B [1(Az,,) from small-scale analysis
— H(Azpy) = N(0, 0.1)

03 04 0.5 0.8 1.0 0.8 1.0 —-0.2 0.0
O a8 SS Ath

FIG. 9. Validation of the use of the Az, prior taken from the
small-scale 3 x 2pt analysis, which is our baseline analysis
method. For this test, we use the synthetic data vector where
we implemented the systematic error in the source redshift
distribution modeled by Az;‘}l = —0.2 (see Sec. A 1c). The blue
contours show the results obtained when analyzing the synthetic
data vector with a prior taken from small-scale 3 x 2pt analysis
method, while the orange contours show the results with an
informative (but wrong!) prior N (0,0.1).

analysis, which is correctly calibrated by the galaxy-galaxy
lensing self-calibration [53], we recover the input value of
Sg within the statistical error.

Finally, the row labeled “PSF 4th” in Fig. 8 shows that
our baseline analysis can recover the value of Sg even if the
cosmic shear signal is contaminated by fourth-moment PSF
systematics. Thus we conclude that our model limited to
second-moment PSF systematics is sufficient to model the
cosmic shear signal.

APPENDIX B: A CORNER PLOT FOR ALL THE
MODEL PARAMETERS

We present a corner plot for all the model parameters in
Fig. 10. This figure shows the correlations between differ-
ent model parameters. This figure can be used to infer how

we can improve the parameter constraints with prior
information or external data set in future studies.

APPENDIX C: INTERNAL CONSISTENCY TESTS

In this section, we detail the internal consistency tests
performed in Sec. VIB. Table IV shows the statistics of
model parameters, Q,,, og, and Sg, obtained from each
analysis setup of the internal consistency tests. In this table,
we report the estimate of parameters as

mode 35 PP (MAP, mean), (C1)
for ease of comparison with other papers. As noted in
Sec. III D, the MAP value is estimated from the MC chain.
The MAP obtained from the MC chain can be noisy and
thus we should not take it as the robust estimate of MAP,
but the difference between the MAP and the mode value
gives an indication of how significant projection effects are
in each case.

Figures 11-15 give contour diagrams of parameter
constraints in the various internal consistency tests. The
results of similar internal consistency tests are grouped and
overplotted in each figure.

APPENDIX D: ROBUSTNESS OF
PARAMETER SAMPLING

1. Nestcheck

In this section, we test the robustness of the para-
meter sampling by MultiNest. We use the nestcheck
diagnostic [81] to test the convergence of the Mult iNest
chain. Figure 16 shows the result of the convergence test for
the main cosmological parameters, €2, og, and Sg. In the
top right panel, we can see that the chain covers sufficient
posterior volume. The left panels show the uncertainty of
the posterior distributions, estimated by bootstrapping the
original MultiNest chain, and indicating that our estimate
of the posterior distributions is robust.

As an additional test of convergence of our parameter
estimate, Fig. 17 compares the result of the nested sampling
by MultiNest [68] to the result of the Markov Chain
Monte Carlo sampling method of the standard Metropolis
algorithm [83]. The difference between the posterior
estimates is almost negligible, and thus we conclude that
our parameter inference by MultiNest is robust.
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FIG. 10. Marginalized posterior distribution for all the model parameters with derived parameters, Q,, g, and Sg. Here the parameter
constraints are obtained from the baseline 3 x 2pt analysis (blue), the 2 x 2pt -only analysis (orange), and the cosmic shear alone
analysis (green).
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TABLE IV. Summary of the cosmological parameter constraints for Q,,, og, and Sg, obtained from our large-scale 3 x 2pt analysis of

+34% upper

the HSC-Y3 and SDSS data. The estimates are presented in the format of mode” 5, joner (MAP, mean), where the mode is the peak of
the marginalized posterior distribution, the credible interval is defined as the 68% highest density interval, the MAP is obtained from the
MC chain with the highest posterior value, and the mean is defined as the parameter means with respect to the posterior. The analysis
setup for each row is summarized in Table II. The analyses with superscript * denote an analysis using the informative prior on Az,
given by I(Azy,) = N (-0.05,0.09), taken from the small-scale 3 x 2pt analysis in Miyatake er al. [16], and the analysis with
superscript 1 denotes the result using the informative Gaussian prior II(Az,,) = N(0,0.1).
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og
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3 x 2pt*
2 x 2pt*
cosmic shear*
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No magnification bias error*
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FIG. 11. Cosmological constraints with 3 x 2pt but removing a

single lens redshift bin from each analysis.
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FIG. 12. Cosmological constraints with 2 x 2pt but removing a
single lens redshift bin from each analysis.
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FIG. 13. Cosmological constraints with 3 x 2pt but fixing one

of the nuisance parameters to zero.
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FIG. 14. Cosmological constraints with 2 x 2pt but fixing the
cosmic shear related nuisance parameters to some fiducial values.
In “no PSF error”, we fix ap,s¢ and Sy to the center of the prior. In
the “no IA” case, we fix Ajy = 0, while we set Aj, =5 in the
“extreme IA” case.
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FIG. 15. Cosmological constraints with 2 x 2pt but fixing ng

and @qqy = Quamh? to the best-fit value of [9], and w, = QA to
the best fit of BBN [65-67].
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FIG. 16. The result of nestcheck [82] for the baseline chain,
sampled in the real data analysis. The top panel shows the
posterior volume as a function of the prior volume, X. The left
panels show the uncertainty of the posterior distribution from an
input nested sampling chain, where the uncertainty is estimated
by bootstrapping the chain.
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FIG. 17. The comparison of posterior estimates from the nested sampling by MultiNest and the Markov Chain Monte Carlo
sampling by the standard Metropolis algorithm.
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