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HIRONAO MIYATAKE et al.

We present cosmology results from a blinded joint analysis of cosmic shear, £.(9), galaxy-galaxy
weak lensing, AX(R), and projected galaxy clustering, w,(R), measured from the Hyper Suprime-Cam
three-year (HSC-Y3) shape catalog and the Sloan Digital Sky Survey (SDSS) DR11 spectroscopic galaxy
catalog—a 3 x 2 pt cosmology analysis. We define luminosity-cut, and therefore nearly volume-limited,
samples of SDSS galaxies to serve as the tracers of w, and as the lens samples for AX in three spectroscopic
redshift bins spanning the range 0.15 < z < 0.7. For the £, and AX measurements, we use a single sample
of about seven million source galaxies over 416 deg?, selected from HSC-Y3 based on having photometric
redshifts (photo-z) greater than 0.75. The deep, high-quality HSC-Y3 data enable significant detections of
the AX signals, with integrated signal-to-noise ratio S/N ~ 24 in the range 3 < R/[h~' Mpc] < 30 over the
three lens samples. . has S/N ~ 19 in the range 8 <9 <50’ and 30/ <9 < 150’ for &, and &_,
respectively. For cosmological parameter inference, we use the Dark Emulator package, combined with a halo
occupation distribution prescription for the relation between galaxies and halos, to model w, and AX down
to quasinonlinear scales, and we estimate cosmological parameters after marginalizing over nuisance
parameters. In our baseline analysis we employ an uninformative flat prior of the residual photo-z error,
given by I1(Az,,) = U(=1,1), to model a residual bias in the mean redshift of HSC source galaxies.
Comparing the relative lensing amplitudes for AX in the three redshift bins and for £, with the single
HSC source galaxy sample allows us to calibrate the photo-z parameter Azp, to the precision of
0(Azy,) = 0.09. With these methods, we obtain a robust constraint on the cosmological parameters for the
flat ACDM model: Sg = 0g4(2,,/0.3)%° = 0~763f8f00§g , or the best-constrained parameter given by
St = 03(Qn/ 0.3)%22 = 0.721 £ 0.028, determined with about 4% fractional precision. Based on multi-
dimensional tension metrics, HSC-Y3 data exhibits about 2.5¢ tension with the cosmological constraint
inferred by Planck for the ACDM model, and hints at a nonzero residual photo-z bias implying that the true
mean redshift of the HSC galaxies at z 2 0.75 is higher than that implied by the original photo-z estimates.
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I. INTRODUCTION

The cosmological standard model assuming the initial
conditions predicted by an inflationary scenario, A Cold
Dark Matter (ACDM) model, has been successful in
explaining a variety of observations e.g., [1]. Wide-area
galaxy imaging surveys in optical and near-infrared
wavelengths enables us to investigate fundamental prob-
lems in cosmology, such as the nature of dark matter and
the origin of cosmic acceleration e.g., [2]. Precise mea-
surements of weak gravitational lensing by the ongoing
Stave-1II surveys, such as the Subaru Hyper Suprime-
Cam (HSC) [3—7],1 the Dark Energy Survey (DES) [8],2
and the Kilo-Degree Survey (KiDS) [9],° have provided
tight constraints on cosmological parameters. It is in-
triguing that, under the ACDM assumption, the weak-
lensing measurements infers a lower value of o3 or Sg,
which characterizes the clustering amplitude of large-scale
structure (LSS) in the present day Universe (for a recent
review see Ref. [10]), than the Planck cosmic microwave
background (CMB) measurements [11] does. This discrep-
ancy might hint at the possibility of new physics beyond the
standard ACDM model.

'https://hsc.mtk.nao.ac.jp/ssp/.
2https://WWW.darkenelrgysurvey.Org.
*http://kids.strw.leidenuniv.nl.

Challenges of large-scale structure probes lie in system-
atic effects/errors inherent both in observations and theory.
One of the important observational systematic effects,
relevant to weak-lensing cosmology, arises from imperfect
photometric redshift estimates (hereafter referred to as
photo-z). Due to the limited information carried by broad-
band photometry and/or difficulties in uniform and accurate
characterization of individual galaxy photometry, photo-
metric redshift estimates are not perfect. Hence, photo-z
estimates need to be calibrated using a representative
calibration sample of galaxies that have accurate redshift
estimates; ideally we need a representative spectroscopic
sample but the COSMOS catalog which provides 30-band
photo-z’s is currently a main calibration sample for
photo-z’s of faint galaxies [12].

The main systematic effects on the theory side lie in the
difficulties in accurately modeling nonlinear structure
formation, and the unknown relation between the distribu-
tions of matter and galaxies, where the latter is referred to
as the galaxy bias uncertainty. The physical processes
inherent in the formation and evolution of galaxies cannot
yet be accurately and fully modeled from first principles.
Nevertheless, on large scales, i.e., beyond a few 10 Mpc
where gravity is a driving force of structure formation, the
linear theory of structure formation is quite accurate,
and predicts that the galaxy distribution for any type of
galaxy is related to the underlying matter distribution by a
scale-independent factor, i.e., the linear bias parameter [13].
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On smaller scales, the bias function is scale dependent, due to
the mode coupling in nonlinear structure formation.

Combining multiple cosmological probes provides a
promising way to mitigate the aforementioned systematic
effects in cosmological inference. In this paper, we com-
bine the projected correlation function of galaxies (wp),
galaxy-galaxy weak lensing (AX), and cosmic shear cor-
relations (£, )—so-called 3 x 2 pt cosmology analysis,
measured from the photometric HSC three-year (hereafter
HSC-Y3) data covering about 416 deg? of the sky and the
spectroscopic SDSS galaxy catalogs. By cross-correlating
the positions of SDSS galaxies with shapes of the
background HSC galaxies, we can measure the AX signal,
which in turn allows us to infer the average matter dis-
tribution around the SDSS galaxies. We then combine the
AX(R) measurement with the auto-correlation function of
galaxies in the same sample, w,(R), as a function of
projected separation R to observationally infer the galaxy
bias function of the SDSS galaxies, including its scale
dependence. We will use a single sample of the HSC source
galaxies to perform weak-lensing measurements for AX for
each of the SDSS galaxy subsamples that are subdivided
into three spectroscopic redshift bins spanning the range
z =1[0.15,0.7]. Comparing the relative AX amplitudes in
the three redshift bins and the cosmic shear signal £, , for a
given sample of HSC source galaxies, enables us to calibrate
any residual error in the mean redshifts of HSC source
galaxies, as proposed in Oguri and Takada [14] (also
see [6,15]).

To resolve the modeling difficulties of clustering
observables on small scales, we use the halo model
approach [16-19]. Dark matter halos are self-gravitating
systems where galaxies form. Clustering statistics of halos
such as the halo mass function and the halo-matter and
halo-halo correlation functions can be accurately modeled
down to small scales using N-body simulations for a given
cosmological model. Based on this motivation, Nishimichi
et al. [20] used an ensemble of N-body simulations for
different cosmologies to build an emulation package,
dubbed as Dark Emulator, that enables fast and accurate
computations of the halo clustering quantities as a function
of halo masses, redshift and separations for an input
cosmological model. As shown in Nishimichi et al. [20]
[also see [6,15,21]], the “scale-dependent” halo bias in the
halo-matter and halo-halo correlation functions, relative to
the matter correlation function, carries useful cosmological
information beyond the linear theory.

The purpose of this paper is to use the combined 3 x 2 pt
measurements from the photometric HSC-Y3 galaxies and
the spectroscopic SDSS galaxies to estimate cosmological
parameters while mitigating the impact of the systematic
photo-z error and the galaxy bias uncertainty. We carried
out a similar analysis with the HSC-Y1 data [6], but there
are some important differences. First, while the HSC-Y'1
analysis used only measurements of AX and wy, in this
paper we include the cosmic shear measurements, £, to

improve the precision of cosmological parameter inference
and the calibration of the residual photo-z error parameter
(hereafter Azy,). Second, we employ a completely unin-
formative flat prior of Az, U(-1,1), in our baseline
analysis method. Much narrower priors have been used in
other weak-lensing analyses; e.g., the HSC-Y1 2 x 2 pt
analysis [6] used a Gaussian prior with width 6(Az,,) =
0.1 and many other weak-lensing cosmology analyses use a
prior with width O(1072) e.g., [8,22] for the mean redshift
of source galaxies. We will show that the statistical power
of the HSC-Y3 data enables us to calibrate the Az,
parameter to a precision of 6(Azy,) ~ 0.1. For theoretical
templates, we combine Dark Emulator and the halo occupation
distribution, which gives a phenomenological description
of the galaxy-halo connection, to model the AX and w,
observables down to quasinonlinear scales. We will validate
our model and method using a synthetic data vector of the
clustering observables, taking into account the covariance
matrix for the HSC-Y3 and SDSS observables. In this
paper, we will pay particular attention to a stringent test of
the flat ACDM model, especially whether the HSC-Y3 data
exhibits a tension in the Sg constraint with the Planck
result.

We perform a blinded cosmology analysis at the catalog
and analysis levels to avoid confirmation bias. We carry out
various tests for systematic errors in the measurements and
do extensive validation tests of the method and model.
During the blinded analysis stage, we determine the
analysis setup, including the uninformative uniform prior
of Azph, without access to the values of cosmological
parameters, and we agree not to make any changes in our
analysis methodology after we unblind. We will explicitly
mention any results that were found “postunblinding.” This
paper is one of a series of the HSC-Y3 cosmology papers:
More, Sugiyama et al. [23] give detailed descriptions of the
measurements used in the 3 x 2 pt analysis, Sugiyama
et al. [24] use exactly the same 3 x 2 pt observables as
those in this paper to perform a cosmology analysis using a
perturbation theory based model, Li et al. [25] show
cosmology results using the real-space cosmic shear
tomography, and Dalal ef al. [26] show cosmology results
using the Fourier-space cosmic shear tomography. The two
3 x 2 pt papers (this paper and Sugiyama et al. [24]) use
the same blinded shape catalog of the HSC data. Li ef al.
[25] and Dalal et al. [26] use different blinded catalogs.
Thus, we use three different blinded catalogs for our
cosmology analyses. We compared the cosmological
parameters from the 3 x 2 pt analyses and the real- and
Fourier-space cosmic shear analyses only after unblinding.
We believe that our analysis strategy and method allow us
to obtain a robust, convincing result for both the cosmo-
logical parameters and the residual photo-z error, without
being subject to confirmation bias.

This paper is organized as follows. In Sec. II we describe
the HSC three-year shape catalog and the spectroscopic
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SDSS galaxy catalog that are used in this paper. In Sec. III
we describe our analysis method: the theoretical templates
based on the halo model and the likelihood analysis. In
Sec. IV we describe our blinding strategy for the cosmol-
ogy analysis. In Sec. V we show the main results of this
paper; our cosmological constraints, the robustness to
different systematics, and the degree of tension of our
results with the Planck inferred cosmology. In Sec. VI we
give a detailed discussion of our cosmology results; the
impact of the residual photo-z error and the assembly bias,
and the cosmological results when combined with external
constraints on €. Finally we give our conclusions in
Sec. VII. We give technical details of our method and tests
of systematic effects in several Appendixes.

Throughout this paper we use the natural unit ¢ =1
for the speed of light. Unless stated otherwise, we quote
the central value of a parameter from the mode value of
the posterior parameter that has the highest probability
in the marginalized 1D posterior distribution in the
chain; P(puode) = maximum. The justification of the
use of mode as the central value is described in Dalal
et al. [26]. We quote the 68% credible interval for the
parameter(s) from the highest density interval of param-
eter(s) satisfying

/ dpP(p) = 0.68, (1)
p€P>P5g

where P(p) is the 1D or 2D marginalized posterior
distribution. The 95% credible interval is similarly
defined.

II. DATA

A. HSC-Y3 data: Source galaxies
for galaxy-galaxy weak lensing

HSC is a wide-field imaging camera on the prime focus
of the 8.2 m Subaru Telescope [27-30]. The HSC Subaru
Strategic Program (HSC SSP) survey conducted a five-
band (grizy) wide-area imaging survey [3] from 2014 to
2021, spending 330 nights. HSC is one of the most
powerful instruments for a weak-lensing survey because
of the combination of its wide field-of-view (1.77 deg?),
superb image quality (typically 0.6” seeing FWHM in i
band), and large photon-collecting power. The HSC SSP
survey consists of three layers; wide, deep, and ultradeep.
Among them the wide layer is designed for weak-lensing
cosmology, covering about 1, 100 deg? of the sky with a 5¢
depth of i ~ 26 (2" aperture for a point source). The i-band
images are taken under good seeing conditions, since they
are used for galaxy shape measurements in weak-lensing
analyses.

In this paper, we use the HSC three-year (hereafter
HSC-Y3) galaxy shape [31] and photo-z catalogs [32],
constructed from the S19A internal data release (released in

September 2019) of data acquired from March 2014 to
April 2019. In the following subsections, we describe
details of the shape and photo-z catalogs.

1. HSC-Y3 galaxy shape catalog

In this paper, we use the HSC-Y3 shape catalog [31]
from the S19A images that were processed with hscPipe v7
[33]. In hscPipe v7, there were a number of improvements to
the point spread function (PSF) modeling, image warping
kernel, background subtraction and bright star masks,
which have improved the quality of the shape catalog in
HSC-Y3 compared to the HSC Year 1 shape catalog
[34,35]. The detailed selection of galaxies that form the
shape catalog is presented in Li ef al. [31]. Briefly, the
shape catalog consists of galaxies selected from the “full-
depth full-color region” in all five filters. Apart from some
basic quality cuts related to pixel level information, we
select extended objects with an extinction corrected cmodel
magnitude i < 24.5, i-band SNR > 10, resolution >0.3,
>S50 detection in at least two bands other than i, a 1 arcsec
diameter aperture magnitude cut of i < 25.5, and a blend-
edness cut in the i-band of 10738,

The shape catalog consists of 35.7 million galaxies
spanning an area of about 430 deg?, with an effective
number density of 19.9 arcmin2. It is divided into six
disjoint regions: XMM, VVDS, GAMAO9H, WIDEI2H,
GAMA15H and HECTOMAP (see Fig. 1 in Ref. [31]). The
shape measurements in the catalog were calibrated using
detailed image simulations, such that the galaxy-property-
dependent multiplicative shear bias uncertainty is less than
~1072. Li et al. [31] also presented a number of systematics
tests and null tests, and quantify the level of residual
systematics in the shape catalog that could affect the
cosmological science analyses carried out using the data.
Li et al. [31] flag residual additive biases due to PSF model
shape residual correlations and star galaxy shape correla-
tions as systematics requiring special attention and mar-
ginalization, so we will also investigate the effect of these
systematics on the cosmic shear measurements.

As described in detail in companion papers, More et al.
[23], Li et al. [25] and Dalal et al. [26], we find a significant
source of B-mode systematics in the cosmic shear corre-
lation functions for a ~20 deg” patch in the GAMAO9H
region, and we remove this problematic region from the
following analysis. The resultant total area of the HSC data
is about 416 deg®.

2. Source galaxy catalog for galaxy-galaxy
weak lensing

Given the depth of the HSC-Y3 data, we can define a
secure sample of source galaxies behind lens galaxies. In
this paper we use three samples of lens galaxies as a
function of redshift, selected from the Data Release
11 (DR11) of spectroscopic SDSS galaxies up to z = 0.7,
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as described below. To select background galaxies behind
the SDSS galaxies, we use photo-z estimates of each HSC
source galaxy. The HSC-Y3 shape catalog is accompanied
by a photo-z catalog of galaxies based on three different
methods [12]. Mizuki [36] is a template fitting based photo-z
estimation code. DEmPZ [37] and DNNz [32] on the other
hand provide machine-learning-based estimates of the
galaxy photo-z’s. Each of these methods provides an
estimate of the posterior distribution of the redshift for
individual galaxies, denoted as P(z,). In this paper we
employ the DEmPZ photo-z catalog as our fiducial choice to
define a sample of background galaxies by requiring that the
posterior that the galaxy has redshift less than 0.75 be less
than 1% [38—40],

7
/ dz,P;(zs) > 0.99, (2)
2]

1,max +0.05

where zj .« = 0.70 is the maximum redshift of the lens
samples. Such cuts significantly reduce the contamination of
source galaxies which are physically associated with the lens
galaxies and which would dilute the weak-lensing signal.
The total number of galaxies in our source sample is ~24%
of the original HSC-Y3 shape catalog, with an effective
number density of 4.9 galaxies per square arcmin. The mean
redshift of the sample, estimated from the stacked photo-z
posterior, is (z,) ~ 1.3.

Photo-z uncertainties are one of the most important
systematic effects in weak-lensing cosmology, and could
cause significant biases in the cosmological parameters if
unknown residual systematic errors in photo-z exist. To
minimize the impact of possible systematic photo-z error,
we will employ the method in Oguri and Takada [14] that
enables a self-calibration of such residual photo-z errors,
using a single sample of photometric source galaxies for the
weak-lensing measurements as we will later describe in
detail.

B. Lens galaxy sample

We use the large-scale structure sample compiled as part
of DRI1 [41]" of the SDSS-III Baryon Oscillation
Spectroscopic Survey (BOSS) project [42] for measure-
ments of the clustering of galaxies and as lens galaxies for
the weak-lensing signal measurements. The lens galaxy
sample used in this paper is the same as that used in the
first year analysis of HSC data (Sugiyama et al. [7] and
Miyatake et al. [15]) [also see [43]]. We use a luminosity-
limited catalog of SDSS galaxies in order for it to be
approximately volume limited (see More et al. [23] for the
details). We describe the resultant catalog here briefly.

The BOSS is a spectroscopic survey of galaxies and
quasars selected from the imaging data obtained by the
SDSS-I/Il and covers an area of approximately

*https://www.sdss.org/dr11/.

11,000 deg® [44] using the dedicated 2.5 m SDSS
Telescope [45]. Imaging data obtained in five photometric
bands (ugriz) as part of the SDSS I/II surveys [46—48]
were augmented with an additional 3,000 deg? in SDSS
DRY to cover a larger portion of the sky in the southern
region [42,49-51]. These data were processed by photo-
metric processing pipelines [52-54], and corrected for
Galactic extinction [55] to obtain a reliable photometric
catalog which is used as an input to select targets for
spectroscopy [42]. The BOSS spectra were processed
by an automated pipeline to perform redshift determi-
nation and spectral classification [56]. The BOSS large-
scale structure catalog consists of two samples; LOWZ
at 0.15 < z<0.35 and CMASS at 043 <z<0.7. In
addition to the BOSS galaxies we also use galaxies
which pass the target selection but had already been
observed in the SDSS-I/II project. These galaxies are
subsampled in each sector so that they follow the same
completeness as that of the LOWZ and CMASS samples
in their redshift ranges [57].

We define three redshift subsamples “LOWZ” galaxies
in the redshift range z =[0.15,0.35] and the CMASS
galaxies divided into redshift bins, z = [0.43,0.55] and z =
[0.55,0.70], hereafter called “CMASS1” and “CMASS2,”
respectively. As shown in Fig. 1 of Miyatake et al. [6], we
define the subsamples by selecting galaxies with absolute
magnitudes M; —5Slogh < —=21.5, —=21.9 and —-22.2 for
the LOWZ, CMASS1 and CMASS2 subsamples, respec-
tively, to construct nealy volume-limites samples. The
comoving number densities for the Planck cosmology are
fig/[107*(h™" Mpc)™3] ~ 1.8, 0.74 and 0.45, respectively,
which are a few times smaller than those of the parent LOWZ
and CMASS samples.

The redshift distributions of lens and source samples are
shown in Fig. 3 in our companion paper More et al. [23].

III. MODELING AND ANALYSIS METHOD

In this paper, we use three clustering observables to
perform the cosmological parameter inference—the so-
called 3 x 2 pt analysis. To be more precise, we use (i) the
average excess surface mass density profile, denoted as
AX(R), that is measured from the galaxy-galaxy weak
lensing combining the photometric HSC source galaxy
sample and each of the three spectroscopic SDSS lens
subsamples over the overlapping 416 deg? area of HSC-Y3
and BOSS, (ii) the projected correlation function, denoted
as wy(R), for each of the spectroscopic SDSS subsamples
used as lens samples in the AX analysis measured from the
entire BOSS regions of about 8, 300 deg? area, and (iii) the
cosmic shear correlation functions, denoted as £.(9), for
the HSC source sample measured from the HSC-Y3
416 deg®> area. The details of the measurements, null
and systematics tests and covariance matrix are described
in the companion paper, More et al. [23]. In this section we
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describe our model of these clustering observables within
the ACDM framework and our method of Bayesian based
parameter inference.

A. Model

1. Dark emulator

To model AX and w,, we use the publicly-available
code, Dark Emulator,5 developed in Nishimichi ez al. [20]. Dark
Emulator iS a software package enabling fast, accurate
computations of halo clustering quantities for an input flat
wCDM cosmological model. Dark Emulator is based on an
ensemble set of cosmological N-body simulations, each of
which was performed with 20483 particles for a box
with length 1 or 2A7'Gpc on a side, for 101 flat
wCDM cosmological models. The wCDM cosmology
is parametrized by six parameters, p = {@y, ®¢, Qqe,
In(10'°A,), ng, wee }, where w,(=Qyh?) and . (=Q.h?)
are the physical density parameters of baryons and CDM,
respectively, 4 is the Hubble parameter, €24, is the density
parameter of dark energy for a flat-geometry universe, A
and ng are the amplitude and tilt parameters of the
primordial curvature power spectrum normalized at
kpivor = 0.05 Mpc~!, and wy, is the equation of state
parameter for dark energy. Note that the Hubble parameter
h is a derived parameter in this parametrization, which is
calculated as h = [1 — (o + @ + @,)/Qq.]"/>. In the
following we focus on flat ACDM cosmological models
with Wdae = —1.

For the N-body simulations, the effect of finite
neutrino mass was included by fixing the neutrino density
parameter w, = Q,h* to 0.00064. This value corresponds
to a total mass of three neutrino species of 0.06 eV, the
lower bound of the normal mass hierarchy [58]. Note that
the Planck fiducial analysis [11] was also performed with
the fixed total neutrino mass of 0.06 eV. The presence of
massive neutrinos affects the linear transfer function,
where the total matter fluctuation was computed includ-
ing massive neutrinos by CAMB [59] and was scaled back
to the initial redshift of the simulations using the linear
growth factor with the neutrino density included in the
matter content. The subsequent nonlinear growth was
followed consistently in an N-body simulation, including
the neutrino density as a part of matter density (see [20]
for details). Since we focus on the oy parameter,6 1.e., the
present-day normalization of the linear matter power
spectrum instead of the amplitude of the primordial
fluctuations, this approximation has little impact on
our primary constraints.

5https:// github.com/DarkQuestCosmology/dark_emulator_public.
og 1s the parameter often used in the literature for the
normalization of the linear matter power spectrum, corresponding
to the rms linear-mass density fluctuations within a top-hat sphere
of radius 847! Mpc.

The particle mass for the fiducial Planck cosmology
is m=102x10"""'My for the higher-resolution
simulations used as the basis for Dark Emulator. The emulator
uses halos with mass greater than 10'24~! M, correspond-
ing to about 100 simulation particles.

For each N-body simulation realization (each red-
shift output) for a given cosmological model, Nishimichi
et al. [20] constructed a catalog of halos using Rockstar
[60], which identifies halos and subhalos based on
clustering of N-body particles in position and velo-
city space. Then the catalog of central halos were
constructed. In this catalog, they employed the spherical
overdensity mass for halo mass with respect to the halo
center (defined as the position with the maximum
mass density), i.e., M = Myon = (47/3) R0 % (200p0),
where Ry, is the radius within which the mean mass
density is 200 times the present-day mean matter density
Pmo- Combining particle data and the halo catalogs
from the N-body simulations in the redshift range
z=1[0,1.48], they built an emulator, dubbed Dark
Emulator, which quickly computes accurate models of the
following quantities:

) g% (M; z,p): the halo mass function for halos in the

mass range [M, M + dM],

(ii) Epm(r; M, z,p): the halo-matter cross-correlation
function for a sample of halos in the mass range
[M,M + dM], and

(i) &n(rsM,M’',z,p): the halo-halo autocorrelation
function for two samples of halos with masses
[M,M + dM] and [M', M’ + dM'], respectively,

for an input set of parameters, halo mass M (and M’ for
the cross-correlation function between two halo samples),
redshift z, and cosmological parameters p.

Figure 4 of More et al. [23] showed that the LOWZ,
CMASS1 and CMASS?2 galaxies in our samples likely
reside in host halos with typical masses greater than
101 h~'M, assuming a concordance flat ACDM model
consistent with the CMB and current large-scale struc-
ture data. Hence Dark Emulator can be safely used to
compute the model predictions of AX and w, for these
SDSS galaxies.

In addition, Dark Emulator outputs ancillary quantities,
such as the linear halo bias (the large-scale limit of the
halo bias), the Tinker model of the linear halo bias [61]
(see below), the linear matter power spectrum, the linear
rms mass fluctuations of halo mass scale M [ok(M)],
and og.

The supported range of each cosmological para-
meter for Dark Emulator is given in Table 1. We set the
supported ranges to cover the ranges of cosmological
parameters constrained by latest large-scale structure
measurements, such as the Subaru HSC first-year cos-
mic shear results [4,5]. These supported ranges corre-
spond to the ranges of derived parameters 0.55<
o3 S1.2 and 0.17 SQ, <045, which are sensitive
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TABLE I. The set of five cosmological parameters used in our
analysis, which specify a model within the flat-geometry ACDM
framework. For an input ACDM model, Dark Emulator outputs the
halo clustering quantities (see text for details). The column
labeled “‘parameters” lists the five cosmological parameters.
The column labeled “supported range” denotes the range of
parameters that is supported by Dark Emulator.

Parameters Supported range [min, max]

Qe [0.54752, 0.82128]

In(10'04;) [2.4752, 3.7128]

w, = Qh? [0.0211375, 0.0233625]
w. = Q. h? [0.10782, 0.13178]
ng [0.916275, 1.012725]

to large-cale structure probes, as shown in Fig. 2 of
Nishimichi et al. [20].

While we run the Bayesian parameter inference method,
parameters outside of the supported range might be
occasionally sampled. In this case, we extrapolate the
model predictions as follows:

b?l"inker(ng) gﬁlm(r;peé) DE
pinker (Pedge) gém ( r pedge) b

bTinker(pe) 2 ﬁlm(r;pé) DE
autripe) ~ ([Tt B ipeny B P

(3)

where pg is a set of five cosmological parameters outside
the supported range, pege. is @ parameter set at the edge of
the supported range which is defined by replacing only the
parameter(s) outside the supported range with their value(s)
at the edge of the supported range, bT""(p.) and
b1kt (pge.) are the linear bias parameters with pg and
Pedge computed by the fitting formula derived in Tinker
etal. [61], &% is the linear-theory prediction for the matter
two-point correlation function at pg and Pegee, and &py° and

by are the Dark Emulator outputs at Pegee. To compute the
linear-theory matter correlation outside the supported
range, &5 (r;pe), we use an emulator built on CLASS
[62,63] (see Appendix A in Ref. [20] for details). Note that
the above extrapolation can take any input values for A, but
the range of w. and Q. is limited, as we will explain in
Table II in Sec. IITE.

Our code outputs the model predictions regardless of
whether the cosmological parameters are inside or outside
the supported range. This treatment is important, because
we perform a blinded cosmological analysis of the HSC
and SDSS data. If Dark Emulator were to return an error
message indicating that an outside model has been
sampled, we could unintentionally and prematurely unblind
our analysis.

é:hm(r;p&‘) - (}’; pedge)’

pedge

TABLE II. Model parameters and priors used in our cosmo-
logical inference. The label U(a,b) denotes a uniform (or
equivalently flat) prior with minimum a and maximum b, while
N (u,6) denotes a normal (or Gaussian) prior with mean yx and
width ¢. The parameters used in our baseline analysis are listed
above the horizontal double lines; five cosmological parameters,
five HOD parameters for each of the LOWZ, CMASS1 and
CMASS?2 subsamples, two nuisance parameters to model
residual photo-z and multiplicative shear biases, three parameters
to model the magnitude slope of the galaxy number counts that
characterizes the magnification bias on AX for each of the
LOWZ, CMASS1 and CMASS2 subsamples, two parameters
to model residual PSF modeling errors in the cosmic shear 2pt
functions, and one parameter to model the TA contamination to
cosmic shear; 28 =5+3x5+2+3+2+1 in total. The
parameters below the double lines are used in the extended
models.

Parameter Prior
Cosmological parameters

Qe U4(0.4594,0.9094)
In(10'04,) U(1.0,5.0)

@, 14(0.0998,0.1398)
y, N (0.02268,0.00038)
ng N(0.9649,3 x 0.0042)
HOD parameters

log M i (2;) U(12.0,14.5)
olzogM(z,-) 4(0.01,1.0)
logM,(z;) U(12.0,16.0)
«(z;) U(0.01,3.0)
a(z;) U(0.5,3.0)
Magnification bias

Omag (LOWZ) N(2.26,0.5)
Omae (CMASST) N (3.56,0.5)
Amag (CMASS2) N (3.73,0.5)
Residual photo-z/shear errors

Azp Uu(-1.0,1.0)
Am N(0.0,0.01)
Residual PSF modeling errors

st N(-0.03,0.01)
Prst N(-1.66,1.33)
IA contamination to cosmic shear

Aja U(-5.0,5.0)

Additional galaxy-halo connection paras
Off-centering parameters

Pott (2:) U, 1)
Rofi (27) U(0.01,1)
Incompleteness parameters

Fincomp (Zi) u(o’ 5)
lOgMincomp(Zi) Z/I(12, 153)

After unblinding our cosmology analysis, we con-
firmed that all models within the 95% credible inter-
val of Sg in the chains for our baseline analysis are
within the emulator supported range for In(10'°A;)
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and Qdej the most important parameters that are sensi-
tive to S8,8 In addition, we check that the mode and 68%
credible interval of Sg is changed by 0.5% and 6%,
respectively, when we adopt the emulator supported range
for the prior. Note that this still only provides circumstantial
evidence. An analysis with a new version of Dark Emulator
that has broader support ranges is a future work.

2. Galaxy-galaxy weak lensing: AX(R)

The details of the galaxy-galaxy weak-lensing measure-
ments are presented in More et al. [23], but in this section
we briefly review the measurement method that we will
later use to introduce a residual photo-z error parameter. In
particular, we will give the concept of our method to
calibrate a residual systematic error in the mean source
redshift that affects the weak-lensing observables.

Cross-correlating the positions of spectroscopic SDSS
galaxies with shapes of background photometric HSC
galaxies enables us to probe the average mass distribution
around the lens SDSS galaxies—galaxy-galaxy weak
lensing [64]. Throughout this paper we use the average
excess surface mass density profile, AX(R), as the galaxy-
galaxy weak-lensing observable, where AX has units of
[hMopc~?] and is given as a function of the projected
comoving separation R with units of [2~! Mpc]. An
estimator of AX(R;) for the ith radial bin R; is given
(e.g., see Ref. [43]), roughly by the following form:

1

2R le Wis lsgl:?[

wls<z;:>r;e,,ls' _
Ri=y(2)Ab)

where the summation “Is” runs over all lens-source
pairs that lie in the ith radial bin R; = y(z;) A6y, x(z)) is
the comoving angular diameter distance to the /th SDSS lens
galaxy at the spectroscopic redshift z;, Af is the angular
separation between the lens and source in each
pair, and ¢, is the tangential component of ellipticity
of the sth HSC source galaxy.” R is the shear respon-
sivity [64,65] which accounts for conversion of “distortion”
([a* = b?]/([a® + b*])to “shear” ([a — b]/[a + b]) and wy is
the weight, for which we employ an inverse variance
weighting thatis nearly optimal in the shape-noise dominated
regime, following [66] (also see [67]). Additionally, we
need to subtract the lensing signal around random points,
correct for the additive and multiplicative shear calibration
factors [31], and correct for the multiplicative and additive

"This means that models outside of the 95% credible interval
of Sg are occasionally computed with the extrapolation.

8For this discussion, we used the chains for the models that
have @, within a £5¢ range of the Planck constraint, because o,
is not well-constrained by the observables used in this paper.

Here we denote the dependence of each lens-source pair, i.e.,
“Is” in the subscript, because the tangential shear component of
the sth HSC source galaxy shape is defined with respect to the
line connecting the source and lens galaxies on the sky.

selection bias. Details of the estimator which we used for
actual measurements can be found in More et al. [23].

The measured weak-lensing signal in Eq. (4) depends on
the true redshift distribution of source galaxies. Hence, to
obtain an unbiased estimate of AX for the lens sample, we
need the average surface mass density to convert shear to
AY, in the ensemble average sense,

— fOOO dz,ps (Zs)zc_rl (Zz, Zs)
fOoo dzsps(zs>

=4zG(1 + z))x(z1) {1 —x(zl)@th(m] . (5

<Zgrl>ls

(z5)

for a flat-geometry universe, where py(z,) is the true
redshift distribution of source galaxies in the sample.
The factor (1 + z;) arises from our use of comoving co-
ordinates in the projected separation and we set ;' = 0
when z, < z; in Eq. (5). In the second equality on the rhs
of Eq. (5), we explicitly show that the dependence of
source galaxy redshifts enters only into the average of the
inverse of the comoving angular diameter distances to
source galaxies over the true redshift distribution of source
galaxies: (1/x(z)) (.- On the other hand, there is no
uncertainty in the dependence of lens redshifts on an
evaluation of (X3!'), because we use the spectroscopic
galaxy subsamples (LOWZ, CMASS1 and CMASS2) as
the lens sample. Hence we stress that, as long as a correct
value of (1/x(z)), () is evaluated, the shape of the
redshift distribution of source galaxies, such as a high-
redshift tail or an outlier redshift population of source
galaxies, does not cause a bias in AX.

However, the true redshift of individual sources is not
available, and we have to use photo-z estimates. To

estimate Z\Z(R) in Eq. (4), we use, in our baseline method,
the posterior distribution of photo-z’s for source galaxies to
compute (X;'), where the photo-z distribution is generally
different from the true redshift distribution py(z,), even in
the average sense. We will later introduce a nuisance
parameter to model the effect of residual systematic error
in the mean source redshift, or equivalently a residual error
in the estimate of (X3'). The nuisance parameter can
be calibrated from the relative amplitudes between AX
signals for the three lens subsamples and the cosmic shear
signals, because the average (Zg!) has characteristic
dependences on the lens redshifts, as proposed in Oguri
and Takada [14]. More exactly speaking, we will imple-
ment the self-calibration method along with the estimator
used in the measurement, properly taking into account the
weight (wy,) for each lens-source pair [see around Eq. (15)
in More et al. [23]], as we will explain below in detail.
As seen in Eq. (4), the estimation of AX(R) involves
conversion of the observed angular separation between
source and lens, A6, to the comoving separation R and the
multiplicative factor of (Zg!).. To do this, we need to
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assume a “reference” cosmology, which generally differs
from the underlying true cosmology. In Sec. III B 2 we will
describe how to include the effect of varying cosmological
models on parameter inference.

Given an unbiased estimate of AX for a lens sample, we
need the theoretical template in cosmology inference. We
employ the following two-component model for AZ(R):

AZ(R’ Zl) = AZgG<R; Zl) + AZmag (R’ Zl)' (6)
The first term on the right-hand side is the standard
contribution to the galaxy-galaxy weak-lensing signal, which
we refer to as the cross-correlation of the lens galaxies (“g”)
and gravitational-lens (““G”) inferred mass in the large scale
structure containing the lens sample. Note that AXg is the
standard excess surface mass density profile of lens galaxies,
used in galaxy-galaxy weak lensing. The second term is the
contribution caused by the lensing magnification effect,
which arises from correlations between shapes of source
galaxies and the mass distribution in the foreground struc-
tures of lens galaxies along the line-of-sight to source
galaxies due to the fact that lens galaxies can preferentially
reside in overdensity regions [68]. Below we describe our
models for each contribution within the ACDM model
framework. Throughout this paper, we model the clustering
observables of each SDSS galaxy sample using the theo-
retical model prediction at a representative redshift, denoted
as z;: 712 0.26, 0.51 and 0.63 for the LOWZ, CMASSI1
and CMASS?2 samples, respectively. That is, we ignore the
possible redshift evolution of the clustering observables
within each redshift bin for simplicity. In More et al. [23],
we confirm that this is a reasonable approximation by looking
at variations in the measured clustering and lensing signals
within each redshift bin for each of the three subsamples.

The excess surface mass density profile AX for a given
sample of lens galaxies is expressed as e.g., [66,69]

kdk
AXg (R;21) me/ m(k; 21)J2(kR), (7)

where J,(x) is the second-order Bessel function and
Pym(k; z1) is the cross-power spectrum between galaxies
and matter at redshift z;. Hereafter we omit z; in the
argument for notational simplicity.

As described in Sec. IIT A 1, Dark Emulator outputs halo
clustering properties for a given input cosmology. To model
the observable quantities for the BOSS galaxies, we need to
assume a galaxy-halo connection, for which we use the
halo occupation distribution (HOD [70,71]) (also see
[6,15]). With this setup we can compute P, (k) as

Pon(k) = - / ant 0 (N [1 + 4, (it (kM. 2)

Ny dM
Xth(k;M)7 (8)

where the mean number density of galaxies is given by

dn

= [ TENGOI A0 O
where (N )(M) is the HOD of central galaxies,
(N.)(M)A,(M) is the HOD of satellite galaxies, and
iiy(k; M) is the Fourier transform of the average radial
profile of satellite galaxies in a host halo with mass M. All
the quantities are evaluated at a representative redshift z; of
the lens galaxies in the LOWZ, CMASS1 or CMASS2
subsample. The impact of using representative redshifts
instead of integrating over the lens redshift range is less
than ~6% of the square root of the diagonal element of
covariance, according to the discussion in Sugiyama et al.
[7]. Here we use Dark Emulator to compute the halo mass
function dn,/dM and the halo-matter cross power spec-
trum, Py, (k; M), for an input cosmological model, where
Pum(k; M) is obtained from the Fourier transform of the
Dark Emulator output, afhm(r; M )

We employ the following models for the central and
satellite HODs in our baseline analysis:

1 <logM - longm)]
2 OlogM ,

(Ne)(M)As(M)

= (o) (M) (10)

(Ne)(M) =

(No)(M) =

[1+rf

where erf(x) is the error function. For our fiducial
prescription, we assume that satellite galaxies reside
only in a halo that already hosts a central galaxy. Our
fiducial HOD model is specified by the five para-
meters {Myin, Giog - ks My, a}.

For ii;(k; M) in Eq. (8), throughout this paper, we assume
that satellite galaxies follow a Navarro-Frenk-White (NFW)
profile [72]. To compute the NFW profile as a function of
halo mass and redshift for a given cosmological model, we
use the halo mass-concentration relation computed using the
publicly-available code Colossus [73].10

For an extended cosmological analysis, we include
parameters to model the effect of off-centered “central”
galaxies or the “incompleteness” of central galaxies
[69,74], where the incompleteness effect models the
possibility that some massive halos might not host a central
galaxy in the sample due to color and magnitude cuts.
We use the model in Miyatake et al. [15] to model the
effects.

We model the second term in Eq. (6), following the
method in Ref. [68] [also see Eq. (4) in Ref. [7]] as

“http://www.benediktdiemer.com/code/colossus/.
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Zmax Zmax
Az:mag(R) = 2(amag - I)A dZﬂ’l(Z])[) dzsps(zs)

cde ‘R
— 2 (21, 25) Ce(C5 215 26 ) 2 | —
X/ 7 (21, 25) Ce(&3 21, 25) 2(}()
(11)
where C.(£) is the cosmic shear convergence power

spectrum for source galaxies at redshifts z; and gz,
defined as

XH W ’ W ' AS
Ck(f;zl,zs)z/ gy W2 W) )(1)2 )
0 X
1/2
XPEILn(k=u;Z>, (12)
x

with the lensing efficiency function, W(y, y,), for lens and
source at distances y and y,

W(){J&)E%H%(l +Z))(<1 —f) (13)

S

Here we used the relation between redshift and comoving
distance, via relations y = y(z), for a given cosmological
model; p|(z;) in Eq. (11) denotes the redshift distribution of
lens galaxies (LOWZ, CMASS1 or CMASS2), normalized
as [o™ dzipi(z1) = 1; g is the power-law slope of
number counts of the lens galaxies around a magnitude
cut in each sample [see Eq. (10) and Fig. 2 in Ref. [6] for
the estimated value and error]; PN (k) is the nonlinear
matter power spectrum for which we use HALOFIT [75] for a
given cosmological model. Note that AX, does not
depend on the models for galaxy bias or galaxy-halo
connection. In Eq. (11) we take into account the redshift
distribution of both the lens (SDSS) and source (HSC)
galaxies, which is different from our treatment in the HSC-
Y1 cosmology analyses [6,7]. As shown in Miyatake et al.
[6], AZ,,,, leads to about 1%, 7% and 10% contributions to
the total power of AX for the LOWZ, CMASSI and
CMASS2 subsamples, respectively, for the Planck cosmol-
ogy [76]. Including the AX,,, contribution in the theo-
retical template adds some cosmological information. In
our analysis we treat the magnitude slope ap,, as a
nuisance parameter, with a Gaussian prior with width
0(mag) = 0.5 around the central value taken from the
measurement value (see Fig. 2 of Ref. [6]). Note that o, is
different from a, which is a parameter of the satellite HOD.

|

3. Projected autocorrelation function: w,(R)

As a second clustering observable of the LOWZ,
CMASS1 and CMASS?2 galaxy subsamples used in the
galaxy-galaxy weak-lensing measurements, we use the
projected spatial correlation function, denoted as w,(R).
We model w,(R) as

Hmax
wy(R: ) = 2/%P(R: 2) / e, (VR 1 T ),
0
(14)

where we take I1,,,,, = 100A~" Mpc as our fiducial choice
and £,,(r) is the real-space, three-dimensional correla-
tion function of galaxies. To compute the radial and
projected separations, IT and R, between galaxies in each
pair from their observed redshifts and angular positions,
we assume the reference cosmological model as done
in our AX analysis above; the flat-geometry model with
Qe = 0.279. The prefactor fRSP(R) is a correction factor
that accounts for the effect of redshift-space distortion
(RSD); we assume the linear Kaiser RSD [13] to compute

RSD following the method in Bosch et al. [77] [see
Eq. (48) in the paper] (also see Ref. [15]).

To use Eq. (14), we must first compute the three-
dimensional correlation function of galaxies for a given
set of model parameters. The three-dimensional correlation
function &, is given as

o 2
Gealri) = [ 5o Palliziolhr). (19
0 T

where jo(x) is the zeroth-order spherical Bessel function,
and P, (k) is the auto-power spectrum of galaxies. Once
the power spectrum Py, (k) is given for an input of model
parameters, we can compute the model prediction of w,,(R)
according to Eq. (14).

In the halo model, P,, can be divided into two
contributions, i.e., the 1- and 2-halo terms, as

Py (k) = Pgy(k) + P (k) (16)

where the 1-halo term describes correlations between
galaxies within the same host halo, and the 2-halo term
describes correlations between galaxies residing in differ-
ent halos. In our method, we compute the autopower
spectrum as

P (k) =~ / MY (N, (M) (20, (M) it (ks M)+ 4 (M)t (ks M2,

le

2) T am

P (K) :% [ / dM%(NQ(M){l+/15(M)ﬁs(k;M)}} { / M’

g

dnh
dm’

(Ne) (M) {144, (M )i (k; M) } | Py (ks M M) (17)

123517-10



HYPER SUPRIME-CAM YEAR 3 RESULTS: COSMOLOGY FROM ...

PHYS. REV. D 108, 123517 (2023)

Here we use Dark Emulator to compute dn,/dM and
Pun(k; M, M'), the power spectrum between halos with
masses M and M’ for an input cosmological model. Note
that in our fiducial model we assume that satellite
galaxies reside in halos that host a central galaxy in
our sample. Miyatake et al. [15] confirmed that fitting the
model to mock observables computed for the case that
satellite galaxies are populated in halos irrespective of
whether the halos host central galaxies in the sample
resulted in a negligible shift in Sg, for our baseline
analysis setup.

4. Cosmic shear correlation functions: E.(9)

As the third clustering observable in our cosmology
analysis, we use the measured two-point correlation
functions of galaxy shapes in the HSC source sample
used in the AX measurement, denoted as &, (8). We
model £.(9) as a sum of the following three contribu-
tions, taking into account contamination of intrinsic
alignments (IA):

§:(9) = €.+ (9) + Ear+(9) + & (). (18)

The “+” and “—” correlation functions are measured
from different combinations of the correlations of the two
ellipticity components of source galaxy shapes in each
pair, &y « (e e, e,€,), where e, is the ellipticity
component along the R.A. or Dec coordinate direction,
and e, is its 45 degree rotated component. The first term
is the “gravitational-gravitational” term (i.e., cosmic
shear, “GG”), the third term is the “intrinsic-intrinsic”
(“IT”) IA contribution [78-81], and the second term is the
“gravitational-intrinsic” correlation (“GI”) [82] that arises
in pairs of galaxies for which common large-scale
structure in the line of sight affects the intrinsic shapes
of one of the galaxies and the gravitational lensing shear
on the other.

The GG term in Eq. (18) is given in terms of the cosmic
shear convergence power spectrum, C,(7), as

o9 = [ SECORAeD). (1)

where J 4(x) is the zeroth order (for £, ) or fourth-th order
(for £_) Bessel function. Using the flat-sky approximation
and Limber’s approximation [83], C(¢) is computed from
the line-of-sight integral of the nonlinear matter power
spectrum as

Ck(f):/()ZHd;(%)zP%](k:ft(l/z,z), (20)

where y is the comoving horizon radius, and z is given by
the inverse of y = y(z). To model PYL for a given
cosmological model, we employ HALOFIT [75] in the same

way as used in AX,,, in Eq. (6)."" The lensing efficiency
function ¢(y) (also see [84]) is defined as

a(r) = / ™ e @Wip).  (21)

=z

where W(y, y,) is defined by Eq. (13). We note that we use
the same redshift distribution of source galaxies, py(z,), as
used in the AX measurement. Adding the cosmic shear
information in parameter inference further helps the self-
calibration of the residual photo-z errors of the HSC source
galaxies, as we will show later.

To model the IA correlation functions, in this paper we
adopt the NLA model [85] in our baseline model. In this
model, the II and GI correlation functions are given by

cd?
Snycre(9) = /ECH/GI(/)JOA(f@)v (22)

Cu(£) = /”” d;(F%()WP}}% <k - “;/2,Z>,

Mpﬁll;l(k—f%ml)-
(23)

Here the redshift- and cosmology-dependent factor, F(y),
relating the galaxy ellipticity and the gravitational tidal
field is parametrized as

Q. 147 \Mma
F(2) = A Cypero = . (4
@ =-AnCmopes (T52)" 9

where Aj, is a dimensionless amplitude parameter, p, g is
the critical density of the Universe at z = 0, and D(z) is the
linear growth factor normalized to unity at z = 0. The
additional redshift dependence is assumed to have a power-
law form, with power-law index parameter 7;,. We use a
single parameter model of IA by fixing n, = 0 as our
cosmic shear data is only for a single redshift bin, that
is, does not contain the redshift information of the IA
effect. The normalization constant factor C; is set to
5 x 107"*h=2Mg'Mpc?. This value is based on the analysis
of Bridle and King [86], where they estimated C; by
matching the power spectrum in Hirata and Seljak [87]. The
value of C; in Hirata and Seljak [87] is based on the
ellipticity variance observed in SuperCOSMOS [88], and
the pivot redshift z; is set to 0.62, which was used in the

""We use HALOFIT for the matter power spectrum rather than
the one derived from the simulation suite used for the Dark
Emulator, since we find that the small-scale cosmic shear signal is
affected by the inaccuracy in the small-scale 3D matter power
spectrum due to the resolution of the N-body simulations.
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DES analysis [89]. This model has previously been used in
cosmic shear cosmology analyses [4,90]. While this is
merely a phenomenological model of the IA effect, our
cosmological constraints are from the joint information of
wp, AZ and &, we expect its effect is small. Indeed, we will
find that the cosmological constraints are changed very
little even if we ignore the IA contamination in the model
template.

We note that galaxy-galaxy weak lensing is not affected
by TA contamination, as long as the redshifts of source
galaxies do not overlap with those of lens galaxies, which
we believe is the case for our source galaxy selection.

B. Modeling residual systematic errors

In this section, we present a method to account for the
effects of residual systematic errors on our cosmology
analysis. In what follows, we include the systematic effects
in the theoretical templates rather than in the signals to keep
the data vector and the covariance matrix invariant.

1. Residual systematic photo-z uncertainty: Azpy

Photo-z uncertainty is one of the most important sys-
tematic effects in weak-lensing measurements, i.e., AX and
£.(9) in our data vector. As detailed in More et al. [23], the
redshift distribution of HSC source galaxies was inferred
by combining the individual photo-z posteriors with the
cross-correlation clustering measurement of HSC galaxies
with the CAMIRA sample of luminous red galaxies (LRGs)
that have accurate photo-z estimates (typically a few per
cent in ¢(z)/(1 + z)), based on the method in Rau er al.
[91]. However, we were not able to fully calibrate the
redshift distribution due to the lack of a calibration sample
of cAMIRA LRGs at 72 1 (more exactly speaking, the
photo-z accuracies of LRGs at 1 <z < 1.2 are degraded,
and there are no LRGs available at z 2 1.2). Hence we take
into account the possibility that there is an unknown
residual systematic error in the mean redshift of source
galaxies. To study the impact of such residual photo-z
calibrated uncertainty, we introduce a nuisance parameter,
denoted as Azph, to model a systematic shift in the mean
source redshift by shifting the posterior distribution of
source redshifts, given as z%' = 7™+ Az, [6,14,92].
That is, we use the shifted photo-z distribution to model
the true distribution as

pe(z) = p=(z + Azpp). (25)

A positive Az, corresponds to the true mean redshift being
lower than what is inferred from the photo-z posterior, and
vice versa. Note that the discussion around Eq. (5) gives a
justification of this shifted model for the galaxy-galaxy
weak lensing (AX) and Zhang et al. [93] gave a quantitative
justification for the HSC-Y3 analyses on the cosmic shear
signals.

For AX [Eq. (6)], we first need to recompute the
averaged lensing efficiency (Xg!) and the weight wy, using
the shifted redshift distribution [Egs. (4) and (5)]; we define
the correction factor as

le Wis <Zc_1>ﬂue <Z‘c?]>1e:t . (26)
le Wis

We compute the correction factor for each of the three lens
subsamples, LOWZ, CMASS1 and CMASS2. In our
method, we multiply the correction factor by the model
template of AX, rather than varying the signal, as

fAZ(Ath)

AZC()"(R, Ath;Zl) = fAz(Ath;Zl)AZ(R;Zl)‘ (27)

Note that AX includes both the galaxy-galaxy weak-
lensing and the magnification term in Eq. (6); AX =
A, + AX,, since the correction factor is an overall

factor that is applied to the estimator of AY [Eq. (4)]. In the
theoretical template, in addition to the overall factor, we
properly use the shifted redshift distribution of source
galaxies to recompute the magnification bias term, AX,,.
Also note that the definition of f,y is the inverse of the
similar correction factor f, used in the HSC-Y1
papers [6,7].

Similarly, we recompute the model prediction for the
cosmic shear correlation functions £ (9) using the shifted
redshift distribution of source galaxies.

2. Correction for the reference cosmology used
in our measurement

In the measurements of W and AX, we need to assume a
“reference” cosmology to convert the angular separation
between galaxies in each pair to the projected separation R,
and the redshift difference to the radial separation, II. For
AZY, we also need the reference cosmology to convert the
shear to AX. Throughout our series of papers, the reference
cosmology is a flat ACDM model with Q&f = 0.279.
However, the reference cosmology generally differs from
the true underlying cosmology, and we need to correct for
this discrepancy in our cosmology analysis. We denote a
cosmology taken in the parameter inference as C and the
reference cosmology as C™. The corrections for R and IT
are obtained as

x(2;C)
— E(Zl’ Cl’ef> Href
E(Zl; C) ’

_ X(Zl;C) Rref

(28)

where E(z) is the normalized, dimensionless Hubble rate at
redshift z, defined as E(z) = H(z)/H,. Thus, we include
the measurement corrections in the theoretical templates of
AX and w, as
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AT (R Az, C. 7)) = fax(Azpn: C. 21)AZ(R; C, z),
(29)

E(z;C)
E(z;C™)

Hrﬂﬂx
y / dE,, (VR + T C.2).  (30)
0

erpef(Rref; C’ Zl) =2 gosrP<R, C, Zl)

where R and IT are given by R™ or IT®f and the cos-
mological parameters (Q" and Q,, for a flat model) in the
C™ and C models [Eq. (28)]. Note that we adopt IT,,, =
[E(C™")/E(C)| T = [E(C™)/E(C)] x 100A~" Mpe, as
we use the fixed I, = 1004~ Mpc in the measurement.
Also note that AX(R) and &u,(7) on the rhs of the above
equations are computed from theory (Dark Emulator in our
method) for a given cosmological model (C). The overall
correction factor for AX is defined as

Wi Zc_l true,C 2(?1 est,Cre!
fAz(AthQC,Zl)EZlS s %1 w1/< s . (31

Thus this correction factor accounts for both the effects of
residual photo-z errors (Azy,) and the measurement cor-
rection (C). We evaluate the model templates, AX™ and
W{,Ef, at the discrete sampling points of R™ as used in the
data vector in More et al. [23].

3. Residual multiplicative shear error

In order to account for possible residual errors in the
shape calibration, we introduce a nuisance parameter which
quantifies the residual multiplicative bias Am and shifts the
theoretical templates of the lensing observables:

ASOT(R, Amiz) = (1 + Am)AZ(R;z),  (32)
E(8, Am) = (1 + Am)*¢.(9). (33)

Since we use a single source sample for both the galaxy-
galaxy lensing and cosmic shear, we use the same residual
multiplicative bias parameter for the theoretical templates
of AX for the three lens subsamples and for £.. Hence,
comparing these data vectors allows us to calibrate the
Am parameter, simultaneously with the calibration of the
photo-z error parameter Azp,.

4. PSF systematics

As discussed in the HSC-Y3 shape catalog paper [31]
(also see [94]), PSF leakage and residual PSF modeling
error contaminate the measured cosmic shear correla-
tion functions. Such residual PSF systematic errors could
produce artificial two-point correlations and hence bias the
cosmic shear measurements. Here we examine the impact
of these systematics in our cosmic shear measurements,

following the method used for the Year 1 analyses Hikage
et al. [4] and Hamana et al. [5] (also see [89]), where we
assume that the measured galaxy shapes have an additional
additive bias given by

e(sys) = psf€p +ﬂpsf€q. (34)

The first term, referred to as PSF leakage, represents a
systematic error proportional to the PSF model ellipticity eP
due to the imperfect PSF correction. The second term
represents the systematic error associated with the differ-
ence between the model PSF ellipticity, P, and the true PSF
ellipticity estimated from individual “reserved” stars €™,
ie., €1 = eP — 3 [89]. Nonzero residual PSF ellipticities
€4 indicate an imperfect PSF estimate, which will propagate
to estimates of galaxy shears. Note that the above PSF
systematics causes additive shear bias, so does not affect
the galaxy-galaxy weak lensing after the random signal
subtraction as discussed in Sec. III B in More ef al. [23].

When the observed galaxy ellipticity is contaminated
by €%, these systematic terms cause an additional
contamination to the measured cosmic shear correlation
functions as

Eost.(9) = o £ (9) 4 2005508 (9) + B EL(9), - (35)

where &%, &9 and &% represent the auto-correlation of the
model PSF ellipticity €., the autocorrelation of the residual
PSF ellipticity €1, and the cross-correlation of €. and €,
respectively. The hat notation, “”,” denotes the correlation
function measured from the HSC data using the model PSF
and the reserved stars (see [23]). The coefficients ay and
Ppst are estimated by cross-correlating €. and €l with the
observed galaxy ellipticities, as

2;%5(19) = apsféiup (19) + ﬂpsf‘j:\:iq(’g)’
éj;iQ(&> = apsf‘%pq(lg) + ﬁpsf&iq<’-9)’ (36)

where &% and &9 are the measured cross-correlations
between the galaxy ellipticities, used for the cosmic shear
data vector, and €', and 2. As discussed in More et al. [23]
(also see Li et al. [25] and Zhang et al. [94]), we used the
measurements of mock galaxy shape catalogs and the real
star catalog to estimate the statistical errors of the &% and
Z’gq measurements, where the errors take into account the
cosmic variance. By comparing the measured £ and £29
with Eq. (36) using the measured P, £°¢ and £%9, we found
e = —0.0292 £ 0.0129 and S,y = —2.59 £ 1.65 for our
fiducial source catalog (see Fig. 16 of More et al. [23]).
To take into account the impact of the residual PSF
modeling errors on parameter inference, we add the PSF
error contamination & 4+ [Eq. (35)] to the model cosmic
correlation function &, in Eq. (18) and then estimate
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parameters by varying the parameters ap and f using
Gaussian priors with widths inferred from the above errors.
The above method of PSF systematics takes into account
the PSF systematics up to the second-order moment of PSF.
The HSC-Y3 cosmic shear cosmology papers, Li et al. [25]
and Dalal et al. [26], used the more sophisticated, accurate
method developed in Zhang et al. [94], which accounts for
the effects up to fourth-moment PSF leakage and fourth-
moment PSF modeling error on cosmic shear correlations.
Using the same method, we also measured up to the o and 3
coefficients of the fourth-moments of PSF for the HSC
source galaxy sample used in this paper. We then generated
synthetic cosmic shear data vectors including the measured
PSF systematic effects up to the fourth-order moment and
|

checked that the estimated Sg remains almost unchanged
compared to our baseline analysis method using the a and 3
coefficients of the PSF second-moment with the priors
described above. The main reason for this is that most of the
constraining power is from the galaxy clustering informa-
tion of SDSS galaxies. The details are given in Appendix A
(also see [24]).

C. Summary: Model templates

For convenience, here we write down the model tem-
plates used in cosmology inference where we explicitly
show which parameters are used in the templates of each
observable:

AX (R, 21|C. Oy, Azph, A, g (21)) = (1 + Am)AZ (R, 21[C, 0y, Azph, Omag (21))

EL(IC, Azpp, Ara, ias Upsts Byst) = (1 Am)2EL (9IC, Az, Ara, 71a) + Epste (9

w;,(Rref, z1|C,0,): Egs. (15)—(17), (30), where C denotes a
cosmological model sampled in parameter inference
within the flat-geometry ACDM model characterized by
five cosmological parameters, 6, is a set of parameters to
model the galaxy-halo connection (five parameters for each
of LOWZ, CMASS1 and CMASS?2 in our baseline model),
AT™ is given by Eq. (29), and others are nuisance
parameters to model the residual systematic errors. For
our baseline model, we have 28 parameters in total;

S(C) +3x 5<0g) + S(Azph’ Am’ amag(zl)’AIA’ apsf’ﬁpsf)'

D. Computation time

We use Dark Emulator to compute the model predictions,
AX!'(R) and wy(R), for an input model. We use the publicly
available FFTLog code [95] to perform the Hankel trans-
forms in Egs. (7), (11), (15), and (19); for our analysis we
use the updated code in Fang et al. [96]. Since our data
vector is given by discrete bins of R or 8, we properly
take into account the weighted average of the model
predictions within the bin width, more precisely A In R =
0.246 for AX!, Aln R™ = 0.169 for w}, and Aln 9 = 0.242
for £, (8), respectively. With our current analysis pipeline,
we can compute the model predictions of AX! for all three
lens samples (LOWZ, CMASS1 and CMASS?2) in about
2 CPU seconds in total, those of w{, in about 2 seconds total,
and those of &£, in about 0.15 seconds for a given model.
This is fast enough to enable cosmological parameter
inference in a high-dimensional parameter space (28
parameters in our baseline setup).

E. Parameter estimation method

We assume that the likelihood of data for a given model
follows a multivariate Gaussian distribution:

apsf7 ﬁpsf)v (37)

[

In£(10) = 3 3 1d - 1,(0)]C;' [d; ~ 1,0)). (%)

ij

where d is the data vector, t is the model prediction for
the data vector given the model parameters @, C~! is the
inverse of the covariance matrix, and the summation runs
over indices corresponding to the dimension of the data
vector. Note that non-Gaussianity in the likelihood might
affect our results as indicated by Lin et al. [97], although
they showed that the non-Gaussianity does not cause a
significant bias in the parameter value, and rather changes
the size of the confidence region. We will leave this
question to future studies. Please see More et al. [23]
for our method to construct the covariance matrix using
the mock catalogs of SDSS and HSC galaxies. In our
baseline analysis, the data vector consists of AX(R) in
nine logarithmically-spaced radial bins within 3 <R/
[h~! Mpc] < 30, and w,(R) in 16 logarithmically spaced
radial bins within 2 < R/[h~! Mpc| < 30, for each galaxy
subsample (LOWZ, CMASS1 and CMASS2), and 8
and 7 logarithmically-spaced angular bins within 8 <9/
[arcmin] < 50 and 30 < 9/[arcmin] < 150 for &, and &_,
respectively. Thus, we use 90(=3 x (9+16) +8 +7)
data points in total. When we use the data vector with
different scale cuts from the baseline analysis, we use the
submatrix of the full covariance matrix computed in More
et al. [23], corresponding to that range of scales, and then
invert the matrix to obtain the inverse of the covariance
submatrix.

Our analysis uses a set of parameters and priors summa-
rized in Table II. The parameters include five cosmological
parameters denoted by C = {Qq,In(10'°A,), wy, @, n}
for the flat ACDM model, as well as five HOD parameters
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for each of the LOWZ, CMASSI, and CMASS?2 samples.
For w;,, a Gaussian prior with a mean and width inferred from
big bang nucleosynthesis (BBN) constraints is employed.
For ng, a Gaussian prior, which was inferred from the
Planck2018 “TT, EE, TE + lowE” constraints, with a mean
value of 0.9649 + (3 x 0.0042) and a Gaussian width three
times wider than the 1o uncertainty (0.0042) of the Planck
constraint is used. We employ these priors because the
clustering observables AX and w,, are insensitive t0 @,
and ng. Broad, flat priors are adopted for Q. and w,, with
ranges corresponding to about +30c¢ and 1150, respectively,
compared to the 1o error of the Planck constraints for the flat
ACDM model. These ranges correspond to the supported
range of the extrapolation of Dark Emulator (for more informa-
tion, see Sec. Il A 1). Additionally, we use a broad and
uninformative flat prior for In(10'°A,), as there is no
limitation on its extrapolation.

To account for possible uncertainty in the magnitude slope
of the number counts when modeling the magnification bias
for each lens sample, we incorporate amag(zi) into our
analysis. We use the measured value of ay,,, for the central
value (see Sec. III A and Fig. 2 in Miyatake et al. [6]) and
adopt a Gaussian prior with a width of ¢(ap,,) = 0.5. Our
choice of Gaussian width is conservative, since it is much
wider than the measurement error on a,,,,. However, we
demonstrate that the results remain largely unchanged even
when ay,,, is fixed to the central (measured) value.

We account for residual uncertainties in the source
photo-z error and the multiplicative shear bias by including
nuisance parameters Az,, and Am. Since we use a single
population of source galaxies, we needed to adopt only
one Az,, and one Am parameter to model the impact on
the galaxy-galaxy weak-lensing signals for all three lens
galaxy samples and the cosmic shear correlation functions.
In Sec. III B 1, we discussed the uncertainty in Azpp, and
hence chose to use an uninformative flat, wide prior of
U(—1.0, 1.0) in our baseline setup as the most conservative
option.

We will demonstrate that our method enables a self-
calibration of Az,,. We made this choice while the analysis
was still blinded, i.e., before the unblinding. We also
consider a Gaussian prior with width 6(Azy,) = 0.1 and
mean Az, =0, as done in the Year 1 analysis [6]. This
allows us to study how the cosmological parameter
inference is altered by this informative prior. This prior
is still wider than the width of a few O(1072) that is inferred
from the photo-z method in Rau et al. [91]. If we use only a
subset of the observables, either only the 2 x 2 pt or the
cosmic shear correlations, the analysis cannot constrain
Azp,. Hence, for analyses aimed at internal consistency
tests of the data, we used a Gaussian prior whose width and
mean are given by the posterior of Az, obtained from the
baseline 3 x 2 pt analysis. This prior is denoted by the
superscript “*” in Table II and hereafter.

For Am, we employ a prior range that corresponds to
about 1o statistical uncertainties in the shape measurement
calibration [35] [also see Table 6 in Ref. [4]]. We will
discuss the case where the prior range of Am is broadened
in Sec. VA.

For apg¢ and f,¢, which model the residual PSF model-
ing errors, we use the measured values for the central values
and employ a Gaussian prior with width given by the lo
measurement uncertainty for each of ap and f. The
details of estimation of these parameters are given in More
et al. [23].

The parameters we described above are the model
parameters used for our baseline analysis. We also employ
the extended halo model to check how the cosmological
parameters obtained from the baseline analysis are robust
against possible variations in the model template. For the
extended model, we consider the effects of off-centered
central galaxies and the incompeleteness of central galaxies
(also see [6,15] for details). Table II gives the parameters to
model these effects.

We then obtain the posterior distribution P(68|d) of our
parameters € given the data d, by performing Bayesian
inference,

POd) < L(d]|0)I1(), (39)

where I1(6) is the prior distribution of the parameters.
The marginalized posterior distributions of the derived
parameters Q,,, 65, and Sg = 6g(Q,,/0.3)*>, where Q,, =
1 — Qg for a flat ACDM model, are the main focus of this
paper. While In (10'°A,) is sampled in logarithmic space
with a flat prior, we effectively produce a flat prior in linear
space of og when obtaining the posterior distribution of oy
as a derived parameter by taking into account Jacobian as
weights (see Sec. IV A in Sugiyama et al. [98] and Sec. V G
in Dalal er al. [26] for a detailed discussion). However, the
effect is negligible because the Jacobian is nearly constant
in the range of our credible interval on og.

To obtain the posterior distribution of parameters in our
multi-dimensional parameter space, we use the importance
nested sampling algorithm implemented in the publicly-
available software package MultiNest [99-101] and its
python wrapper, PyMultiNest [102]. We use nlive =
600, tol = 0.1 for the hyper parameters of MultiNest.
However, we found that MultiNest tends to under-
estimate the credible interval, e.g., that of Sg by ~10%. This
is because MultiNest samples a parameter with a
Gaussian prior in Table II, in a limited volume that is
specified by another hyperparameter efr. We checked that
we can avoid this inaccuracy by treating the Gaussian prior
as an additive term to the likelihood of our observables,
rather than injecting the prior to the prior interface in
MultiNest. We use this implementation for our baseline
3 x 2 pt analysis. On the other hand, we use the standard
MultiNest implementation with nlive = 600, tol = 0.1,
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TABLEIIL. A summary of the analysis setups. The first column denotes each analysis setup. The scale cuts “(X, ¥)” denote the lower-
scale cuts applied to w,(R) and AX(R), respectively, which means that we use w, and AX for X < R/[h~" Mpc] <30 and
Y < R/[h~! Mpc] < 30, respectively, in the cosmology analysis. D(@) and D(d) denote the dimension of parameters and data vector,
respectively, in each analysis.

Setup label Description D), D(d)
3x2pt Baseline analysis AX 4w, + £, with (2,3)h~" Mpc scale cuts for w, and AX 28, 90
2x2 pt* 2 x 2 pt (AX +wp), w/o &, using Azy, posterior from 3 x 2 pt analysis 25,75
as a prior
Cosmic shear” &, alone, using Azy, posterior from 3 x 2 pt analysis as a prior 10, 15
3 x 2 pt, Ryin = (4,6)h~" Mpc* 3 x 2 pt, with the minimum scale cuts Ry, = (4,6)h~" Mpc for w, and AX 28, 72
3% 2 pt, Ryip = (8,12)h™" Mpc" 3 x 2 pt, with the minimum scale cuts Ry, = (8,12)2~" Mpc for w,, and AZ 28, 51
3 x2pt, w/o LOWZ 3 x2 pt w/o LOWZ 22, 65
3 x2 pt, w/o CMASSI1 3 x2 pt w/o CMASSI1 22, 65
3 x 2 pt, w/o CMASS2 3 x2 pt w/o CMASS2 22, 65
2 x 2 pt, w/o LOWZ® 2 x2 pt w/o LOWZ 18, 51
2 x 2 pt, w/o CMASSI1* 2 x 2 pt w/o CMASS1 18, 51
2 x 2 pt, w/o CMASS2* 2 x 2 pt w/o CMASS2 18, 51
No photo-z error 3 x 2 pt, but fixing Az,, =0 27, 90
No shear error 3 x 2 pt, but fixing Am =0 27, 90
Fix mag. bias 3 x 2 pt, but fixing e = 25, 90
No PSF error 3 x 2 pt, but fixing aps = fpse = 0 26, 90
No IA 3 x 2 pt, but fixing Aj, =0 27, 90
Extreme 1A 3 x 2 pt, but fixing Aj, =5 27, 90
3 x2pt 3 x 2 pt with a prior IT(Azy,) = N(0,0.1) 28, 90
2x2pt 2 x 2 pt with a prior IT(Azy,) = N(0,0.1) 24,75
Cosmic shear cosmic shear with a prior IT(Azy,) = N (0,0.1) 11, 15
2x2pt 2 x 2 pt with a prior IT(Azy,) = U(-1,1) 25,75
Cosmic shear &, with a prior TI(Azy,) = U(=1.1) 10, 15
XMM (~33 deg?)* 3 x 2 pt, but using the signals of the XMM field alone 28, 90
GAMAI15H (~41 deg?)* 3 x 2 pt, but using the signals of the GAMA15H field alone 28, 90
HECTOMAP (~43 deg?)" 3 x 2 pt, but using the signals of the HECTOMAP field alone 28, 90
GAMAO9H (~78 deg?)* 3 x 2 pt, but using the signals of the GAMAOQO9H field alone 28, 90
VVDS (~96 deg?)* 3 x 2 pt, but using the signals of the VVDS field alone 28, 90
WIDE12H (~121 deg?)* 3 x 2 pt, but using the signals of the WIDE12H field alone 28, 90
DEmMPZ & WX DEmPZ & WX is used to infer the source redshift distribution and 28, 90
for AX measurement.

Mizuki Mizuki is used for source sample selection and AX measurement 28, 90
DNNZ DNNZ is used for source sample selection and AX measurement 28, 90
w/o star weight 3 x 2 pt, but without using star weight when computing w,, 28, 90
Offcentering 3 x 2 pt, but including the off-centering effect in galaxy-halo connection 34, 90
Incompleteness 3 x 2 pt, but including the incompleteness effect in galaxy-halo connection 34, 90
Additional tests after unblinding

o6(Am) = 0.1 prior 3 x 2 pt, but using prior ITI(Am) = N(0,0.1) 28, 90
o(Azy) = 0.2 prior 3 x 2 pt, but using prior TI(Azy,) = N(0,0.2) 28, 90
2 cosmo paras 3 x 2 pt, but varying only (Qq, In(10'°4,)) and fixing (@, , ny) 25, 90

to their Planck values

“An analysis using a prior of photo-z shift parameter derived from the baseline 3 x 2 pt analysis, given by IT(Az,,) =N (—0.06,0.08).
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and efr = 0.5 for model/method validations and internal
consistency tests described in Sec. V B, since we need
to save computing time to run chains for each setup listed
in Table III. Still, we note that the central value of
cosmological parameter is stable for both the imple-
mentations (typically only a few percent difference). We
describe detailed investigations, such as a convergence of
MultiNest chains and comparison with the Metropolis
algorithm, in Appendix D.

F. Analysis setups

To carry out the inference of cosmological parameters,
we need to define the analysis setups, which include the
range of scales and combinations of observables to be used.
The setups employed in this paper are summarized in
Table III.

The setup labeled “3 x 2 pt” is our baseline setup that
serves as a reference; if we identify any internal consistency
test that significantly deviates from the cosmological
parameters obtained from this reference setup, we should
consider changing the baseline setup.

If we use either AX or w,, alone, the parameter inference
suffers from severe degeneracies, especially between the
galaxy bias (and therefore the HOD model parameters) and
the cosmological parameters that encode information about
the power spectrum amplitude, as shown in our validation
paper [15] (see Fig. 9). Hence, in the following we show
only the results of the joint analysis of AX and w,,, even
when not combined with £,. The “2 x 2 pt*” setup is such
a case, but we set the prior on the residual photo-z
parameter Azp, to the one obtained from the baseline
3 x 2 pt analysis because without the prior cosmological
constraints are quite weak. We also run the cosmic shear-
only analysis with the same prior which is labeled as
“cosmic shear*.”!

An important aspect of the analysis is determining the
appropriate “scale cuts,” which refers to the range of scales
(R) in AX(R) and w;,(R) used in the cosmological analysis.
There are two competing factors to consider; on one hand,
including information from AX(R) and w,(R) down to
smaller scales can increase the statistical power to constrain
cosmological parameters. On the other hand, observables at
small scales may be more affected by physical systematic
effects inherent in galaxy formation/physics, which are
difficult to accurately model. Our validation paper [15]
describes our choice of (2,3)h~" Mpc scale cuts for w, and

"Note that the Gaissian prior employed for internal consis-
tency tests, i.e., II(Azy,) = N(=0.06,0.08) is slightly different
from what we show as the baseline result, Azph = —0.05 £ 0.09,
in Sec. VA. This is because we use the Az, constraint from the
standard MultiNest implementation for this Gaussian prior
rather than the setup used for the baseline 3 x 2 pt analysis
described in Sec. IIL E. This is the case for the Gaussian prior on
Azp, used in Sugiyama er al. [24].

AY as reasonable choices for obtaining unbiased estimates
of the cosmological parameters, with reasonably small
credible intervals given the statistical power of HSC-Y1
and SDSS data. These scale cuts are larger than the virial
radii of massive halos, so we exclude information from
scales that are in the deeply 1-halo term regime in our
cosmology analysis. However, we note that the galaxy-
galaxy weak-lensing signal around the scale cut is sensitive
to the interior mass inside that radius. Thus, we can extract
the average mass of halos hosting the SDSS galaxies,
which in turn helps constrain the large-scale bias of SDSS
galaxies via the scaling relation of halo bias with halo mass,
encoded in Dark Emulator, when combined with the meas-
urement of w;,. We also examine the results for scale cuts of
(4, 6) and (8, 12)h~! Mpc, respectively, to investigate the
impact of the scale-cut choice.

For the scale cuts of £, we follow the same scale cuts in
£.(9) as those in Li ez al. [25], because we did not find any
significant residual B-mode signal in the range. For this
paper, we use the cosmic shear signals in the rane of
8 < §/arcmin < 50 and 30 < §/arcmin < 150 for &, and
£_, respectively.

As an internal consistency test, we perform various
analyses to assess the robustness of our results to various
splits of our data and the sensitivity of our results to the
different analysis choices. We perform the analyses exclud-
ing one of the LOWZ, CMASS1 or CMASS2 subsample
for both “3 x 2 pt” and “2 x 2 pt*” analysis. To study the
impact of the nuisance parameters on our results, we
perform the analysis by fixing either one of the nuisance
parameters, rather than varying it, in the parameter infer-
ence; the residual photo-z error Az, = 0, the multiplicative
error Am = 0, the magnification bias parameters @y, to
their measured values (see Table II), the PSF systematics
parameters i = Sy = 0, intrinsic alignment Ajy = 0, or
Aja =5, respectively.

To check the impact of the prior choice of the residual
photo-z error parameter, which is a key parameter in our
analysis, we perform the analysis using a Gaussian prior
given by I1(Az,,) = N(0,0.1), for the 3 x 2 pt analysis or
the 2 x 2 pt—or the cosmic shear-only analysis. We also
perform the analysis using an uninformative flat prior,
[I(Azy,) = U(=1,1), for the 2 x 2 pt—or the cosmic
shear-only analysis.

We also perform field-by-field analyses which are
labeled by the field name, e.g., “XMM” in Table III, which
is the result when using the HSC-Y3 data only in the XMM
region [31]. Note that the signals measured in different
fields are almost independent.

To check for possible systematic biases arising from the
different photo-z estimate methods, we perform the analy-
ses using the lensing signals that are measured using the
different photo-z method instead of our fiducial method
(DEmPZ). More exactly, we use the different method to
select source galaxies based on the same selection cut
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[Eq. (2)] and then use the inferred source redshift distri-
bution in the weak-lensing observables (the signal of AX
and the theory of £, ). For “DEmPZ&WX,” we use the source
redshift distribution inferred by the “DEmPzZ&WX” method
that is obtaine by combining the DEmPZ photo-z estimates
and the clustering with the CAMIRA LRGs in Rau et al. [91].
We also use the Mizuki photo-z method or the DNNz photo-z
method, respectively. We use the uninformative flat prior,
II(Azy,) = U(=1,1) for all these tests as in our baseline
analysis. Note that the DEmPZ&WX analysis uses the same
source sample as that in the baseline analysis, but the other
methods use the different source samples.

The analysis labeled “w/o star weight” is for testing the
impact of the star weight used in the clustering measure-
ment of wy, (see More ef al. [23] for details) on our results,
where the star weight is designed to account for the
systematic effect related to seeing and stellar density in
the target selection of SDSS galaxies. We use the w,, data
measured without the star weight in [23], instead of our
default w,, for the baseline 3 x 2 pt analysis.

We also perform the analyses using the extended models
that are more flexible models for the galaxy-halo con-
nection; we use the extended models including the effects
of off-centered central galaxies or the incompleteness effect
of central galaxies [15]. For both extended models, we
introduce two additional model parameters, as indicated in
the rows “off-centering” or “incompleteness.”

In addition, after unblinding our cosmology results (see
next section), we further decided to perform the analyses
labeled “o(Am) = 0.1 prior” and “6(Azy,) = 0.2 prior.”
For these, we use Gaussian priors, II(Am) = N(0,0.1) or
II(Azy,) = N(0,0.2), to study the impact of the prior
choices on the cosmological parameters. Here o(Am) =
0.1 is much wider than the fiducial prior, 6(Am) = 0.01
(see Table II), and this test is for assessing the self-
calibration power of the residual shear calibration factor
with our 3 x 2 pt method (therefore, we consider the
overwhelmingly pessimistic shear calibration error).
Furthermore, we an analysis with the cosmological param-
eters except [Q,,, In(10'°A,)] fixed to the Planck 2015 “TT,
TE, EE + lowP” constraints [76] to check how the para-
meters are poorly constrained by our data vector affect our
cosmological constraints. This setup is labeled “2 cosmo”
in Table III.

G. Validation of modeling and analysis choices

To check the robustness of our results to our modeling
and analysis choices, we perform various validation tests.
This includes tests of different samplers, different models
of galaxy-halo connection, different models for baryonic
feedback, as well as different models of observational
systematics including residual systematic error in the mean
source redshift and PSF systematics. Please also see
Miyatake et al. [15] for the detailed validation tests, where

the scale cuts of w, and A%, R =2 and 3h~! Mpc, were
validated in the sense that estimated parameters, such as Sg,
do not have significant biases compared to their statistical
errors. For the tests in this paper, we also include the
synthetic data of cosmic shear correlation functions ¢ and
perform the validation tests using the covariance matrix for
the HSC-Y3 data. The details of the validation tests are
given in Appendix A, and here we give a summary of the
important points.

For w, and AX we have to study the impact of
uncertainties in the galaxy-halo connection on the cosmo-
logical constraints. Since HOD is an empirical prescription
for the galaxy-halo connection, our philosophy is that we
should include a sufficient number of the HOD parameters
and then extract the cosmological information from the
halo clustering quantities, accurately modeled by Dark
Emulator, after marginalizing over the galaxy-halo connec-
tion parameters. For the validation tests of our analysis
method, we generate various types of mock SDSS galaxies,
where we employ different ways to populate galaxies into
halos in N-body simulations and then generate the syn-
thetic data vectors of w, and AX from the mock catalogs
(also see [15]). We then apply our baseline analysis pipeline
using the fiducial HOD model to the synthetic data vector
to assess whether our method can recover the input
cosmological parameters used in the mock catalogs. As
shown in Appendix A, our method can recover the Sg value
with an accuracy better than ~0.5¢ for most of the mock
SDSS galaxy catalogs.

Nevertheless, reflecting on the fact that there is no
established theory of the galaxy-halo connection, we also
consider the “worst-case” scenario in order for us to be
ready for surprises due to unknown systematic effects.
We prepare extreme mock catalogs of SDSS galaxies,
where we implement a nonstandard prescription of the
galaxy-halo connection, e.g., the mock catalogs including
the overwhelmingly large assembly bias effect and the
off-centering effect of central galaxies. These worst-case
scenario mocks, which is the cases of large assembly
bias, change Wy and AX at scales around the scale cuts,
R =2 and 3h~!' Mpc, and could cause a significant
bias in Sg (more than 0.560), as shown in Fig. 10 in
Appendix A. Even for these worst-case scenarios, we
have a wuseful diagnostic to flag such an extreme
systematic effect on the cosmological parameters. Since
the halo model-based theory includes the linear-theory
prediction at large scales, which can be applied to any
types of galaxies [103], the method can recover the
underlying cosmological parameters if employing suffi-
ciently large scale cuts, such as R = 8 and 12h~! Mpc
[15,98]. Due to the fact that only assembly bias causes a
significant shift in Sg with changing the scale cuts, we
can employ the different scale cuts for the actual
cosmology analysis to monitor a change in cosmological
parameters as an indicator of the systematic induced by
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assembly bias."”® This indicator is not valid if there are
other effects, which can be found in the future, at play.
For the systematic effects on the cosmic shear signal &,
our modeling method is very similar to that of Li ez al. [25].
We employ exactly the same scale cuts in £, as those in Li
et al. [25]. All the validation tests are passed in the sense that
the Sg value is recovered using synthetic data vectors of £,
where different models of systematic effects (baryonic
feedbacks and PSF systematics) are implemented. We did
not find any flag in our analysis method arising from
modeling inaccuracy and systematic effects in cosmic shear.
One of the most important validation tests is to assess the
sensitivity of our method to a residual systematic error in
the mean source redshift of HSC galaxies, Azy,. As
described in Sugiyama et al. [24] in detail, we implement
a nonzero shift (nonzero Agzy,) in the source redshift
distribution to generate synthetic data vectors of AX and
£, and then assess whether our analysis method can
recover the input Az, as well as the Sy parameter. As
shown in Appendix A, we find that, if a nonzero shift of
Az, by more than Az, | ~ 0.1 exists in the synthetic data,
the use of the uninformative flat prior of Az, allows us to
recover the underlying true Sg value to within the credible
interval. In other words, if we employ an informative prior
on Az, such as /(0,0.1), it could yield a significant bias
in Sg larger than the 1o statistical error. Thus, the HSC-Y3
data has the statistical power to calibrate Az, to the
precision of 6(Azy;,) ~ 0.1 and then recover Sg. This gives
a validation of our analysis method using an uninformative
prior of Az, U(—1,1), even if the method gives a large
credible interval in exchange. In this sense, our cosmology
analysis can be considered robust and conservative.

IV. BLINDING SCHEME
AND UNBLINDING CRITERIA

To avoid confirmation bias we perform our cosmological
analysis in a blind fashion. To prevent inadvertent unblinding
during our cosmological analysis, we implemented a two-tier
blinding approach. The two tiers are outlined below:

(1) Catalog level: During the cosmological analysis, the
analysis team performs the cosmological analysis
using three different weak-lensing shape catalogs,
with only one of them being the true catalog and the
other two being fake catalogs. The team members
conducting the analysis are unaware of which is the
true catalog.

(i) Analysis level: When the analysis team makes plots
comparing the measurements with theoretical mod-
els, the y-axis values (e.g., the amplitudes of AY) are

13Baryonic effect can cause the scale-dependent change in the
amplitude of cosmic shear and galaxy-galaxy lensing signal, but
we adopted the conservative cut for small scales so that our
analysis is not affected by baryonic effect.

hidden and the analysis team is not allowed to see
the values of cosmological parameters used in the
theoretical models. When the analysis team makes
plots showing the credible intervals of cosmological
parameters (i.e., posterior distribution), the central
value(s) of the parameter(s) are shifted by the mode
value of the baseline 3 x 2 pt analysis, without any
inspection of the mode value. The plotted figures
only display the range of the credible interval(s).
With this blinding method, we can evaluate how the
cosmological parameters change by each analysis
setup compared to those of the baseline analysis.
Before unblinding the results, the analysis team is
not allowed to compare the posterior of cosmologi-
cal parameter(s) or the best-fit model the predictions
to external findings such as the Planck CMB
cosmology.

Please refer to Sec. II B of More et al. [23] for more
details regarding the creation of the fake catalogs in a
manner that minimizes the possibility of the analysis team
inadvertently unblinding the results. Although using these
catalogs necessitates the analysis team performing the same
analyses three times, this approach avoids the need for a
reanalysis upon unblinding the catalogs.

The set of the three shape catalogs used in this paper is
shared with the two companion papers, More et al. [23] and
Sugiyama et al. [24]. The first of these presents the details
of the measurements of clustering observables used in this
paper. The companion paper Sugiyama ef al. [24] presents
the cosmological parameter estimation from the same
signals as that of this paper, but using the perturbation
theory based model template that is compared to the signals
on scales with the larger scale cuts of (8,12)4~! Mpc for
w, and AZX, respectively.

We imposed the following criteria for deciding to
unblind our results:

(i) Analysis pipeline codes are made available to
collaboration members and some specific members
are assigned to review each part of the code.

(i) Various analysis setups, described in Table III, are
tested to ensure that the cosmological constraints are
robust to the different setups. We check whether a
significant shift in Sg, >0.50, (where ¢ is from the
baseline 3 x 2 pt analysis), is found from any of the
analysis setups. If such a shift is found, we check
whether it is consistent with the statistical scatter by
comparing the shift with the distribution of Sg values
estimated from a set of hypothetical analyses using
100 realizations of the synthetic noisy data vector. In
particular we check how the Sg value changes for
different scale cuts as a flag for the assembly bias
effect (see Sec. VIB for detailed discussion).

(iii) Internal consistency tests to check whether an
estimation of the key cosmological parameter
changes, compared to that from the baseline analysis
method, using subsets of data vector and/or different
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analysis methods, where the different methods are
based on more flexible models of galaxy-halo
connection including the incompleteness and off-
centering effects of central galaxies (see Table II).

(iv) Quantify the goodness of fit of the best-fit model
predictions to the data vector in each of the three
blind catalogs.

Once the collaboration agrees to unblind the analysis, the
analysis-level unblinding is first removed by the analysis
team. The final catalog-level unblinding happens a few
hours later. The analysis team resolved that the results
would be published regardless of the outcome, once the
results are unblinded. Furthermore, the analysis method
could not be changed or modified after unblinding.
Following these agreed rules, we unblinded the results at
our regular telecon on Dec 3, 2022 in JST. The figures
shown in this paper, unless otherwise noted, were made
prior to unblinding, with only the axes changed after
unblinding to show true values.

V. RESULTS

In this section we show the main results of this paper, the
cosmological parameters estimated from the joint measure-
ments of AX(R), w,(R) and &, (8) for the HSC-Y3 and
SDSS catalogs. All the analyses in this section are done
before unblinding, and the results are presented without any
change after unblinding.

A. ACDM constraints

The shaded contours in Fig. 1 are the 1D and 2D
posterior distributions of the key parameters, Sg, og and
Q. for flat ACDM model, obtained from the baseline
3 x 2 pt analysis setup of the HSC-Y3 data as given in
Table III. The central value and credible interval for each
parameter are given as

Q, = 0.38210927(0.401),

oy = 0.68510052(0.696),

Sg = 0.763 10050 (0.805),
Azy, = —0.05 £ 0.09, (40)

where the number in parentheses denotes the value for the
MAP (maximum a posteriori) model in the sampled chains.
The HSC-Y3 3 x 2 pt analysis achieves about 5% frac-
tional accuracy in the Sg parameter. Note that the clustering
signal has the highest signal-to-noise among the three
observables, and it is sensitive to both Q_, and g as shown
in Fig. 2 in [15].

Figure 2 shows that the best-fit (MAP) model fits all the
measured quantities simultaneously over the range of radial
or angular separations that are used in the cosmology
analysis. We note that our cosmology analysis does not
include the information in the deeply nonlinear regime such

as the 1-halo term regime, e.g., R < a few h~! Mpc corre-
sponding to the virial radii of massive halos. Nevertheless
we stress that the use of Dark Emulator is critical to accurately
model the clustering observables on scales in the mildly
nonlinear regime. If we use the simpler perturbation-theory
based model (Sugiyama et al. [24]), it cannot describe the
signals well in the range of scales we use in this paper (also
see Ref. [7]).

In Fig 3 we evaluate the goodness-of-fit of the best-fit
model to the measured signal. To do this evaluation, we
generate 100 realizations of noisy mock data vectors using
the “full” covariance matrix; the full covariance includes
the elements in radial or angular bins outside those used in
our cosmology analysis and the cross-covariance terms that
describe correlated scatter between the observables, i.e., the
galaxy-galaxy weak-lensing signals for the different lens
subsamples and cosmic shear as shown in Fig. 6 in More
et al. [23]. The histogram in Fig. 3 shows the distribution of
the y%-value of the MAP model prediction for each of the
100 realizations. We find that the y> values tend to exceed
that expected from the degrees of freedom, v = 90 — 28 =
62 (see Table III). We ascribe this excess to severe
parameter degeneracies; some of the model parameters,
especially the HOD parameters, are not well constrained by
the data vector. The histogram can be compared to the y?
value of the actual HSC-Y 3 and SDSS analysis (solid black
line), showing that the observed y* value is near the middle
of the distribution. Hence, we conclude that the best-fit
model is quite acceptable. Note that we perform this test
before unblinding. In addition, the covariance used to
generate the noisy mocks does not include the multiplica-
tive bias correction described in Sec. VA in More et al.
[23], but we confirm that the y? value of the actual analysis
would not change significantly compared to the width of
the y? distribution for a possible range of the catalog-level
blinding (for details of catalog-level blinding, see More
et al. [23]), which means we know that we do not
accidentally unblind the analysis through this test.

B. Internal consistency tests

As self-consistency tests, we performed the cosmologi-
cal parameter estimation for each of the different setups
listed in Table III, before unblinding. The cosmological
constraints for each setup are shown in Fig. 4 and the mode,
credible interval, and MAP value of each parameter are
summarized in Table V of Appendix B. We find that the Sg
parameter is robust to these different tests, changing by
< lo in each case. The exception is the test in which the
residual photo-z error parameter is fixed to Az, =0, i.e.,
the case in which the mean redshift of HSC source galaxies
is assumed to be perfectly estimated based on their photo-
z’s. The test using the fixed Az,, = 0 gives a smaller error
bar in Sg and gives a sizable shift in the central value of Sg
(1.50 where o is taken from the test with fixed Azy,). This
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FIG. 1.

The 1D and 2D posterior distributions in the sub-space of Sg, og and Q,, for the flat ACDM cosmology. The blue dark (light)

shaded regions denote the 68% (95%) credible interval, respectively, for our HSC-Y3 3 x 2 pt baseline analysis in Table III. For
comparison we show the results for other recent cosmological analyses. The red contours are from the DES-Y3 3 x 2 pt analysis [8].
The blue contours are from the KiDS-1000 analysis [9] with cosmic shear (“CS”) and galaxy-galaxy weak lensing (“GGL”) (see text for
details). The green contours are the Planck 2018 results using the primary CMB anisotropy information (“TT, TE, EE + lowE”) [11].
Note that the degeneracy direction of the HSC-Y3 result in each 2D subspace of the parameters are different from those of DES-Y3 and
KiDS-1000, since the relative constraining powers of the cosmological parameters for different observables are different.

indicates the existence of a nonzero residual photo-z error
as discussed below. Some tests show a scattered shift in the
values of Q, and oy, but such shifts are also seen in the
validation tests using the mock catalogs. We did not find
any significant shift of Sg compared to the tests using the
mock data, or did not find any evidence of unknown
systematic effects in our results. We also note that the shifts
in these parameters are likely due to projection effects of
the non-Gaussian posterior distribution in the full-dimen-
sional parameter space. In Appendix B we give a detailed
discussion of the internal consistency tests.

In Fig. 5 we compare the cosmological constraints from
the different cosmology analyses using the HSC-Y3 data.
Although the result “3 x 2 pt large-scale” uses the same
data vector as that in this paper, the analysis uses the

perturbation theory based theoretical template to compare
with the measurements at R > 8 and 124~ Mpc for w, and
AZ, respectively, where the perturbation theory model is
valid (Sugiyama et al. [24]) The other two results are from
the cosmic-shear tomography analyses using the cosmic
shear two-point correlations [25] and the power spectra
[26]. The three sets of analyses (both 3 x 2 pt analyses, the
real-space cosmic shear analysis and the Fourier-space
cosmic shear analysis), performed blinded cosmology
analyses using different blinded catalogs, and we made
this comparison plot after the unblinding. The cosmological
results from all the four analyses, especially the Sg results,
are in good agreement with each other. This is quite en-
couraging, because the constraining power of the 3 x 2 pt
analyses is mainly from the clustering (w,,) information of
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FIG. 2. The green solid line in each panel denotes the model prediction at the maximum a posteriori (MAP) for the baseline analysis in
Fig. 1, while the data points with error bars are the measured signals. The upper-row three panels are for the projected correlation
functions of galaxies, wp(R), for the LOWZ, CMASS1 and CMASS2 samples in the redshift ranges z = [0.15, 0.35], [0.43, 0.55]
and [0.55, 0.70], respectively. The middle-row three panels are for the galaxy-galaxy weak lensing using the HSC galaxies as
source sample, AX(R), for the same LOWZ, CMASS1, and CMASS?2 samples as lens samples, respectively. The bottom-row two panels
are for the cosmic shear correlation functions, &, (8). For illustration purpose, we show R X w,,(R), R x AX(R) and 9 x £, (8). The red
shaded regions around the green line denote the 68% and 95% credible intervals of the model predictions in each separation bin, which
are computed from the posterior distributions in the Bayesian cosmology inference. Note that the errors are computed from the diagonal
components of the covariance matrix. The blue-color shaded region in each panel denotes the range of projected or angular separation

bins that is used for the cosmology analysis.

SDSS galaxies and the two cosmic shear constraints are
sensitive to different scales in the cosmic shear information
of HSC-Y3 data due to the different scale cuts in the real-
and Fourier-space. We also emphasize that the two cosmic
shear analyses adopted the uninformative prior on the
residual photo-z error parameters for the two high-redshift
tomographic bins, z3 and z4, that correspond to redshifts at
72 0.9. If the cosmic shear analyses employ informative
priors on the photo-z error parameters, the Sg parameter is

shifted and the agreement in Fig. 5 cannot be realized.
Hence, all the cosmological analyses indicate a nonzero
residual systematic error in the photo-z estimates of such
high-redshift HSC galaxies.

C. Comparison with external data and Sg tension

In this section, we discuss the comparison of our
HSC-Y3 result with external cosmology results (see
Fig. 1). Note that, as we described in Sec. IV, we never

123517-22



HYPER SUPRIME-CAM YEAR 3 RESULTS: COSMOLOGY FROM ...

PHYS. REV. D 108, 123517 (2023)

T T T T T T T T T T T T T T T T T
—— Obs: x> =85.1
noisy mocks

)
=
am
40 60 80 100 120
X*(6riap)
FIG. 3. An evaluation of the goodness-of-fit of the best-fit

(MAP) model in Fig. 1. The histogram shows the distribution of
the > values at the MAP model, obtained by applying the same
baseline analysis to 100 noisy mock datasets (see text for details).
The vertical black line denotes the measured y>-value (y*> = 85.1)
at MAP for the actual analysis of HSC-Y3 and SDSS data. The
probability of finding the y? value larger than the observed value
(p value) is about 41%.

compared the HSC-Y3 results with external cosmology
results during the blind analysis stage, and made plots like
Fig. 1 only after unblinding. For the CMB constraints, we
consider the “Planck2018” results [11], from the analysis
where the primary CMB temperature and E-mode polari-
zation anisotropy information (“TT, EE, TE + lowE”) are
used and the neutrino mass is fixed to 0.06 eV as we did in
our setup. To obtain the posterior distribution we used the
public chain “base/plikHM_TTTEEE_lowl_lowE” avail-
able from the website.'* For the posterior distribution of the
DES Year 3 (“DES-Y3”) result, we used the public chain,'5
which is the result obtained from the 3 x 2 pt cosmological
analysis using the photometric “MagLim” samples for both
lens and source galaxies [8]. For the “KiDS-1000" result,
we used the public chain'® to exhibit the result from a joint
analysis of cosmic shear (“CS”in the legend) and galaxy-
galaxy (“GGL”) weak lensing in Heymans et al. [9], where
the spectroscopic samples in BOSS and the 2-degree field
lensing survey (2dFLenS) were used as the lens samples in
the galaxy-galaxy weak-lensing measurements. Note that
the 3 x 2 ptresults from KiDS-1000 include baryon acoustic
oscillation (BAO) information in the BOSS galaxies that can
give a tighter constraint on ,,, so we instead refer the above
2 x 2 pt CS x GGL result as KiDS-1000. For both the
DES-Y3 and KiDS-1000 analyses, the weak-lensing observ-
ables are angular correlation functions—y7(6) and/or w(6)—
rather than AX(R) and w,(R).

14https://pla.esac.esa.int/plalaio/product—action?COSMOLOGY
.FILE_ID=COM_CosmoParams_fullGrid_R3.01.zip.

Phttps://des.ncsa.illinois.edu/releases/y3a2/Y 3key-products.

https://kids.strw.leidenuniv.nl/DR4/KiDS-1000_3x2pt_
Cosmology.php.

Figure 1 shows that the HSC-Y3 result is generally
consistent with the DES-Y3 and KiDS-1000 results
within the credible intervals. However, the degeneracy
direction of the HSC-Y3 result in each 2D subspace of
the parameters are different from those of DES-Y3 and
KiDS-1000, as the relative constraining powers of differ-
ent observables for the cosmological parameters (after
marginalizing over other parameters) are different. For
our case, the galaxy-galaxy clustering of BOSS galaxies
has the most constraining power, after lifting the param-
eter degeneracies between the galaxy bias and the
cosmological parameters with the weak-lensing informa-
tion as we will discuss below. Note that these data sets do
not share the same priors. We defer the analysis under
homogenized priors to future work.

Extending the definition of Sg to S5 = 03(€,,/0.3)* with
a being a free parameter, we find that the best-constrained
parameter is a=~0.22: with this value, we find S§ =~
0.721 £ 0.0279, the fractional precision is 4%. This preci-
sion is 30% smaller than the 6(Sg) ~ 0.040 for the standard
Sg in Eq. (40). If we compare the width of the 2D contour
along the narrowest direction in the (€2, Sg) subspace in
Fig. 1, the HSC-Y3 result is comparable with the KiDS-1000
result, but is somewhat larger than the DES-Y 3 result. This is
partly due to our use of an uninformative prior on the residual
photo-z error parameter (Azpy,). If we employ a tighter prior
on Az, such as the prior width inferred from the original
photo-z estimate, o(Az,,) ~ O(1072), we can obtain a
tighter credible interval, however, the central value of Sy
shows a non-negligible shift. Hence, Az, is a key parameter
in our analysis to obtain a robust estimate of the cosmological
parameters, and we decided to adopt the uninformative prior
of Azy, during the blind analysis stage before revealing the
central value of Sg. In Sec. VI A, we will give a more detailed
discussion of how different treatments of the residual photo-z
error, e.g., informative vs uninformative prior, alter our
cosmological constraints.

Figure 1 displays a 2oc-level tension between the
HSC-Y3 3 x 2 pt result and the Planck 2018 result. To
quantify the possible tension, we use the methods deve-
loped in Park [104] and Rozo [105], which are called
eigentension and tensiometer, respectively (also
see Ref. [106]).

For the eigentension method, we start by diagonal-
izing the covariance matrix of cosmological parameters to
find the eigenvectors and eigenvalues. Among the five
cosmological parameters in our 3 x 2 pt analysis n, and @y,
are prior dominated, so we focus on the parameters, og, Q,,,
and w.. When we diagonalize the covariance matrix
of these parameters, obtained from the chains in our
baseline analysis, we find the two eigenvectors, (eg, e;) =
(0302 1°Q%%8, 0. Q%346040), are well-constrained by the
HSC-Y3 3 x 2 pt observables compared to the prior
widths, while the third eigenvector is prior dominated.
If we compute the posterior distribution of the eigenvector
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FIG.4. A summary of the cosmological parameters and the residual photo-z error parameter Az, estimated from each of the different
analysis setups in Table II1. The vertical dashed line in the panel of Az, denotes Az, = 0, i.e., the case of no residual photo-z error or
equivalently the case that the mean redshift estimate of HSC source galaxies inferred from the photo-z estimates is perfect. As our
default choice, we employ the uninformative flat prior on the residual photo-z error, I1(Az,,) = U(~1, 1). As explained in Table III, the
analysis with superscript “*” denotes an analysis using the informative Gaussian prior on the photo-z error, given by A" = (=0.06, 0.08),
which is inferred from the posterior of the baseline 3 x 2 pt analysis. The analysis with superscript “ " denotes an analysis using the
Gaussian prior on Az, with mean around Azy, = 0, given by TT(Azy,) = N(0,0.1). The analysis with label “o(Azy,) = 0.2 prior”

denotes the result using the Gaussian prior, IT(Azy,) = N(0,0.2).

differences, defined as (Aeg, Aey) = (eq, €1)uscys —
(€9, €1)planck» from the two chains of the HSC-Y3 baseline
analysis and Planck 2018, we find that the point where the
two data sets are consistent with each other, i.e.,
(Aeg, Aey) = (0,0), is located at ~2.5¢ in the posterior.
Note that this method allows us to compute the posterior
distributions of these parameter differences from the
existing chains of HSC-Y3 and Planck, as long as the

two datasets are independent [107]. Thus, we conclude that
the HSC-Y3 result displays a 2.5¢ tension with the Planck
2018 result.

To implement the tensiometer method, we use the
publicly-released code."” This code allows us to generate

Yhttps://github.com/mraveri/tensiometer.
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FIG. 5. Comparison of the cosmological constraints from the

different cosmological analyses of the HSC-Y3 data. The result
labeled as “3 x 2 pt large scale” uses the same data vector as that
in this paper, but uses the perturbation theory based model
template when comparing the predictions to the measurements on
large scales (Sugiyama et al. [24]). “Cosmic shear tomography:
Real” is the result from the cosmic shear tomography analysis
using the real-space cosmic shear correlation functions with 4
tomographic redshift bins (Li et al. [25]). “Cosmic shear
tomography: Fourier” is from the cosmic shear tomography
using the cosmic shear power spectra (Dalal er al. [26]). The
two cosmic shear results use the different scale cuts.

the posterior distribution of the three parameter differences,
(Aog, AQ,,, Aw,), from the two chains of the HSC-Y3
baseline analysis and Planck 2018 using machine learning
modeling of the posterior distribution with normalizing
flows. It then quantifies a disagreement significance in the
full 3d parameter space; we find a 2.7¢ tension between the
HSC-Y3 and the Planck 2018 results, in close agreement
with the estimate from eigentension above.

Hence, we conclude that the HSC-Y3 3 x 2 pt result has
about 2.5¢ tension with the Planck 2018 constraints within
the flat-geometry ACDM framework.

In addition, we find that one the total neutrino mass is
freed up in the Planck 2018 primary CMB analysis'® the Sg
tension is reduced. This is not a fair comparison, since the
total neutrino mass is fixed in the HSC-Y3 3 x 2 pt
analysis due to the limitation in Dark Emulator. However,
given that the large-scale structure probes are less sensitive
to the neutrino mass than the primary CMB, the alleviation
of the Sy tension is likely the case. A 3 x 2 pt analysis with

"®The chain is provided by the DES-Y3 analysis team at
https://desdr-server.ncsa.illinois.edu/despublic/y3a2_files/chains/
chain_planck_des_lcdm.txt.

free total neutrino mass using an updated version Dark
Emulator iS planned to be carried out in the future.

VI. DISCUSSION

A. An implication of residual
systematic photo-z error

A notable aspect of this study, compared to other weak-
lensing cosmology analyses, is that we estimate the
cosmological parameters employing an uninformative prior
on the residual photo-z error parameter of source galaxies;
Azpy: U(=1,1) (see Table II). This is a conservative setup
which is equivalent to the case in which we do not adopt
any prior knowledge about the mean redshift of HSC
source galaxies. In this section, we show how the self-
calibration of the photo-z error parameter is achieved by
our method, and also study how the cosmological para-
meters change when using different priors on Az,

The left panel of Fig. 6 shows how the residual photo-z
error parameter Az, is calibrated by combining the differ-
ent observables. For the 2 x 2 pt (AX X w;) analysis and
the cosmic shear, we also employ the flat prior /(—1, 1) for
Azp,. The figure shows that the different observables are
complementary to each other and Az, is accurately
estimated by combining the three observables."” The
self-calibration of Az, is achieved by comparing the
galaxy-galaxy weak-lensing signals for the three lens
subsamples (LOWZ, CMASS1 and CMASS2) at the
three different spectroscopic redshifts and the cosmic shear
signals for the same source galaxies. The baseline 3 x 2 pt
analysis suggests the photo-z shift is consistent with zero,
ie., Az, = —0.05 £ 0.09. Furthermore, if we focus on the
Q,, = 0.3 cross section of the posterior, where Q, ~ 0.3 is
indicated by measurements of BAO or the galaxy clustering
e.g., [21], one fits an even larger bias, Azp, ~—0.2, as we
will below study in more detail. This case also implies a
lower value of Sg, since Azy, and Sy are positively
correlated. Hence, employing an uninformative flat prior
of Az, is important to obtain an unbiased estimate of Sg, if
the nonzero Azp, is genuine. Encouragingly, a similar
residual photo-z error for HSC source galaxies at high
redshifts is also implied by the real- and Fourier-space
cosmology analyses of HSC-Y3 cosmic shear tomography
in Li et al. [25] and Dalal et al. [26], respectively. For these
cosmology analyses, the photo-z error parameters for the
two high-z bins (corresponding roughly to our source
galaxy sample) are calibrated by the cosmic shear signals
relative to those in the lower redshift bins that are more
reliably estimated by the photo-z and the cross-correlation
method [91]. Thus the photo-z error calibration by the
cosmic shear methods is somewhat independent from
the calibration of the 3 x 2 pt method in this paper.

We actually find the same trend in the mock test.
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FIG. 6. The importance of the uniformative prior on the residual photo-z error parameter (Az,,) in the cosmology analysis. Left panel:
the 1D and 2D posterior distributions obtained using the different observables: the baseline (3 x 2 pt), the 2 x 2 pt (AX x wy,), and the
cosmic shear correlations. For all the analyses, we employ the flat prior of Azy,: U (—1,1) as our baseline analysis. Right: the posterior
distributions for the 3 x 2 pt analyses when using the different priors of Azpy,: the baseline analysis (the flat prior), the Gaussian prior of
N(0,0.1) and the case fixing Azp, = 0, respectively. The result of Az, = 0 approximately corresponds to the case where the redshift
distribution of HSC source galaxies is as inferred from the photo-z estimate, because the prior is as informative as D'(Ath) ~ 1072, The
different treatments of Az, affect the mode value and the size of the credible interval of the cosmological parameters.

Furthermore, this trend is consistent with what Leauthaud
et al. [108] reported. They compared galaxy-galaxy lensing
signals of the DR12 BOSS galaxies [41] using shapes from
multiple surveys including the CFHT Survey of Stripe 82
[CS82; [109]], DES-Y1 [110,111], KiDS-VIKING-450
[KV450; [112]], and HSC-Y1 [34], and found that the
amplitude of lensing measurement with the HSC-Y1
shapes tends to be higher than others, which could be
attributed to the fact that the HSC-Y1 source galaxies are at
the highest redshift among the surveys, and the amplitude
can be lowered if the actual source redshifts are higher than
photo-z estimates. While the approach to photo-z estima-
tion and ensemble n(z) inference differs for our HSC-Y3
analysis than for the HSC-Y1 catalog used in that work, the
similarity in results suggests that the issues with mean
redshift estimation for higher redshift samples are qualita-
tively similar. On the other hand, Amon et al. [113]
reported that after updating the KV450 and DES-Y1
catalog to the KiDS-1000 [114,115] and DES-Y3 [116-
118] catalog, there are no deviation of lensing signals
measured with the HSC-Y1 catalog from those with
KiDS1000, DES-Y3, and KiDS1000 + DES-Y3.

B. Assembly bias

One concern in the halo model based analysis is the effect
of possible assembly bias of the SDSS galaxies on the

cosmological parameters [15,119]. Even if we use the w, and
AY information on scales greater than the size of most
massive halos, R>2 and 3h~! Mpc, respectively, the
galaxy-galaxy lensing (AX) contains information on the
interior mass of halos hosting the SDSS galaxies, which
in turn lifts degeneracies in the galaxy-halo connection
in the clustering amplitudes of the 2-halo term regime.
If the SDSS galaxies are affected by assembly bias, it could
cause a bias in the cosmological parameters, because of a
breakdown in the simple galaxy-halo connection as a
function of halo mass. To test the impact of possible assembly
bias, we perform the parameter estimation using the different
scale cuts, R = [4,6] or [8,12]h~! Mpc, respectively. On
sufficiently large scales, galaxy-clustering properties are
governed by gravity, and the correlation coefficient function
of galaxy-clustering approaches to the simple relation
irrespective of galaxy types including a galaxy sample with
assembly bias, given by &g/ [EmmEeg]'/* 2 1 [see Fig. 6 in
Ref. [120], for the results using the [llustris hydrodynamical
simulations] [also see [15,20]]. As demonstrated in Miyatake
et al. [15], if we adopt the large scale cuts of [8, 12]2~! Mpc,
the clustering signals are safely in the 2-halo term regime, and
the cosmology analysis can recover the cosmological param-
eters even if the assembly bias effect exists.

Figure 7 shows the posterior distribution when using the
different scale cuts, R = [4,6] or [8, 12]A~" Mpc for the w,
and AX signals, respectively, in the cosmology analysis.
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FIG. 7. The posterior distributions of the cosmological para-
meters when using different scale cuts of R =[4,6] or
[8.12]A" Mpc for the w, and AX signals, respectively, in the
cosmology analysis. The gray contours are the same as those in
Fig. 1. Note that we used the Gaussian prior of the residual photo-
z error parameter, N'(—0.06,0.08), that is inferred from the
baseline 3 x 2 pt analysis and the results include the cosmic shear
information too, where we used the same range of the angular
separations as in the baseline analysis.

Even if we use the largest scale cut R = [8, 12]A~! Mpc,
the cosmological parameters are almost unchanged. In fact,
the cosmological parameters for the baseline analysis are
also consistent with the results obtained using the pertur-
bation theory based method in Sugiyama et al. [24] as
shown in Fig. 5. Thus, the clustering signals do not exhibit
any signature of the assembly bias effect. While the results
for R = [4,6]h~" Mpc show a shift in the posterior dis-
tribution, we checked that the shift is caused primarily by
upward scatter in the data points of AX around the scale cut
for the LOWZ and CMASS1 subsamples (see Fig. 2),
which causes the code to prefer unphysical regions of the
HOD parameters and then leads to a shift in cosmological
parameters. We found that, if we remove the scattered data
points, the shift in cosmological parameters do not occur.

As a further sanity check, we run the cosmology analyses
for 100 realizations of the mock data vector that do not
include the assembly bias effect. Note that for this test, we
employ the photo-z prior indicated from the (2,3)h~! Mpc
scale cut analysis for the (8, 12)h~! Mpc scale-cut analysis
in each realization as we did in the actual analysis. Figure 8
shows in the difference in the Sg values with different scale
cuts we found from the real HSC-Y3 data occur with a
reasonable chance. The two arrows in the figure show a
shift in the Sg values found from the two assembly bias

— AS™ = —0.003 (p = 0.5)

Prob

[ &= assembly-b
4= assembly-b-ext

T0.050 —0.02  0.000  0.02  0.050
ASg: (8,12) - (2,3)

FIG. 8. The shaded histogram shows the expected distribution
of the differences between the Sy values obtained from the
3 x 2 pt analyses using the different scale cuts of (2, 3) and
(8,12)h~" Mpc for w, and AZ, respectively, assuming that w,
and AX are not contaminated by the assembly bias effect. To
obtain the distribution, we perform the same cosmology analysis
on each of the 100 realizations of the noisy mock data vector.
Note that in this inference simulation, we employ the prior on the
residual photo-z error, Az, obtained from the fiducial analysis of
(2.3)h7! Mpc scale cut to each realization for the (8, 12)-
analyses, as we did for the actual analysis. When there is no
assembly bias effect, the Sg values from the (2, 3)- and (8, 12)-
scale cuts should be consistent with each other, and the actual
observed difference of Sg, as denoted by the vertical solid line,
is consistent with the distribution from the synthetic data
vector. The probability of finding ASg larger than the observed
value (p-value) is about 50%. The two arrows indicated by
“assembly-b” and “assembly-b-ext” denote the expected differ-
ence values of Sg obtained from the simulated synthetic data, where
assembly bias effects with different amplitudes are included.

mocks that we use in our validation tests (see Appendix A),
and the Sy difference is located at the tail of the 100
realizations, significantly displaced from the measured
difference value. Thus we conclude that our cosmology
results are unlikely to be affected by assembly bias.

C. Postunblinding analysis: The impact of Q,, prior

During the blind analysis stage (see Sec. [V), we did not
compare the posterior distribution of the cosmological
parameters in our analysis with any external datasets.
Our main result of Fig. 1 indicates a higher Q, than the
Planck constraint. Q, is well constrained by the baryon
acoustic oscillation information in galaxy clustering [121]
for flat-geometry ACDM model. Since we did not inten-
tionally include the BAO information of SDSS galaxy
clustering in our analysis, here we study how a BAO-
motivated prior of Q, affects our results, as part of our
postunblinding analysis. To do this, we employ the Gaussian
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FIG. 9. The posterior distribution of the parameters when the
Gaussian prior of T1(Q,,) = N(0.3,0.01) as motivated by BAO
constraints is added. This analysis was done as a part of the post-
unblinding analysis.

prior given by Q. : N(0.3,0.01) in the baseline 3 x 2 pt
analysis, where the central value of Q_, and the width of
6(Qp) = 0.01 are roughly consistent with the constraints
obtained from the BAO analyses [122,123] (also see
Ref. [124] for the CMB-independent constraint).

Figure 9 shows the 2D posterior distributions of the
parameters. We find

Sg = 0.73210037(0.738),
Azy, = —0.13310077(—0.132). (41)

The prior of Q,, sightly lowers the central value of Sg, and
also indicates a larger central value of |Az,, | than we found
for the fiducial analysis [Eq. (40)]. If we apply the eigen-
tension method to quantify a tension between the HSC
3 x 2 ptanalysis and the Planck result, we find the tension is
at about 2.4¢, almost no change from the result in Sec. V C.

VII. CONCLUSION

In this paper we have carried out a cosmology analysis
combining three clustering observables, the projected corre-
lation function (w,), galaxy-galaxy weak lensing (AX), and
cosmic shear correlation functions (£, ). These quantities are
measured from the spectroscopic SDSS galaxy samples as
lens samples of AX and tracers of the w,,, and the HSC-Y3
photometric galaxy samples for source galaxies in the AX
and £, measurements. One of the most important aspects of
our analysis is that we use a single source sample in the weak-
lensing measurements, allowing us to self-calibrate the

residual error in the mean redshift of source galaxies, which
is one of the most important systematic effects in weak-
lensing cosmology. We do so by comparing the relative
AX-amplitudes for the three spectroscopic lens subamples
and the cosmic shear signal, as suggested in Oguri and
Takada [14]. We employ a completely uninformative flat
prior, U(—1, 1), for the residual photo-z error parameter Az,y,
in our cosmology analysis. We showed that, with the
statistical power of the HSC-Y3 data, we can estimate the
cosmological parameters and the photo-z parameter Az,
simultaneously. We decided on this analysis setup during the
blind analysis stage, without looking at the estimated values
of cosmological parameters, and we froze the analysis
method including the flat prior of Az, before unblinding.
This allowed us to obtain a robust estimate of the cosmo-
logical parameters, which minimizes the impact of the
possible photo-z errors, even at the cost of larger error bars
of the cosmological parameters.

The parameters we obtained for the flat ACDM model are:
Q, = 0.3827003) 6 = 0.68570052 Sy = 0.7631004, and
Azp, = —0.05 £ 0.09 after marginalizing over a number of
other parameters. Thus, we have estimated Sg with a frac-
tional precision of 5%. Extending the Sg definition to
S = 05(€2,/0.3)%, we showed that our method gives the
best constraint with a = 0.22; we find S5 = 0.721 + 0.028
witha = 0.22, about4% fractional precision. These Sg values
are lower than indicated by the Planck CMB result. Using the
tension metric in Refs. [104,105], we quantified the tension to
be about 2.5¢. We plan to use extended models such as dark
energy models, i.e., w # —1, or model templates with varying
neutrino masses for the HSC-Y3 3 x 2 pt analysis to study
whether the Sg tension is relaxed. This requires a joint
likelihood analysis of the HSC-Y3 3 x 2 pt and the Planck
data using such extended models. By doing so, the large
impact of neutrino mass on CMB alleviates the Sg tension.

We also showed that when our HSC-Y3 analysis is
combined with the external BAO constraints on Q.
with A(0.3,0.01), the parameters are changed to Sg =
0.73210%59 and Az, = —0.133%0¢7). This result indicates
a 20-level residual photo-z error, implying that the mean
redshift of the HSC galaxies at z 2 0.7 is higher by |Az| =
0.133 than implied by the photo-z estimates. Interestingly,
such a large photo-z bias for the high-redshift HSC galaxies
is also indicated in the companion works of the HSC
cosmic shear tomography analyses (Li et al. [25] and Dalal
et al. [26]). For the cosmic shear analyses, the photo-z’s at
the high redshifts are calibrated by the cosmic shear
amplitudes at different redshift bins, while the photo-z
error in our method is calibrated by the combination of the
galaxy-galaxy lensing signal of the spectroscopic SDSS
galaxies and the cosmic shear.

We stress that we carried out all our cosmology analyses,
the 3 x 2 pt analyses and the real- and Fourier-space cosmic
shear analyses, using different blinded catalogs. We did not
compare the cosmological constraints from the different
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methods during the blind analysis stage. After unblinding we
found that all cosmological constraints are in agreement with
each other, and also indicate a nonzero residual photo-z error
for the high-redshift HSC galaxies. The significance of the
nonzero residual photo-z error and the consistency tests of
these HSC cosmology results are studied and presented in the
upcoming paper, Sugiyama et al. [125] using a mock analysis
of these HSC cosmology analyses taking into account the
cross covariances between the different observables. Thus
the HSC results might suggest an unknown systematic error
in the photo-z estimates for high-redshift galaxies that are not
calibrated out by the COSMOS data. The upcoming spectro-
scopic samples to be delivered from the DESI*’ and PFS
surveys [126] will be very powerful samples for calibrating
these high-redshift photo-z’s using the clustering redshift
method to higher redshifts, z = 1 [91]. If we can constrain the
photo-z systematics to the precision of o(Az,,) ~O(1072),
we can significantly improve the precision of our Sg con-
straint even with the current HSC-Y3 data.

There are various directions to improve the cosmological
constraints in this paper. First of all the cosmological analysis
in this paper is based on the HSC Year 3 dataset of 416 deg?,
which is about one-third of the full HSC dataset covering
about 1,100 deg?. Obviously, it is worth pursuing this
possible Sg-tension with the full HSC dataset. In addition,
this paper uses the projected correlation function of the SDSS
galaxies for the joint analysis. In this paper we intentionally
did not include the BAO information or the redshift-space
distortion (RSD) effect that can be measured from the
redshift-space three-dimensional correlation function or
power spectrum. Since the BAO and RSD information are
very powerful probes of cosmological parameters, it would
be very interesting to explore a full joint analysis of the
galaxy-galaxy weak lensing, the cosmic shear and the
redshift-space power spectrum. In our future work, we will
do this, using an emulator-based method similar to that in this
paper to model the redshift-space power spectrum of galaxies
based on the redshift-space halo power spectrum and the halo
occupation method [21]. Lastly, our method can be applied
for the Stage-1V surveys, i.e., ground-based survey: Vera C.
Rubin Observatory Legacy Survey of Space and Time
[LSST; [127]], and space-based surveys: Euclid [128] and
the Nancy Grace Roman space telescope [Roman; [129]], by
which statistical uncertainties will be significantly improved.
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APPENDIX A: MODEL VALIDATION
WITH MOCK GALAXY CATALOGS

In this section we describe the validation tests of our
modeling and analysis methods that we perform as one of
the unblinding criterion. Table IV summarizes the synthetic
data vectors used for validation tests. For AX and w, we use
the same data vector as described in Miyatake et al. [15]

except for the synthetic data labeled as “Az,, = —0.2” and
“Azpn = —0.27 For £, we use the data vector described
in Sugiyama et al. [24]. Note that we take extreme cases
for the baryonic effect on &, by setting A,y = 1.6 and

TABLE IV. A summary of mock signals used for the validation tests (see Miyatake et al. [15] for the details). All the mock catalogs,
except for “cent-imcomp.” and “FoF-halo” catalogs, have the same HOD in the average sense, but use the different ways to populate
galaxies into halos in N-body simulations. The column “satellite gals.” denotes a model of the spatial distribution of satellite galaxies in
the host halo. In the columns of AX, w;,, and &, , “v” or ““”” denote whether they are modified from the fiducial mock or not, respectively.
Note that the “assembly-b” and “assembly-b-ext” are the worst-case scenarios, where we implemented the overwhelmingly large
assembly bias in the sense that the catalogs give the larger clustering amplitudes in w,, than those of the fiducial mocks (where the halo
bias is simply given by the host halo mass) by a factor of 1.3 and 1.5 for the mock LOWZ, CMASS1 and CMASS?2 galaxies (Fig. 5 of
Miyatake et al. [15]).

Setup label HOD  Satellite gals. AZX Wy &L Description
3x2pt fid. NFW Fiducial model
2x2pt* fid. NFW Not  Without &, using Az, posterior from 3 x 2 pt analysis
applicable as a prior
Cosmic shear” Not Not Not Not Without AX and wy,, using Az, posterior from
applicable  applicable applicable applicable 3 x 2 pt analysis as a prior
NonfidNsat fid. NFW v v Populate satellites irrespectively of centrals
Sat-dm-dist fid. DM part. v v Populate satellites according to N-body particles
Sat-sub fid. subhalos 4 v populate satellites according to subhalos
Off-centl fid. NFW v v All centrals off-centered, with Gaussian profile
Off-cent2 fid. NFW v v A fraction (0.34) of “off-centered” centrals, assuming
Gaussian profile
Off-cent3 fid. NFW v v Similar to “off-centl,” but with NFW profile
Off-cent4 fid. NFW v v Similar to “off-cent2,” but with NFW profile
Baryon fid. NFW v Mimic the baryonic effect of I11lustris on the
halo mass profile
Assembly-b-ext fid. NFW v v Populate galaxies according to concentrations of host halos
Assembly-b fid. NFW v v Similar to “assembly-b-ext,” but introduce scatters
Cent-incomp. (N.) mod. NFW v v Include an “incomplete” selection of centrals
FoF-halo mod. FoF halos v Use FoF halos to populate galaxies
HMCode v2015 fid. NFW v &, is generated by HMCode v2015 with Ap,, = 1.6 or 2.8
HMCode v2020 fid. NFW v &, is generated by HMCode v2020 with T gy = 7.3 or 8.3
Azt =-0.2 fid. NFW v v AX and ¢ with Azl = —0.2, analyzed
with a prior IT(Az,,) = U(-1.1)
Azl =-02 fid. NFW v v AX and . with Azl = —0.2, analyzed
with a prior T1(Az,,) = AN(0,0.1)
Fourth-order PSF fid. NFW v Include the fourth-order moment PSF systematics into &,

*An analysis using a prior of photo-z shift parameter derived from the baseline 3 x 2 pt analysis, given by H(Azph) =N (-0.06,0.08).
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FIG. 10. Summary of model validation tests for the 3 x 2 pt analysis. Constraints on cosmological parameters €2, og, and Sg and the
photo-z shift parameter Az, are shown in each panel from left to right. The input cosmological parameters used for making synthetic
data vectors are indicated by the vertical dashed lines in the panels. The shaded regions are the 68% confidence intervals from the

constraints in the fiducial “3 x 2 pt” case.

Tagn = 7.3. The detailed procedures to generate the

synthetic data vectors for “AzL‘L = -0.2” and “Azgl =

—0.27,” assuming that the estimated redshift distribution
of source galaxies is systematically lower than the true
distribution by |Azg}1| = (.2 are described in Appendix A
of Sugiyama et al. [24]. Here Azg;] = —0.2 is about 20
away from the central value of Az, in our fiducial analysis,
i.e., Azpy = —0.05 £ 0.09. Hence this validation test gives
the worst case scenario for the impact of residual photo-z
error. Note that the validation test for “Azg}1 =-0.2%

assumes the informative prior of Az, given by N(0,0.1),
aimed at studying how the informative prior gives a biased
estimate in the cosmological parameters in the presence of
the photo-z bias given by Azglh = —0.2. We apply the
baseline analysis pipeline to each of the synthetic data
vector to estimate the cosmological parameters using the
covariance matrix for the HSC-Y3 data.

Figure 10 shows the summary of the validation tests.
As described in the main text, we do not find any
significant deviation from the input cosmological param-
eters, except for “assembly-b-ext,” “assembly-b,” and
“Azpp = —0.27” In “assembly-b-ext” and “assembly-b,”
we assume the large assembly bias amplitudes, so these
tests give the worst case scenario in our cosmological

constraints if the SDSS galaxies are affected by such
large assembly bias effects, although there has been no
detection of assembly bias for actual SDSS galaxies. As
described in Sec. VIB, a possible assembly bias sig-
nature can be identified from actual data analysis; if the
assembly bias effect exists, we expect that using the
different scale cuts of w, and AX in the cosmology
analysis would lead to a systematic shift in Sg. For
example, if we employ the sufficiently large scale cuts
such as R = (8,12)h™" Mpc for w, and AZ, where
the linear theory or perturbation theory model is valid,
the cosmological parameters are safely recovered. For the
actual SDSS data, we did not observe such a systematic
shift in Sg, so we concluded that the SDSS galaxies do
not display any evidence of the assembly bias effect.
The row of “Azj =-02" in Fig. 10 shows a
significant bias in Sg by >1o¢ if we employ an inform-
ative Gaussian prior on Az, given by N(0,0.1) even
when the photo-z bias given by Az, = —0.2 exists. On
the other hand, the row of “AZEL = —0.2*” shows that the

input cosmological parameters are safely recovered if we
employ an uninformative, flat prior IT1(Az,,) = U(=1,1)
as our baseline analysis. Note that the photo-z bias
introduced in the data vector is also recovered in this
case. This means that the HSC-Y3 data has a calibration
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power of Az, to the precision of ¢(Az,,) ~0.1. Based
on these findings, we decided to implement an analysis
setup that uses the uninformative, flat prior of Azy,.
The row of “fourth-order PSF” shows the results
when including the fourth-moment PSF leakage and

fourth-moment PSF modeling error in the synthetic data
of £,. As described in Sugiyama et al. [24], we used the
method in Zhang et al. [94] to measure the fourth-
moment PSF leakage and fourth-moment PSF modeling
errors from the HSC source galaxy sample used in this

TABLE V. Summary of the main cosmological parameters constrained in this work, Q,;, og, and Sg. The estimates are presented in the

+68% upper

format of mode ¢y \ower (MAP, mean). The analysis setup for each row is summarized in Table III.

Qn,

Oy

Sg

3x2pt
2 x2 pt*
Cosmic shear®

3x2 pt, Rmin = (47 6)h_1 1\/Ipca
3 x 2 pt, Ryin = (8, 12)A~" Mpc*

3 x 2 pt, w/o LOWZ
3 x 2 pt, w/io CMASSI1
3 x 2 pt, w/o CMASS2

2 x 2 pt, w/o LOWZ"
2 x 2 pt, w/o CMASS1*
2 x 2 pt, w/o CMASS2*

No photo-z error
No shear error
Fix mag. bias
No PSF error
No IA

Extreme 1A

3x2ptf
2x2ptf
Cosmic shear

2x2pt
Cosmic shear

XMM (~33 deg?)*
GAMAIS5H (~41 deg?)”
HECTOMAP (~43 deg?)*
GAMAO9H (~78 deg?)*
VVDS (~96 deg?)*
WIDE12H (~121 deg?)*
DEmPZ & WX

Mizuki
DNNZ

W/o star weight

Offcentering
Incompleteness

o(Am) = 0.1 prior
o(Azy,) = 0.2 prior
2 cosmo paras

0.38270:931(0.401,0.367)
0.39710925(0.413,0.382)
0.38070:005(0.454,0.375)

0.31270943(0.347,0.318
0.35510:937(0.405,0.341

0.37410921(0.398,0.357
0.380109:9(0.415,0.367

0.36470055(0.447,0.364

0.38970:028(0.400,0.374
0.38170:932(0.402, 0.371

0.35810032(0.423,0.369

0.39470023(0.394,0.383
0.38310921(0.366,0.369
0.381700:2(0.407,0.367
0.3930924(0.408,0.375
0.37410:932(0.358,0.366

0.385100:4(0.373,0.369

)
)
)
)
)
)
)
)
)
)
)
)
)
)
0.38970:025(0.394,0.378)
0.39719:033(0.355,0.381)
0.45110982(0.509,0.387)
0.3751002(0.371,0.364)
0.22870154(0.280,0.299)
)
)
)
)
)
)
)
)
)
)
)
)
)
)

0.3560931(0.361,0.345
0.34410042(0.368, 0.347
0.38210927(0.398,0.370
0.38770922(0.411,0.375
0.3560939(0.373,0.346
0.33310945(0.326,0.340

0.37470:939(0.403,0.364
0.38370:928(0.371,0.370
0.381°0:031(0.390,0.368

0.37170:929(0.382,0.360

0.3860:035(0.378,0.373
0.38119:921(0.406,0.368

0.38170928(0.401,0.368
0.38770022(0.395,0.372
0.35970:918(0.367,0.356)

0.68510:033(0.696, 0.696
0.68375939(0.678, 0.693
0.63270:193(0.623,0.674

0.759739%6(0.753,0.767
0.690*572(0.660, 0.721

0.70870:939(0.684,0.718
0.6701093 (0.658,0.675
0.69070:93%(0.682, 0.699

0.70070:953(0.718,0.713
0.677+593(0.653,0.688
0.69471093(0.673,0.705

( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
0.69070:92%(0.693, 0.699)
0.68710028(0.693, 0.694)
0.686 052 (0.688,0.696)
0.6840922(0.681, 0.690)
0.688 0931 (0.692, 0.696)
0.687-3:037(0.684,0.694)
0.68970032(0.692, 0.694)
0.69070932(0.728, 0.699)
0.62410013(0.611,0.688)
0.65510:928(0.652,0.661)
0.65510153(0.710,0.691)
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )

0.64170957(0.647,0.642
0.70810045(0.707,0.714
0.70870033(0.725,0.717
0.68170:095(0.663,0.693
0.65070:933(0.643,0.659
0.69870:957(0.735,0.706

0.68270:039(0.673,0.690
0.67870:924(0.681,0.682
0.6960:13(0.710,0.711

0.69070:931(0.679, 0.698

0.68570:928(0.682,0.691
0.69473:939(0.679, 0.701
0.68570:032(0.701, 0.694
0.68370:031(0.697,0.693
0.69170929(0.703, 0.695)

0.7630:939(0.805,0.768
0.77615932(0.796,0.780
0.7351093(0.767,0.737

0.785%5:928(0.809, 0.785
0.76070 055 (0.767,0.763

0.78519:043(0.788,0.781

-0.053
0.74210941(0.774,0.745

70036
0.764093(0.833,0.767

0.79279034(0.830,0.793
0.76073:932(0.756, 0.762

0.77410935(0.800,0.779

( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
0.79170 055 (0.794,0.788)
076520 035 (0.765,0.768)
0.76670 032 (0.801,0.769)
076820032 (0.794,0.770)
0.766 005 (0.756,0.767)
0.76670 037 (0.763,0.768)
0.77323931(0.794,0.777)
0.7797053 (0.792,0.786)
0.75615:944(0.795,0.760)
0.71970937(0.725,0.727)
( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

( )

)

0.624 5079

0.686,0.660

0.69370022(0.710,0.688
0.7680:946(0.782,0.766
0.7940:923(0.835,0.795
0.77310941(0.776,0.774
0.7040:938(0.717,0.705
0.74470938(0.765,0.749

0.75870:932(0.780,0.757
0.75710931(0.757,0.756
0.784109:2(0.810,0.786

0.76510:933(0.766,0.763

0.767+0:931(0.766,0.770
0.77673:932(0.790, 0.775

0.765093(0.811,0.767
0.76873:933(0.800,0.769
0.75670:951(0.778,0.757

“An analysis using a prior of photo-z shift parameter derived from the baseline 3 x 2 pt analysis, given by IT(Az,;,) =N (—0.06,0.08).
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paper. Then we include the measured PSF systematics
contamination in the synthetic data of £, and then
apply the baseline analysis pipeline to the synthetic data
vector including w, and AX. The result shows that the
cosmological constraints are not affected by the PSF
systematics. The impact is smaller than that found from
the cosmic shear analyses of HSC-Y3 data [25,26],
because the constraining power in our 3 x 2 pt analysis
is mainly from the clustering information of SDSS
galaxies, not from the cosmic shear signal.

APPENDIX B: DETAILS OF INTERNAL
CONSISTENCY TESTS

In this section we show the results for various consis-
tency tests for the different analysis setups and/or different
subsets of the data vector, as listed in Table III. Table V
shows the mean and 68% upper and lower credible intervals
with the MAP in parenthesis, i.e., the numbers plotted in
Fig. 4. Figures 11-22 show the one- or two-dimensional
posterior distributions of the different analysis setups in
which the same kind of consistency tests are grouped and
compared with the fiducial 3 x 2 pt analysis.

H 3x2pt
— 2x2pt*
—— cosmic shear®

0.9

0.8

Ss

0.7

0.2

0.0

Ath

—0.2

AN
» &
@
(:

-0.2 0.0
O o3 Ss Az

FIG. 11. The posterior distributions for baseline “3 x 2 pt,”
“2 x 2 pt*,” and “cosmic shear*” analysis setups in Table III. The
contours show the 68% and 96% credible intervals. The con-
straints from “2 x 2 pt*”” and “cosmic shear*” are consistent with
the “3 x 2 pt” analysis. Note that since we use the prior on the
residual photo-z errors (Azp,) for “2x 2 pt*” and “‘cosmic
shear*” derived from the “3 x 2 pt” analysis, the constraining
power of “2 x 2 pt*” is similar to “3 x 2 pt,” but that of “cosmic
shear*” is still weaker than “3 x 2 pt.” For the constraints from
the 2 x 2 pt and cosmic shear analysis with the uniform prior on
Azpy, see the left panel in Fig. 6.

I 3x2pt

—— 3x2pt, w/o LOWZ
— 3x2pt, w/o CMASS1
—— 3x2pt, w/o CMASS2

0.2
= 0.0
0
<1 -02
—0.4
03 04 0507 08 07 08 09 =04 00
Qm g Sg Azph
FIG. 12. Similar to Fig. 11, but the results from “3 x 2 pt, w/o
LOWZ,” “3x2pt, wo CMASS1,” and “3x2pt, w/o

CMASS?2” analysis setups in Table III. We do not see any
significant changes in the cosmological constraints from the
baseline “3 x 2 pt” analysis when excluding one of the lens
samples in our analysis.

2 2pt*

—— 2x2pt, w/o LOWZ*
—— 2x2pt, w/o CMASS1*
—— 2x2pt, w/o CMASS2*

03 04 05 0.7 08 0.7 08 0.9 —-02 0.0
QO oy Ss Ath

FIG. 13. Similar to Fig. 11, but the results from “2 x 2 pt, w/o
LOWZ*)” “2x2pt, wlo CMASSI*” and “2x2pt, w/o
CMASS2#” analysis setups in Table III. We do not see any
significant changes in the cosmological constraints from the
baseline “3 x 2 pt” analysis when excluding one of the lens
samples in our analysis.
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N 3x2pt
— 1o photo-z error
— 1o shear error

— fix mag. bias
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0.7

0.9
& 0.8

0.7

03 04 0.7 0.8 0.7 08 -0.3 0.0
Qm gg SS Azph

FIG. 14. Similar to Fig. 11, but the results from “no photo-z
error,” “no shear error,” and “fix mag. bias” analysis setups in
Table III. When the source redshift distribution is fixed, corre-
sponding to the case “no photo error,” the credible interval of the
cosmological parameters are significantly tightened, but the
central values are shifted. In particular, fixing the source redshift
distribution as indicated from the photo-z estimates rather than
using the flat prior IT(Az,,) = U(—1, 1) in our baseline analysis
leads to a higher value of Sy than that of the baseline analysis. We
do not see any significant changes in the cosmological constraints
for the other cases.

3 x2pt
—— no PSF error
— nolA
—— extreme TA
0.8
o0
©or
0o t t - t ;
0 0.8 I
& \
0.7
02 . . . . . . .
g; 0.0
<
—-0.2
0?3 0f4 017 018 Of? 0f8 Uf9 —0.3 OfO
Qm g Sg Azph
FIG. 15. Similar to Fig. 11, but the results from “no PSF error,”

“no IA error,” and “extreme IA” analysis setups in Table III. For
these setups, we do not see any significant changes in the
cosmological constraints from the baseline analysis.

I 3 <2pt
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FIG. 16. Similar to Fig. 11, but the results from “3 x 2 pt',”
“2x 2 pt',” and “cosmic shear™ analysis setups in Table III.
Here the analyses with superscript ™ uses the Gaussian prior on
the photo-z error prior parameter, IT(Az,,) = A(0,0.1). The use
of the Gaussian prior still affects the Sg constraints for the
“3x 2 ptf” “2 x 2 pt™ analyses.
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FIG. 17. Similar to Fig. 11, but the results from “XMM
(~33 deg?)*,”  “GAMAISH (~41 deg®)*;” “HECTOMAP
(~43 degz)*,” “GAMAO9H (~78 degz)*,”“VVDS (~96 deg?)*)
and “WIDE12H (~121 deg?)*” analysis setups in Table III. Given
that the analyses of each field are almost uncorrelated, the cosmo-
logical constraints are consistent with each other.
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FIG. 18.
“Mizuki,” and “DNNZz” analysis setups in Table III. “The DNNZ’

analysis exhibits the largest deviation in Sg, but it is still ~0.5¢.
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FIG. 19. Similar to Fig. 11, but the results from “w/o star
weight” analysis setup in Table III. We do not see any significant
changes in the cosmological constraints in the “w/o star weight”

analysis.

I 3<2pt
offcentering
incompleteness

0.8
<
0.7
0.9
0 0.8
0.7
0.2 '
& 0.0
N
4
—0.2
0.3 0.4 0.7 0.8 0.7 08 —-0.2 0.0
O a8 SS Ath

FIG. 20. Similar to Fig. 11, but the results from “off-centering”
and “incompleteness” analysis setups in Table III. We do not see
any significant changes in the cosmological constraints in these

analysis.
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FIG. 21. Similar to Fig. 11, but the results from “s(Am) = 0.1
prior” and “o(Azy,) = 0.2 prior” analysis setups in Table TIL
Note that these are the postunblinding analyses. We do not see a
significant change in the “6(Am) = 0.1 prior” analysis, meaning
that the degradation of constraining power is mostly due to the
use of flat prior on the residual photo-z errors. We see only a
slight change in the “6(Azy,) = 0.2” analysis without improve-
ment in the constraining power. This means that with this prior
width, we are reaching to the limit of the flat prior.

FIG. 22. Similar to Fig. 11, but the results from “2 cosmo
paras” analysis setup in Table III. Note that this is the post-
unblinding analyses. When fixing cosmological parameters other
than Q. and In(10'°A,) to the Planck CMB constraints [11], we
obtain better cosmological constraints, but the shift in Azy, is

unchanged.
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APPENDIX C: POSTERIOR DISTRIBUTIONS OF ALL PARAMETERS

Figure 23 shows the posterior distribution of all parameters sampled in our baseline analysis.
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FIG. 23. The posterior distributions of all parameters sampled in the baseline 3 x 2 pt analysis.
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FIG. 24. The result of nestcheck [132] for the baseline
3 x 2 pt analysis, sampled in the real data analysis. The top panel
shows the posterior volume as a function of the prior volume, X.
The left panels show the uncertainty of the posterior distribution
from an input nested sampling chain, where the uncertainty is
estimated by bootstrapping the chain.

APPENDIX D: ROBUSTNESS
OF PARAMETER SAMPLING

1. Nestcheck

In this section, we present the results of the convergence
test of MultiNest sampling for the baseline 3 x 2 pt
analysis. We use the nestcheck diagnostic to test the
convergence of the MultiNest chain, implemented as
nestcheck [131]. Figure 24 shows the result of the
convergence test by nestcheck for the main cosmologi-
cal parameters, Q,,, og, and Sg. In the top-right panel, we
can see that the chain covers sufficient posterior volume.

—— MultiNest

—— Metropolis

03 04 0.7 08 09 1.0 08 09 10 -02 0.2
Qm g Sg Azph

FIG. 25. The comparison of posterior estimates of our baseline
analysis from the nested sampling by MultiNest and the
Markov Chain Monte Carlo sampling by the standard Metropolis
algorithm. We do not see significant difference in the cosmo-
logical constraints from MultiNest and the Metropolis algo-
rithm, meaning MultiNest provides sufficiently accurate
estimate of credible levels.

The left panels show the uncertainty of the posterior
distributions, estimated by bootstrapping the original
MultiNest chain, and indicating that our estimate of
the posterior distributions is robust.

2. Sampler difference

As an additional test of convergence of our parameter
estimates, we compare the result of the nested sampling by
MultiNest to the result with the standard Metropolis
algorithm in Fig. 25. The difference between the posterior
estimates is almost negligible (the difference in mode and
68% credible internal is ~2% for Sg), and thus we conclude
that our parameter inference by MultiNest is robust.
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